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Abstract

The morphology of the fatigue crack in nodular cast iron has great influence on the material performance under cyclic loading. In contrast to previous phenomenological studies, the present work attempts to unravel a relation between the crack propagation path and the micromechanical fields developing at the microstructural level. To this end, a fatigue crack in a compact tension specimen is imaged with X-ray tomography and a new segmentation procedure based on digital volume correlation is used to distinguish the part of the crack growing in the matrix from the graphite nodules. The micromechanical fields surrounding the tip of the notch as well as the tip of the fully developed fatigue crack are estimated via 3D microstructure-resolved finite element models, whose size is maintained small compared to the specimen by using boundary conditions measured in-situ with digital image
correlation. The numerical fields are compared to the location of the crack nucleation site as well as to the crack growth direction. A weak correlation is found between the nucleation site and the equivalent plastic strain, suggesting that nucleation is controlled by plasticity occurring at a lower scale. On the other hand, a clear correlation is revealed between the crack growth direction and the direction perpendicular to the maximum principal stress. Based on this result, a mechanism is proposed to explain the step-like features characterizing the shape of the fatigue crack in nodular cast iron.
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1 **Introduction**

Modern nodular cast iron, also known as ductile iron or spheroidal graphite iron (SGI), is a structural material widely used in key industrial sectors like transport and energy production, due to its unique combination of castability, good mechanical properties and low price compared to traditional low-carbon steels [1]. Microstructurally, SGI consists of graphite particles – called nodules – embedded in a metal matrix, which can be either ferrite, pearlite or a mixture of the two depending on chemistry and processing route. It is well known that shape, size and distribution of the nodules can have significant influence on the SGI fatigue behavior, in terms of both crack initiation and propagation [2]. Recently, this aspect has received growing attention among researchers, mainly due to the fact that as castings grow
bigger and heavier, the microstructural features become more difficult to control during manufacturing and the formation of graphite morphologies that deviate markedly from the ideal nodular shape becomes common [3–5].

One way to explain the effect of the nodules geometrical and topological parameters on the fatigue behavior of SGI is, from a mechanistic standpoint, via the concept of roughness induced crack closure. As originally discussed in [6], coarser microstructures result in more pronounced deflections of the crack path, leading to a rougher fracture surface and to enhanced crack closure. Recent studies confirm the dominance of this closure mechanism in SGI and its tight connection with the nodules shape [7,8]. Another explanation, proposed in [9], assumes that the nodules act as crack arresters and their effectiveness in blunting the crack tip is proportional to the nodules average size and shape factor. Despite focusing on different mechanisms, it is evident that both explanations acknowledge the fundamental effect played by the nodules in determining the crack propagation path, considered in terms of both tortuosity in the matrix as well as number, size and shape of the nodules intercepted by the crack.

The above argumentation leads to the conclusion that understanding the factors controlling the crack propagation path is crucial. In this respect, experimental evidence shows that the fatigue crack in SGI grows transgranularly by linking the nodules [10,11]. These appear to act as crack attractors [12], leading to a higher graphite fraction on the fracture surface than in the bulk of the material [13]. Also, a crack might or might not propagate depending on the presence of clusters of nodules near its tip [14], which seem to be associated with load shielding effects [15]. These facts suggest that an analogy exists with particle-reinforced
metal-matrix composites, where it has been clarified that the crack growth, including the occurrence of shielding and anti-shielding phenomena, is driven by the particle-induced microstructural stress field [16,17]. Similar conclusions hold regarding fatigue crack propagation in cast Al alloys with respect to the impact of Si-particles and Fe-rich intermetallics [18,19]. Consequently, it can be hypothesized that the crack path in SGI is also primarily determined by the local micromechanical field variations caused by the presence of the nodules.

In order to confirm this hypothesis, measurements of the stress and/or strain fields near the nodules surrounding the crack tip would be necessary. Concerning this, focused ion beam milling and digital image correlation were applied by Kasvayee et al. [20] to quantify the 2D microstructural strain distribution on the surface of a compact tension sample ahead of micro-cracks formed during cyclic loading. However, a qualitative link between the deformation pattern and the observed crack propagation direction could not be established, which, according to the authors, could be a consequence of the artifacts associated with 2D measurements. On the other hand, experimental characterization of the full 3D deformation field at the level of the microstructure is very challenging. The reason is that the limited number of matrix grains between neighboring nodules precludes the application of energy dispersive X-ray diffraction [21], whereas measurements using X-ray Laue micro-diffraction [22,23] require long time to probe a volume sufficiently large to be statistically relevant and this may lead to stress relaxation during the measurement. In addition, absorption tomography combined with digital volume correlation, which have proved to be very
effective for the determination of the local stress intensity factor in SGI [24–26], lacks spatial resolution if the nodules alone are used as markers.

In the present work, in order to overcome the difficulties associated with direct experimental measurements, the micromechanical fields surrounding the tip of the notch as well as the tip of the fully developed fatigue crack in a compact tension specimen are estimated numerically. This is achieved by means of high-fidelity finite element models of the microstructure, whose size is maintained small compared to that of the specimen by using boundary conditions measured in-situ with digital image correlation. The computed micromechanical fields are compared to the location of the crack nucleation site as well as to the crack growth direction. The outcome of the analysis is used to formulate a hypothesis for the mechanism of formation of the step-like features characterizing the fatigue crack in SGI.

2 Experimental

2.1 Material

The material used in the present investigation is SGI extracted from a block with size of 900mm x 900mm x 250mm of casting grade EN-GJS400-18LT. The microstructure consists of graphite nodules of mean diameter $\approx 80 \, \mu m$, with graphite volume fraction 13.9 %. The nodules are embedded in the predominantly ferrite matrix, with $\approx 1 \, \%$ pearlite. Young’s modulus, yield stress (0.2 % proof stress) and tensile strength of the considered SGI were determined from the uniaxial tensile stress-strain curves reported in Figure 1 (a) and are equal to 172 GPa, 220 MPa and 354 MPa, respectively. The cyclic hardening behavior was assessed from the hysteresis loops shown in Figure 1 (b), obtained by subjecting a cylindrical
specimen of diameter 10 mm and gauge length 30 mm to 10 stress cycles between -250 MPa and +250 MPa. An elastoplastic model describing the cyclic behavior of the present SGI will be presented in Section 3.2.

Figure 1 – Uniaxial mechanical testing of the SGI used in the present work. (a) Monotonic tensile curves (b) Hysteresis loops obtained by applying 10 loading cycles between -250 MPa and +250 MPa.

2.2 Crack growth test with optical & X-ray imaging

A compact tension specimen with the in-plane dimensions indicated in Figure 2 (a) and thickness 1.5 mm – which fulfill the requirements of the ASTM standard E647 [27] – was manufactured via electro-discharge machining. Both faces of the specimen were mirror-polished. Subsequently a white and a black speckle pattern was applied on one face of the specimen with a precision airbrush, resulting in a speckle size of approx. 100 μm.

The specimen was subjected to the testing procedure summarized in Figure 2 (b). First, a Zeiss Xradia 520 Versa Computed Tomography (CT) system was used to obtain an initial 3D scan (#1) of the microstructure. The X-ray scanner was equipped with a tungsten target
and an acceleration voltage of 140 kV was applied to generate X-rays with energies up to
140 keV. 3801 projections were acquired during a full 360° rotation of the specimen. The
detector size was 2k × 2k and projection images with a binning of 1 were acquired to obtain
the highest possible resolution. A Feldkamp reconstruction algorithm [28] for cone beam
reconstructions was applied resulting in a reconstructed 3D scan with a voxel size of 1.904
µm. Re-sampling was employed to align the scan to the X-Y-Z coordinate system of the
specimen visualized in Figure 2 (a). The specimen was then mounted on a 3 kN electropulse
testing machine and subjected to a sinusoidal load with frequency 5 Hz, peak load 650 N and
amplitude 292.5 N, corresponding to a fatigue ratio of 0.1 and an initial ΔK_i of 15.5
MPa·m^{1/2}. During loading, 2D images of the painted face of the specimen were acquired at
regular interval at both maximum and minimum load by means of an Imager E-lite 2M digital
camera with 1600x1200 pixels^2, which allowed for a pixel size of 8 µm. After 40000 cycles,
which sufficed to grow a fully developed crack of ≈ 2.2 mm, the loading was discontinued
and the specimen was moved into the CT system for a new 3D scan (#2). To improve the
visualization of the crack, a small wedge was inserted in the notch and used to keep the crack
open during the CT scanning operation. Finally, the specimen was reloaded with the same
loading parameters for additional 10000 cycles, resulting in additional crack growth at 4.0
mm, after which it was removed from the testing machine and subjected to one more CT scan
(#3), in order to determine the crack propagation direction upon reloading.
2.3 Crack surface reconstruction

The 3D shape of the fatigue crack was reconstructed from the CT scans by means of a dedicated reconstruction procedure that allows distinguishing between the crack and the nodules. The procedure is inspired by that of Limodin et al. [24] and is based on the correlation residual of the global digital volume correlation (G-DVC).
As described in detail elsewhere, e.g. [29], G-DVC allows finding a mapping between a reference and a deformed 3D image by decomposing the displacement field into a weighted sum of shape functions, similar to standard finite element formulations. Under the assumption of continuous shape functions, the deformed image cannot be perfectly matched to the reference image if the real displacement field contains discontinuities. Therefore, the correlation residual defined as the difference between the deformed image – corrected for by the continuous G-DVC displacement – and the reference image highlights regions where material discontinuities have occurred, meaning that it can effectively indicate a crack path. However, in SGI high values of the correlation residual can also be associated with the debonding of the graphite particles from the matrix. To identify the crack unambiguously, two strategies have been suggested in the literature. The first one consists of describing the crack surface via dedicated shape functions and choosing the weighting coefficients so that the correlation residual over the crack is maximized [30], whereas the second one is based on segmenting the correlation residual via region-growing algorithms [24]. As discussed by Rannou et al. [30] both have limitations when it comes to accuracy. Indeed, difficulties arise with the first method in detecting the crack tip and in capturing overhangs or non-smooth transitions, whereas region-growing algorithms can lead to an excessively rough crack surface and presence of holes.

An alternative strategy is introduced in this investigation to achieve an accuracy high enough to enable a high-fidelity representation of the crack in the matrix region between neighboring nodules, which is crucial in the present context. Specifically, the first step is standard and consisted in running G-DVC with the software Avizo® [31] using CT scan #1 as the
reference image and CT scan #2 as the deformed image to compute the correlation residual. As expected, this identifies the crack but also some matrix-nodules debonding, as Figure 3 (a) and Figure 3 (b) reveal. Next, the correlation residual and the reference image were both segmented via simple thresholding and combined via a binary OR operation. Subsequently, a moderate morphological dilation was applied followed by removal of all the connected components except the largest. As Figure 3 (c) shows, the outcome of this segmentation process is a binary image that identifies the crack together with all the intersected nodules. At this point, the morphological skeleton was computed for each X-Z slice – refer to the coordinate system of Figure 2 – of the segmented image. It is worth mentioning that, for a 2D binary image, the skeleton is defined as the locus of the ridges of its medial axis transform [32] which, in plain words, correspond to the ridges of the 3D plot representing the distance to the boundaries of the objects in the image. Finally, for each X-Z slice, the secondary skeleton branches were trimmed and the part of the skeleton overlapping the nodules was removed based on the original segmentation of the reference image. The result, visualized in Figure 3 (d), consists of a one-pixel-thick surface representing the part of the crack located in the matrix. Comparison with the CT scan #2 showed that the deviations from the real crack geometry are expected to be less than 10 µm.

The entire reconstruction procedure was repeated twice. The first time, as already mentioned, the CT scan #1 was used as the reference image and the CT scan #2 as the deformed image in order to reconstruct the full crack morphology after 40000 cycles. The second time, the CT scan #3 was used as the deformed image while keeping the CT scan #1 as the reference image and the procedure was applied to a limited region only in order to determine the crack
propagation direction upon reloading. Further details of the computation of the 3D crack propagation direction are reported in the supplementary material.

Figure 3 – Crack surface reconstruction procedure for a cropped X-Z slice of size 950x950 µm². (a) Image after deformation containing the crack. (b) Correlation residual of G-DVC. (c) Binary image resulting from the segmentation process (yellow = 1, transparent = 0), superimposed onto the reference image, i.e. before deformation. (d) Processed skeleton of the segmented binary image representing the part of the crack propagating in the matrix, superimposed onto the reference image. Note that the skeleton thickness has been increased for visualization purposes.

3 Finite element modelling

Two finite element models were developed in order to estimate the micro-mechanical fields arising in the microstructure of the compact tension specimen. The first one corresponds to the volume surrounding the tip of the notch at the beginning of the cyclic loading, whereas the second one represents the volume surrounding the tip of the fully developed crack after 40000 cycles. Both models consist of an inner region where the microstructure – matrix plus graphite particles – is resolved and a homogenized outer region which represents the effective behavior of SGI. The following three sections describe the geometry of the two models, the
constitutive equations used to simulate the behavior of the microstructural constituents and the boundary conditions applied during the simulations.

### 3.1 Geometry

Each model was generated by extracting from CT scan #1 a sub-volume having the shape of a square prism with faces aligned with the coordinate axes. The height of the sub-volume was 1.5 mm, corresponding to the thickness of the specimen, whereas the size of its base was 1.6x1.6 mm². Depending on the model type, the sub-volume was centered either on the notch tip or on the crack front after 40000 cycles. Note that the location of the latter – not available in CT scan #1 – was retrieved with the procedure described in Section 2.3.

The sub-volume was filtered and segmented to separate the nodules from the matrix. In doing so, particles with equivalent diameter smaller than 15 µm were discarded, as they are likely to represent the small porosities and inclusions which are commonly found in the SGI matrix [33]. Nodules whose centroid was located outside the inner region of the sub-volume were discarded as well. This inner region, which corresponds to the microstructure-resolved region of the model as mentioned previously, was defined as the volume generated by a circle perpendicular to the Y-axis and with radius 400 µm, whose center was moved along the points located 115 µm ahead of either the notch tip or the crack tip, depending on the model type. A 2D view of the boundary of the inner region (marked in red) together with the outcome of the segmentation procedure for the crack tip model (green = nodules inside the inner region, yellow = nodules outside, blue = matrix) is shown in Figure 4, whereas a 3D slice-by-slice view is provided in Video 1 in the supplementary data.
The abovementioned procedure led to a 3D binary image having the value 1 at the locations occupied by the nodules and the value 0 elsewhere. This was used to create a signed distance map, which was then passed on to a dedicated meshing toolbox [34]. While generating the mesh, a target minimum element side-length of 5 μm was imposed, which was deemed sufficient in the light of the considerations reported in Appendix A. It is worth remarking that the total graphite volume fraction can be affected by the meshing process, as this involves a certain degree of particle smoothing. To avoid this effect, the particles contained in the 3D binary image used as the input were expanded/contracted isotropically about their centroids by an amount determined iteratively such that the total graphite volume fraction was preserved in the final mesh. After meshing, the elements located inside the sub-volume inner region and not associated with the nodules were assigned to the matrix. The remaining elements not associated with the nodules were assumed to form the homogenized outer region of the model. The final meshes, each containing ≈ 6.5 million 4-node hybrid displacement-pressure elements, are shown in Figure 5.

One last aspect relates to the implementation of the notch and of the crack in the respective models. For reasons related to the technical features of the meshing toolbox used in this study, the notch was meshed explicitly and subsequently assigned negligible stiffness (1 MPa). Concerning the crack, it was inserted in the mesh of the corresponding model by duplicating the nodes along the element facets that best fitted the crack geometry. The details of this operation are reported in the supplementary data related to this article. Note that the crack was assumed stationary in the model, i.e. crack growth was not simulated.
Figure 4 – Segmentation procedure for the crack tip model. On the left-hand side, an X-Z slice of the sub-volume extracted from the CT scan #1 is shown, where the red circle represents the boundary of the inner region and the red star indicates the crack tip. On the right-hand side, the same slice after segmentation is depicted, where the green color indicates the nodules inside the inner region and the yellow the nodules outside the inner region. See Video 1 in the supplementary data for a slice-by-slice 3D visualization.

Figure 5 – The two finite element models used in the present investigation.

3.2 Constituent material models

The graphite nodules were assumed to behave linearly elastically. Their highly inhomogeneous and anisotropic internal structure was accounted for by means of the approach described in detail in [35]. The overall idea is that each nodule is divided into an
external shell and a core. While the former is assumed isotropic, different orientations of the elastic symmetry and anisotropic moduli are assigned to each mesh element in the core based on the element location with respect to the centroid of the nodule. This allows for an approximate representation of the strong gradient in mechanical properties observed inside the nodules [36,37]. It is worth remarking that the method is not accurate for nodules that merged at some point during solidification to form aggregates. In such (limited) cases, the aggregate was first separated into individual particles by means of a method based on a watershed algorithm, whose details can be found in the supplementary data related to this article. The values of the transversely isotropic elastic moduli used for the core and of the isotropic elastic moduli used for the external shell of the nodules are listed in Table 1, whereas the corresponding values of the thermal expansion coefficients as functions of temperature can be found in the supplementary data. A thorough explanation for the choice of these parameters can be found in [35].

The interface between the nodules and the matrix was modelled using the surface-based cohesive formulation available in ABAQUS [38], which was the finite element software used in the present investigation. The traction-separation law was assumed linear elastic with constant normal stiffness 10 MPa/µm and shear stiffness 5 MPa/µm. As discussed in [35], this assumption was introduced to represent the weak bonding between the nodules and the matrix reported in the literature [12].

Concerning the matrix, it is worth remarking that the mean size of the grains surrounding a graphite nodule is expected to roughly equal to half of the nodule equivalent diameter [22]. Therefore, grain-related effects may have a significant impact on the micromechanical fields
developing in between the nodules. However, the non-destructive characterization of the 3D matrix grain structure would require advanced techniques that were not available in the present investigation. Consequently, it was chosen to model the matrix as an isotropic, homogeneous medium. This assumption is widely adopted in the SGI literature [10] and is usually justified by the random texture of the ferrite grains. In the present context, the validity of this assumption will be assessed in the next sections based on the ability of the considered finite element models to predict the fatigue crack nucleation site and growth direction. Following Rabold and Kuna [39], the matrix constitutive behavior was described via a rate-independent small-strain elastoplastic model, which, for the sake of simplicity, was assumed to apply to the homogenized region as well, although with different parameters. The model is based on a von Mises-type yield function:

\[ \Phi = \sqrt{3}J_2(\sigma - \alpha) - \sigma_y \epsilon_{eq}^p \leq 0 \]  

(1)

where \( J_2(\sigma - \alpha) \) is the 2\textsuperscript{nd} deviatoric invariant of the difference between the Cauchy stress \( \sigma \) and the back-stress \( \alpha \) and \( \epsilon_{eq}^p \) is the equivalent plastic strain. The function \( \sigma_y(\epsilon_{eq}^p) \) describes the isotropic part of the hardening behavior and it is assumed to have the following expression:

\[ \sigma_y = Q_0 + Q_\infty (1 - e^{-b\epsilon_{eq}^p}) \]  

(2)

with \( Q_0, Q_\infty \) and \( b \) as material parameters. The standard additive decomposition of the strain into an elastic, thermal and plastic part is considered, where the elastic strain is related to the Cauchy stress via Hooke’s law. The evolution of the plastic strain \( \epsilon_p \) is dictated by the flow rule:
\[
\dot{\varepsilon}_p = \lambda \frac{\partial \Phi}{\partial \sigma} = \dot{\lambda} \frac{3}{2} \frac{(s - \alpha)}{\sigma_y}
\]  

(3)

where \( s \) is the deviatoric part of the Cauchy stress, \( \lambda \) is the plastic multiplier and the operator (\( \dot{} \)) denotes an infinitesimal increment. The evolution equation of the back-stress \( \alpha \) is of Armstrong-Frederick type:

\[
\dot{\alpha} = \dot{\lambda} H \frac{(s - \alpha)}{\sigma_y} - \dot{\lambda} \gamma \alpha
\]

(4)

where \( H \) and \( \gamma \) are kinematic hardening parameters. The values of the model parameters, listed in Table 2, were determined as follows.

For the matrix, the values of the Young’s modulus \( E \), Poisson’s ratio \( \nu \) and thermal expansion coefficient \( \alpha \) were taken from a previous work [40]. The plastic parameters \( Q_0 \), \( Q_\infty \), \( b \), \( H \) and \( \gamma \) were obtained following the framework of the first-order computational homogenization [41] by constructing a representative volume element (RVE) of the considered SGI microstructure and fitting its macroscopic response – computed via finite element simulations – to the cyclic data of Figure 1 (b). First, the values of \( H \) and \( \gamma \) were determined by fitting the data limited to the last cycle, assuming that negligible isotropic hardening takes place within that cycle. Then, the values of \( Q_0 \), \( Q_\infty \) and \( b \) were estimated by fitting the full cyclic data. The details of this data-fitting procedure involving RVE-based finite element simulations are reported in Appendix A.

For the homogenized region, which represents the effective behavior of SGI at the macro-scale, the value of the Young’s modulus was taken from the measurement data presented in Section 2.1. Standard literature values were considered for the Poisson’s ratio and the thermal expansion coefficient. The values of the plastic parameters \( Q_0 \), \( Q_\infty \), \( b \), \( H \) and \( \gamma \) were
determined by fitting the response of a single-element finite element model to the cyclic data of Figure 1 (b). As was done for the matrix, the values of \( H \) and \( \gamma \) were found first by fitting the data limited to the last cycle. After that, the values of \( Q_0, Q_\infty \) and \( b \) were estimated by fitting the full cyclic data.

### Table 1 – Assumed elastic moduli of the graphite forming the core and the external shell of the nodules [40]. Values are in GPa, except for the dimensionless Poisson’s ratio \( \nu \).

<table>
<thead>
<tr>
<th>Core</th>
<th>External shell</th>
</tr>
</thead>
<tbody>
<tr>
<td>( C_{11} )</td>
<td>( C_{44} )</td>
</tr>
<tr>
<td>166</td>
<td>0.66</td>
</tr>
</tbody>
</table>

### Table 2 – Parameters of the elastoplastic model describing the behavior of the matrix and of the homogenized SGI.

<table>
<thead>
<tr>
<th></th>
<th>( E ) [GPa]</th>
<th>( \nu )</th>
<th>( \alpha ) [°C⁻¹]</th>
<th>( Q_0 ) [MPa]</th>
<th>( Q_\infty ) [MPa]</th>
<th>( b )</th>
<th>( H ) [GPa]</th>
<th>( \gamma )</th>
</tr>
</thead>
<tbody>
<tr>
<td>Matrix</td>
<td>205</td>
<td>0.29</td>
<td>1.35x10⁻⁵</td>
<td>275</td>
<td>68</td>
<td>3.7</td>
<td>11</td>
<td>790</td>
</tr>
<tr>
<td>SGI</td>
<td>172</td>
<td>0.26</td>
<td>1.20x10⁻⁵</td>
<td>138</td>
<td>115</td>
<td>9.2</td>
<td>78</td>
<td>725</td>
</tr>
</tbody>
</table>

### 3.3 Boundary conditions

The finite element models were subjected to two loading steps. First, the processing step representing the final part of the solid-state cooling was simulated by prescribing a uniform temperature change from 500 °C to 20 °C, while leaving the model boundaries unconstrained. This was done in order to include the residual stress state associated with the mismatch in thermal contraction between the nodules and the matrix [22] into the subsequent simulations.

Next, both models were subjected to cyclic loading simulating the conditions experienced during the crack propagation test. To this end, the X- and Z-displacement fields over the painted face of the specimen were retrieved by applying subset-based digital image correlation (DIC) to the 2D digital images acquired in-situ during cyclic loading, see Section
2.2. Specifically, the displacements at both maximum and minimum load at the beginning of the test (resp. after 40000 cycles) were retrieved from images taken after 100 (resp. 40000) cycles and used to prescribe the boundary conditions in the notch (resp. crack) tip model. The DIC was run using a subset size of 65 pixels and a step size of 2 pixels, which produced results affected by an error – estimated by comparing two images of the unloaded, uncracked specimen – below 0.1 µm. Figure 6 shows contours of the DIC displacement at maximum load at the beginning of the test and after 40000 cycles. The DIC output was used to prescribe the X- and Z-displacement on the boundaries of both the notch tip and the crack tip models perpendicular to the X-Z plane, assuming that the same displacement occurred at the points having equal X- and Z-coordinates, but different Y-coordinate. The displacement in the Y-direction was left unconstrained, as no information was available in this regard. For each model, five consecutive loading cycles with identical boundary conditions (i.e. prescribed boundary displacement at maximum and minimum load) were simulated, in order to achieve stabilization of the micromechanical fields, i.e. hardening.

Figure 6 – DIC displacement at maximum load over the painted face of the compact tension specimen in µm. (a) X-component at the beginning of the test. (b) Z-component at the beginning of the test. (c) X-component after 40000 cycles. (b) Z-component after 40000 cycles. The red square indicates the boundaries of the notch tip model in (a), (b) and the boundaries of the crack tip model in (c), (d).
For comparison, the DIC data prescribed along the model boundaries was contrasted with the displacements obtained from a simple 2D finite element model of the entire compact tension specimen, assuming homogenized material behavior. The comparison can be found in Appendix B, together with the investigation of the sensitivity of the microstructural model response with respect to the boundary conditions.

4 Results

4.1 Morphology of the crack

Figure 7 (a) shows the morphology of the crack after 40000 cycles reconstructed with the procedure described in Section 2.3. To the authors’ best knowledge, it is the first time that a fully developed fatigue crack in SGI is characterized in 3D with an accuracy that allows a clear distinction between the part of the crack growing in the matrix and the surrounding nodules. The data is valuable as simple visual inspection demonstrates that the crack deviations from the ideal Y-Z propagation plane – proportional to the color change – are significantly larger than the average size of the nodules (80 µm). This implies that the roughness of the crack may not be considered the result of a planar crack whose surface merely “adapts” locally to the shape of the individual nodules intercepted along the way. It can therefore be hypothesized that longer-range micro-mechanical fields play a role in driving the crack, as will be investigated in the following.
Figure 7 – (a) Reconstructed morphology of the crack after 40000 cycles. The color represents the crack height with respect to the ideal propagation plane in µm. The nodules intersecting the crack and the notch tip (semi-cylindrical surface on the right-hand side) are visualized in gray. To simplify the figure generation process the part of the crack inside the nodules was retained, even though it is not trustworthy. (b), (c) Close-ups showing the presence of steps with step wall parallel to the crack growth direction.
An additional feature of the crack morphology is the existence of steps, characterized by a step wall parallel to the crack growth direction and wall height larger than the mean nodules size. Close-ups of two of these steps are provided in Figure 7 (b) and (c). The formation of such steps during fatigue loading seems to be a distinctive feature of SGI, as it was already reported in previous studies [25,42]. In particular, Limodin et al. [25] found a strong correlation between the formation of one such step and a delay in the local crack propagation rate, which was ascribed to the activation of type II and type III loading modes. However, the former authors could not provide any plausible reasons for the formation of these steps, whose nature is still unknown at present. A possible mechanism will be presented here in Section 5.

It is worth remarking that the present fatigue crack was grown under conditions that correspond to the mid Paris regime for the material considered [43]. For both ferritic and pearlitic SGIs, 2D microscopy observations indicate that the appearance of the crack surface is similar in the entire stable crack propagation regime [15], as well as at different fatigue ratios and maximum stress intensity factors [8]. Therefore, it is likely that some of the features of the crack identified in Figure 7 are characteristic of a rather wide range of stable crack propagation regimes.

4.2 Correlation between micromechanical fields and crack nucleation site

In order to identify possible correlations between the micromechanical fields and the crack nucleation site, the generic field $f$ predicted with the notch tip model and defined over the
corresponding finite element mesh was projected onto a 3D grid with voxel size equal to that of the binary image describing the crack shape. Then, for every X-Z slice of the grid, the quantity \( q_c = f_P / \bar{f}_{\text{circle}} - 1 \) was computed, where \( f_P \) is the value of \( f \) at the point \( P \) at which the crack nucleated and \( \bar{f}_{\text{circle}} \) is the average value of \( f \) over a circle of radius \( R_c \) centered at \( P \). It is remarked that only points (i.e. voxels) belonging to the matrix phase were taken into account. The values at maximum load of the following scalar fields were considered: maximum principal plastic strain \( \varepsilon_{l,\text{max}}^{\text{pl}} \), maximum principal stress \( \sigma_{l,\text{max}} \), von Mises stress \( \sigma_{eq} \) and triaxiality \( \eta \), defined as the ratio between the hydrostatic part of the stress and \( \sigma_{eq} \). The equivalent plastic strain increment during one cycle \( \Delta \varepsilon_{eq}^{\text{pl}} \) was considered as well. Figure 8 shows \( q_c \) for the five scalar fields listed above. It can be seen that \( q_c \) is close to zero for all stress-related quantities, meaning that the crack nucleated at points that did not have values of \( \sigma_{l,\text{max}} \), \( \sigma_{eq} \) and \( \eta \) significantly higher or lower compared to the average over the neighboring region. With respect to the triaxiality \( \eta \), this result indicates that, not surprisingly, fatigue crack nucleation in SGI is not controlled by the same mechanism responsible for the initiation of ductile fracture during monotonic tensile loading. Indeed, it is well known that the latter proceeds via nucleation, growth and coalescence of micro-voids, a process which is enhanced by high values of \( \eta \). Rather, the fact that \( \Delta \varepsilon_{eq}^{\text{pl}} \) and \( \varepsilon_{l,\text{max}}^{\text{pl}} \) are associated with large, positive values of \( q_c \) of similar magnitude suggests that crack nucleation is mainly controlled by the plastic strain. Nevertheless, the large values of the standard deviation prevent making a solid conclusion on this point. It can be hypothesized that, as in most metallic materials, crack nucleation is caused by the localization of
irreversible plastic slip [44], which cannot be captured adequately at the scale of the present model where the matrix is considered isotropic and homogeneous (see Section 3.2).

Figure 8 – Quantity $q_c = \frac{f_P}{f_{\text{circle}}} - 1$ for the five scalar fields extracted from the notch tip model. For each field, three sets of data are reported, corresponding to (left to right) $R_c = 20 \, \mu m$, $R_c = 40 \, \mu m$ and $R_c = 60 \, \mu m$. For each $R_c$-value, the solid marker and the error bars indicate the mean value and the standard deviation, respectively, taken over the X-Z slices forming the specimen’s thickness.

**4.3 Correlation between micromechanical fields and crack propagation direction**

The results presented in Section 4.1 demonstrate that the crack path in the matrix deviates significantly from the ideal propagation plane. As mentioned in the introduction, this behavior might be connected to the local variations of the micro-mechanical fields caused by the presence of the nodules. To verify this hypothesis, the quantity $q_a = \frac{f_Q}{f_{\text{arc}}} - 1$ was evaluated for all the five scalar fields mentioned in the previous section. The difference compared to $q_c$ is that $f_{\text{arc}}$ is not the average over a circle, but over the arc of radius $R_a$ and length $2R_a$, centered on the crack nucleation site (point P) and positioned symmetrically with respect to the point Q at which the arc intersects the crack (see inset in Figure 9 (a)). The idea
is that $q_a$ should provide a quantitative measure of whether the crack propagated along a
direction characterized by values of $f$ higher or lower than the average.

Figure 9 (a) shows $q_a$ computed based on the numerical predictions of the notch tip model.
The mean values very close to zero indicate that no correlation seems to exist between the
crack growth direction and the five scalar fields considered. A possible explanation is that
the crack, once nucleated, causes a stress redistribution during its propagation that is not
accounted for in the notch tip model. To verify this, the calculation of $q_a$ was repeated
considering the output of the crack tip model and centering the arc at the crack tip after 40000
cycles (point P’ in the inset in Figure 9 (b)). Figure 9 (b) indicates that, again, no correlation
can be identified despite the fact that the accurate geometry of the crack is included in this
second model.

Figure 9 – Quantity $q_a = f_q/f_{arc} - 1$ for the five scalar fields extracted from (a) the notch tip model and (b) the

Figure 9 (a) and (b) show the results for the notch tip and crack tip models, respectively. The graphs illustrate the
variation of $q_a$ with the scalar fields $f_q$ and $f_{arc}$, with error bars indicating the standard deviation.

For each model, the results are presented for three values of the parameter $R_a$: 20, 40, and 60 µm. The error bars
represent the standard deviation of the data, and the markers indicate the mean values.
To a certain extent, the absence of a clear correlation with the scalar micro-mechanical fields is not surprising. Indeed, it is well known that in many materials the crack at the macro-scale tends to propagate following the direction perpendicular to the maximum principal stress, which is a vector quantity. To verify if the same holds at the level of the SGI microstructure, the angle $\Delta \theta_{ZX}$ between the predicted crack propagation direction in the X-Z plane – defined as the direction perpendicular to the projection of the maximum principal stress onto the X-Z plane – and the real propagation direction measured from the reconstructed crack geometry was computed. This operation was performed for all X-Z slices; for each slice, it was repeated five times considering points located at increasing distances $\Delta a$ from either the crack nucleation site (notch tip model) or the crack tip after 40000 cycles (crack tip model). The results are presented in Figure 10 in the form of box plots, where the red horizontal band indicates the median of the $\Delta \theta_{ZX}$ values over the different X-Z slices, the box edges represent the 25th and the 75th percentile and the whiskers extend to cover a length of 2.7 times the standard deviation. It can be seen that, at $\Delta a = 0$, the median is close to zero and the absolute value of $\Delta \theta_{ZX}$ is less than $\approx 10$ degrees for 50% of the X-Z slices. This is true for both cases. As $\Delta a$ increases, the dispersion of $\Delta \theta_{ZX}$ in terms of distance between the 25th and the 75th percentile increases, probably because the models do not account for the redistribution of the stress field occurring as the crack propagates. The sensitivity of the results of Figure 10 to critical model parameters like boundary conditions and matrix plastic hardening was also checked – see Appendix A and B – indicating minimal variations. Therefore, the present analysis supports the hypothesis that the crack propagation path in the SGI matrix is determined by the micro-mechanical fields and specifically by the maximum principal stress.
direction, which in turn is significantly influenced by the presence of the nodules. In this
respect, it is worth remarking that this result was found by modeling the matrix as
homogeneous and isotropic, meaning that the impact of grain-related effects is likely to be
subordinate to that of the nodules in this particular case.

Figure 10 – Statistical box plots of the angle $\Delta \theta_{ZX}$ between the predicted and the measured crack propagation
directions in the X-Z plane. (a) Notch tip model. (b) Crack tip model. $\Delta a$ is the distance from either the crack
nucleation site (notch tip model) or the crack tip after 40000 cycles (crack tip model).

5 Crack step formation mechanism

The crack geometry reconstructed with the technique reported in Section 2.3 allows a detailed
examination of the distribution of the nodules around the step-like features of the crack
surface, which, as already mentioned, have been associated in the literature with a reduction
in the crack growth rate. In this respect, a careful inspection of Figure 7 (b) and (c) reveals
that the corresponding steps seem to originate from the large nodules marked with the red
arrows. The qualitative impression is that the crack front is initially straight and splits up after
encountering such large nodules, hence generating a step with step wall parallel to the crack
growth direction. This observation, combined with the fact that the nodules act as crack attractors [12,15], allows formulating a hypothesis for the mechanisms of formation of these steps, which is schematized in Figure 11 (a). The idea is to consider a straight horizontal crack front that moves along the Z-axis (i) and, at a certain point, reaches a nodule (ii). This causes debonding between the nodule and the matrix, so that the crack front is now composed of two halves, separated by a cavity. As cyclic loading continues, the two front halves grow independently around the nodule. During this stage, it can happen that the distribution of the neighboring nodules is such that the front halves are attracted one upwards and the other downwards (iii). In such a case, it might be that the two halves are not able to merge anymore after passing the nodule, as now they propagate on planes located at different heights (iv). Therefore, in order for the fracture process to continue, the vertical ligament between the two halves of the crack front must break up, leading to the formation of the step (v). Clearly, this process would require extra energy and could explain the reduction in the crack growth rate detected experimentally.

The critical assumption of the present hypothesis is the existence of an asymmetric driving force such that the two halves of the crack front start propagating in different directions while growing around the nodule. According to the outcome of Section 4.3, the maximum principal stress determines the crack growth direction. Therefore, the proposed mechanism implies that the micro-mechanical stress fields must have “pulled” the crack in different directions on the opposite sides of the nodules marked with the red arrows in Figure 7 (b) and (c). To verify this, an additional finite element model of the microstructure near the region visualized in Figure 7 (b) was developed following the procedure described in Section 3. For
convenience, the crack front was assumed to follow the red line depicted in the same figure, which intersects the nodule marked with the red arrow just before the crack starts splitting to generate the step. The model was used to compute the expected crack propagation angle $\theta_{ZX}$ along the crack front based on the direction perpendicular to the projection of the maximum principal stress onto the X-Z plane. The result is reported in Figure 11 (b) and shows that the values of $\theta_{ZX}$ differ significantly between the two sides of the nodule indeed, hence confirming the existence of an asymmetric micro-mechanical driving force consistent with the hypothesized mechanism of step formation. Furthermore, it should be noted that, despite the strong assumptions made in the model, a relatively good qualitative agreement between the measured and the predicted crack path around the nodule is observed.

![Diagram of crack propagation stages](image1.png)

Figure 11 – (a) Hypothesized mechanism of formation of the steps detected on the fatigue crack surface. (b) Comparison between the measured crack propagation angle along the red continuous line of Figure 7 (b) and that expected based on the maximum principal stress direction predicted by the finite element model.
6 Conclusions

The accurate 3D geometry of the fatigue crack propagating in a compact tension specimen made of SGI was reconstructed by means of X-ray tomography combined with a dedicated segmentation procedure. The crack nucleation site and the crack propagation direction in the SGI matrix were compared to the micro-mechanical fields predicted by microstructure-resolved finite element models with boundary conditions measured in-situ via digital image correlation. In the models, the matrix was assumed homogeneous and isotropic elastoplastic with combined isotropic and kinematic hardening, whereas the nodules were modelled as anisotropic linear elastic with inhomogeneous elastic moduli. Matrix-nodule debonding was also included in the models. The main conclusions can be summarized as follows:

- The proposed segmentation procedure allowed showing that the crack deviations from the ideal propagation plane are a few times larger than the average size of the nodules. This demonstrates that the crack roughness cannot be considered the result of a planar crack whose surface merely “adapts” to the shape of the nodules intercepted along the way.

- No relationship was found between the crack nucleation site and the stress-related micro-mechanical fields. Only a weak correlation with the plastic strain was detected, suggesting that the fatigue crack nucleation is controlled by plastic phenomena that cannot be captured adequately at the scale of the present models.

- A clear correlation was found between the crack growth direction and the direction perpendicular to the maximum principal stress. As the matrix grain structure was
neglected in the models, this suggests that the crack propagation path could be predicted well via micro-mechanical calculations accounting for the accurate graphite topology and loading conditions.

- The formation of the distinct step-like features of the crack was proposed to be the result of an asymmetric micro-mechanical driving force acting on the crack around the nodules. The presence of such driving force was verified for the largest of the steps detected in the present work.
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**Appendix A: Matrix plastic properties**

The elastoplastic model describing the constitutive behavior of the matrix was calibrated by constructing a Representative Volume Element (RVE) of the material at hand and, assuming
the nodules’ properties known, subsequently tuning the matrix plastic parameters such that the macroscopic response of the RVE matches the cyclic behavior of SGI, shown in Figure 1 (b). In the following, the details of this procedure are reported.

First, a suitable RVE was identified in the region of CT scan #1 located ahead of the notch tip. Figure A1 (a) shows the graphite volume fraction $f_g$ and the number of nodules $N_p$ in the RVE as functions of the selected RVE size. It can be seen that a stabilization in $f_g$ is only reached at $\approx 900 \mu m$. As $f_g$ is known to have a strong impact on the mechanical properties of SGI, it follows that the size of the RVE cannot be less than this value. On the other hand, performing material properties identification involving many repetitive computations with an RVE containing $\approx 200$ nodules would be computationally prohibitive. Therefore, a smaller RVE of size $300 \mu m$ containing $8$ nodules was selected, where, however, the nodules were expanded isotropically about their centroids by $\approx 4$ % in volume in order to achieve the desired $f_g$ value of $13.9$ %.

The RVE was next meshed following the procedure outlined in Section 3.1 – see the mesh in Figure A1 (b) – and the properties of the microstructural constituents assigned according to Section 3.2. The plastic properties reported in [39] were initially used for the matrix. Periodic boundary conditions were imposed on the non-periodic RVE mesh following the approach of Nguyen et al. [45], using Lagrange polynomials of degree 9. The macroscopic stress was determined as the average of the corresponding microscopic quantity, computed with the simplified formula described in [46].

First, a mesh sensitivity analysis was carried out. Sub-diving each element of the mesh shown in Figure A1 (b) into eight sub-elements changed the predicted macroscopic yield stress by
0.2 % only. The local microscopic von Mises stress in two matrix points close to a nodule and far from it changed by 0.3 % and 1.2 %, respectively. Therefore, the mesh size was considered appropriate (for this reason, the same meshing parameters were used to generate the meshes of the two models described in Section 3.1). After this, tensile loading was simulated along different directions in order to check the level of isotropy of the RVE, showing almost no differences. Finally, the size of the RVE was tested by comparing its response to that of a larger RVE of size 400 µm, again resulting in negligible variations.

Having verified the quality of the RVE, the calibration of the plastic parameters of the matrix was carried out by means of a conjugate gradient algorithm. First, $H$ and $\gamma$ were determined by fitting the data of Figure 1 (b) limited to the last cycle, assuming that negligible isotropic hardening takes place within that cycle. Then, the values of $Q_0$, $Q_\infty$ and $b$ were estimated by fitting the full cyclic data. The identified parameter values are given in Table 2.

In order to check the impact of the identification procedure on the main findings of the present investigation, the sensitivity of the results of Figure 8, Figure 9 and Figure 10 to the matrix hardening parameters was assessed. To this end, the corresponding finite element simulations were repeated neglecting the kinematic part of the hardening in the constitutive model of the matrix. Hardly any changes in the results were detected. This can be explained partly by the positive fatigue ratio applied to the compact tension specimen during cyclic loading, and partly by the relatively low amount of hardening exhibited by the matrix of the SGI at hand.
Figure A1 – (a) Graphite volume fraction and number of nodules in the RVE as functions of the RVE size $L$. (b) Mesh of the RVE used for calibrating the matrix plastic parameters (red = nodules, green = matrix).

Appendix B: Displacement boundary conditions

The DIC displacement components at maximum load prescribed along the boundaries of both the notch tip and crack tip models are shown in Figure B1 (the values are extracted from the contours of Figure 6). For comparison, in the same figure the “ideal” displacement components estimated with a 2D finite element model of the compact tension specimen that assumes homogenized material behavior are reported. It can be seen that some deviations between the two data sets exist, which seem to be more pronounced in the case of the crack tip model, i.e. after 40000 loading cycles. This fact is not surprising, as recent studies have emphasized that the boundary conditions measured in-situ can differ substantially from the “ideal” values estimated with simplified models, see e.g. [47].

The extent to which the choice of the boundary condition affects the outcome of the present investigation was evaluated by re-computing Figure 8, Figure 9 and Figure 10 based on
simulations where the “ideal” displacements were prescribed along the model boundaries instead of those measured via DIC. Negligible differences were found, indicating that the corresponding results are, to a certain degree, insensitive to the specific values of the boundary conditions. A possible explanation is that the size of the models – see Figure 5 – is sufficiently large to minimize the effect of small fluctuations in the boundary conditions on the pattern of the micro-mechanical fields in the region of interest, i.e. in front of the notch/crack tip. This hypothesis is qualitatively confirmed in Figure B2, which compares the contours of the maximum principal stress on one section of the crack tip model, computed using the two sets of displacement data as boundary conditions.

Figure B1 – Displacement at maximum load prescribed along the model boundaries either reconstructed using DIC (blue continuous line) or estimated with a 2D finite element simulation of the homogeneous compact tension specimen (red dashed line). Values are in µm.
Figure B2 – Contour of the maximum principal stress in the matrix region at peak load in MPa. The data relates to a single X-Z section of the crack tip model. (a) Measured boundary conditions from DIC. (b) Ideal boundary conditions estimated with a 2D finite element simulation of the homogeneous compact tension specimen.
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