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A noble double dictionary based ECG Compression Technique for IoTH

Jia Qian, Member, IEEE, Prayag Tiwari, Member, IEEE, Sarada Prasad Gochhayat, Member, IEEE, Hari Mohan Pandey, Senior Member, IEEE.

Abstract—Internet-of-things (IoT) health-care system monitors a patients’ condition and takes preventive measures in case of an emergency. Electrocardiogram (ECG) that measures the electrical activity of the heart is one of the important health indicators. Thanks to the wearable technology, nowadays, we can even measure the ECG using smart portable devices and send via a wireless channel. However, this wireless transmission has to minimize both energy and memory consumption. In this paper, we propose CULT - an ECG compression technique using unsupervised dictionary learning. Our method achieves a high compression rate due to the essence of dictionary learning and is immune to the noise by integrating Discrete Cosine Transformation. Moreover, it continuously expands the dictionary when the unseen pattern occurs and refines the dictionary when new input arrives, by imposing the double dictionary scheme. We show that our method has a better performance by comparing it with the other existing approaches.

Index Terms—ECG, compression, Vector Quantization, Dictionary Learning, IoT healthcare.

I. INTRODUCTION

INTERNET of things (IoT) health-care systems promise to provide effective health services by continuously monitoring patients’ condition and taking preventive measures in case of emergencies [1], [2], [3]. One of the important parameters which need continuous monitoring is electrocardiogram (ECG). ECG measures the electrical activity of the heart over a period of time by placing electrodes on the skin. These electrodes detect the tiny electrical changes on the skin that originate from the heart muscle’s electro-physiologic pattern of depolarization and re-polarization during each heartbeat. Thanks to wearable technology, nowadays, we can even measure the ECG using smart portable devices. When wearable is used, sending the ECG records remotely via the wireless channel is very useful. However, this wireless transmission is also challenging and leads to some issues in terms of energy, noise interference especially when the wearable devices are battery operated. As a solution to this, we advocate compressing the ECG records directly on the wearable device, through some lossy compression technique, and transmitting this compressed representation. At the receiving end, the compressed signal is translated back into the original one using a decompression technique. To achieve high compression rates, we may trade some representation accuracy for high energy efficiency.

In general, the compression techniques can be classified into two categories, lossy and lossless. While lossless compression techniques guarantee the signal at the decompression side is reconstructed without error but with low compression ratios, lossy compression techniques may reach much higher compression ratios but with the cost of reconstruction accuracy. In this work, we focus on lossy compression techniques. One of the lossy compression classes is a transformation-based lossy compression, where an encoder processes the input signal via an invertible transformation, i.e., transforming the input signal into a new domain (whose dimensionality smaller than the original space); and the decoder reconstructs it by applying the inverse transform. This class includes the Karhunen-Loève transform (KLT) [4], [5], the Fourier transform (FT) [6], [7], the cosine transform (CT) [8], and the wavelet transform (WT) [9], [10], [11]. The algorithms in this category may achieve relatively high compression ratios but their downside is the high computational complexity, which often implies high energy consumption at both compressor and transmitter.

Another class of lossy compression is known as parameter extraction-based lossy compression, which generated great interest from the research community in the past decade due to new Artificial Neural Network (ANNs) designs [12], [13], [14] (e.g., autoencoder[15]). Suitable ANNs can be used to solve the VQ problem at the compressor. Vector quantization (VQ) [16], [17], [18], for example, is used to construct suitable dictionaries that are then exploited for compression. Unlike transform methods, VQ consists of processing the input time series to obtain some kind of knowledge, like the distribution, the recurrent pattern (motifs) or the structural property of the signal, and utilizes these to get compact and accurate signal representations. Some representative algorithms are Gain-Shape Vector Quantization (GSVQ) [19], [20], Lightweight Lossy Compression (LTC) [21], [22], etc. This is still a field with limited investigation with respect to others. The proposed ECG compressor that we design in this work falls within this
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The vast majority of the above mentioned methods do not guarantee the perfect reconstruction of the signals. Although it is necessary the reconstruction error between the original and the reconstructed signals should be very small, there is no automatic way to assure that the distortion in the reconstructed signal will not affect the morphological features of ECG. The closest work compared to our work is based on time adaptive self-organizing map (TASOM) model [23]. The TASOM-based scheme uses a single dictionary, and whenever a new pattern is measured, it is used to train the only dictionary it has, which is concurrently used to compress. So the problem in TASOM arises, as it distorts a trained dictionary in order to represent a new portion (unseen before) of the state space, and incurs computational burden when the pattern is not recurrent. At the same time, in order not to delay the reconstruction at the receiver, this pattern is immediately needed to be sent.

Based on the above premise, this paper proposes a lightweight compression scheme for ECG signals that will lead to small and acceptable reconstruction errors at the receiver. Basically, the new scheme requires two main phases. The first phase is performed off-line and corresponds to building a preliminary dictionary (shown in Figure 1). The k-means [24], [25] and LBG [26] algorithms are the two candidates to this end. After running the first phase, the so-called initial dictionary is available and the problem left is to update it at run-time. Hence, during the second phase (also referred as online phase), when the ECG signal is detected, according to the matching level between codeword and signal, we compress it in different ways, more details will be introduced later. This is the main difference with respect to the TASOM algorithm, where each ECG pattern is used to adapt the dictionary, no matter whether the pattern is a proper ECG segment or not. Hence, a dictionary obtained for a certain subject usually does not represent well for the ECG segments of another person. Hence, the basic idea is to leverage the past temporal patterns from the same subject to build and refine a dictionary that is representative of the ECG produced by the subject, obtaining a subject-specific-based algorithm.

The proposed algorithm is a VQ-based, online, dictionary-based algorithm. As a new ECG input segment is measured, two tasks are carried out: (i) to figure out how the current dictionary can be exploited to compress the segment and (ii) updating and reshaping the dictionary so that it will learn to represent the new input. Figure 2 shows the overall flow our proposed CULT model. It consists of 3 phases: preprocessing, off-line preliminary dictionary building, and online update of the initial dictionary at runtime. Each step is described in detail in the following subsections.

A. Preprocessing

In the preprocessing step, baseline wanders and high-frequency noise were removed from ECG signals. These were removed by passing each signal through a digital third-order Butterworth high-pass filter with a cutoff frequency of 0.5 Hz (for baseline wandering) and a third-order Butterworth low-pass filter with a cutoff frequency of 70 Hz (for high-frequency noise). The filters were applied both in forward and backward
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are ECG segments, we exploit (the initial size of dictionary) and providing the algorithm demanding.

In our case, we decided to build it by GDA since the size of huge, SGD would be a good choice, since it runs much faster. However, when the number of data set is modest. For the more complicated problem, we of training data. While SGD is stochastic, we are no longer the model based on the whole training dataset, which leads to the next optimum due to the random order time it returns a different optimum due to the random order of training data. Namely, for a convex problem, every time we run GDA for a given training set, it converges to the same result. While SGD is stochastic, we are no longer using the entire training set at once, instead picking one or more examples (mini-batch algorithm [29]) at a time, each time it returns a different optimum due to the random order of training data. However, when the number of data set is huge, SGD would be a good choice, since it runs much faster. In our case, we decided to build it by GDA since the size of our data set is modest. For the more complicated problem, we can use Gaussian Mixture Model, known as the soft k-means, normally it outperforms k-means, but with more computation demanding.

B. Offline Training Phase

In this phase, we use k-mean algorithm [24] to create the initial dictionary by clustering the signal segments. Despite sub-optimal performance of k-mean, we used it mainly because of its modest complexity. Setting $k$, i.e., the number of centroids (the initial size of dictionary) and providing the algorithm with a sufficient number of training examples, that in our case are ECG segments, we exploit k-means to obtain the initial $k$ centroids. These correspond to the initial $k$ codewords of the initial dictionary. Both the gradient descent algorithm (GDA) and the stochastic gradient algorithms (SGD) are possible for the construction of the preliminary dictionary. GDA updates the model based on the whole training dataset, which leads to a deterministic output. Namely, for a convex problem, every time $k$-mean, we used it mainly because of direction to get zero-phase distortion. The next step involves the detection of QRS complex, for which we adopted the optimized knowledge-based method proposed in [28]. Then, the signal was normalized by calculating the $z$-score in order to remove the amplitude differences between different segments.

C. Online Training Phase

The online training phase is critical in our approach, making the method aware of the new distribution if input signal and robust to the outliers. In online phase, the approach should meet the following two requirements:

- it should adapt to differing signals, to effectively deal with noisy patterns (artifacts) and achieve all of this without knowing the signal statistics; and
- it should be tunable in terms of accuracy requirements; when high precision is required, it may achieve it at the price of a smaller compression ratio and vice-versa, and high compression will be achieved at the price of larger representation errors.

To accomplish these requirements, we identified [30] as a good option to adapt the centroids, i.e., update the dictionary codewords at runtime. It can be considered as a dynamic neural network, initially with $N_i$ neurons, each of which has an entangled vector of weights $C_{N_i}$, corresponding to synaptic weights. During the procedure, the number of neurons varies by adding and removing operations and the weights vector keeps updating. Such that, we can prune the nodes and connections that are not commonly used as the representatives and expand the network by adding the new nodes when new statistics occur.

D. Dynamic Neural Network

1) Input the preprocessed ECG segment (See Section II-A).
2) Find the nearest and the second-nearest nodes, referred to here as $N_1$ and $N_2$, respectively.
3) Increase the age of all the edges emanating from $N_1$.
4) Every codeword has a counter, which records the distance accumulated between itself and the inputs. Update the counter of $N_i$

$$counter(N_i) = \|C_{N_i} - X\|$$

where $X$ is the current ECG input, $C_{N_i}$ is the codeword corresponding to node $N_1$. 

Fig. 2. Overall flow of the proposed dictionary learning method for ECG compression. The raw signal is primarily applied, after that the normalized segments of signal is feed into kmeans. After that, it outputs the initial dictionary with $k$ codewords. Finally, we implement double-dictionary method.
5) Update $C_{N_i}$ using the learning rate $\theta_b$ and $N_i$'s neighbors using learning rate $\theta_n$

$$C_{N_i} = C_{N_i} + \theta_b (X - C_{N_i})$$

$$C_{N_i} = C_{N_i} + \theta_n (X - C_{N_i})$$

where $i$ represents all the neighbours of $N_i$.

6) If $N_1$ and $N_i$ are connected, set the age of this edge equal to zero, if not, connect them, and set the age of the edge to zero.

7) After every $\lambda$ inputs, remove edges with an age greater than $\lambda_{max}$, if after removing some node (codeword) some nodes become isolated, remove them as well.

8) After every $\lambda$ inputs, we split the edge between the node (codeword) with the highest counter and its neighbor with the highest counter among all its neighbors:

- Let us denote the node (codeword) with the highest counter as $h$, and its neighbor with the highest counter as $q$
- Insert a new codeword $n$ such that its synaptic weight vector is:

$$C_n = 0.5(C_h + C_q)$$

- Remove the original edge between $h$ and $q$, connect $q$ and $n$, connect $h$ and $n$, set the ages of these links to zero.
- Reduce the counters of $h$ and $q$ multiplying them by a constant $0 < \alpha < 1$. Initialize, the counter of $n$ as the new counter of $h$.

III. A DOUBLE-DICTIONARY SCHEME

In this section, we present CULT a new ECG signal compression approach, it is an integrated scheme that seeks robustness and adaptiveness at the same time. CULT is empirically designed, as the noisy signal is unavoidable in the wireless environment. In the new approach, based on the dynamic neural network, we added a double-dictionary mechanism, which is key to come up with a flexible solution. Basically, we have two dictionaries, the first one called "old" dictionary that is stored at both encoder and decoder sides (a copy of initial dictionary), whereas the second one called "updated" dictionary is only stored at the encoder side. Initially, both are the same, but as new input segments are measured the "updated" dictionary keeps updating.

The most important reason here is that once we approximate well a portion of the data space, we consolidate that knowledge into the so-called "old" dictionary. When a previously unseen pattern is measured, this pattern can hardly be represented by the "old" dictionary, with sufficient accuracy. We label this new pattern as an observation state where we check whether this new behavior will become recurrent. We do this through a second dictionary where this new pattern goes through a matching and a subsequent training phase. If the pattern passes the matching phase, which implies that it has become a recurrent pattern and we add it (upon it has gone through some sufficient training) to the consolidated ("old") dictionary. Place it separately, the "old" dictionary encodes the valid distribution according to the previous inputs, it may represent the early inputs data with some certain accuracy. Rather, the "updated" dictionary tries to capture the new portion of the data space/distribution and exclude the outliers generated from the wireless transmission.

In the "updated" dictionary the codewords have two states: stable and unstable. The stable state means that the corresponding codeword has been observed several times and has been used to successfully represent other ECG segments in the past. A codeword in the stable state is represented in both "updated" and "old" dictionaries. And the codeword in the "old" dictionary is used to perform compression, whereas that in the "updated" dictionary is continuously adjusted as new input patterns are arriving. When we refined the codeword in "updated" dictionary, we do not update the corresponding one in "old" dictionary unless the difference between them is considerable. By doing so, we reduce the synchronization cost and make the precision tunable by defining "considerable". In other words, if the codeword in the "updated" dictionary satisfies the error condition (below the error threshold), whereas the corresponding one in the "old" dictionary does not, in this situation, it is mandatory to update the "old" dictionary.

The unstable state indicates that the codeword has not yet been added to the "old" dictionary, which means that it represents an unusual input pattern (not sufficiently representative). When a new input ECG pattern is detected, a new codeword is added to the "updated" dictionary, and label its state as "unstable". This codeword will become stable only if we...
observe that several ECG segments are matched into it within a certain time period. If this happens the codeword becomes "stable" and is copied to the "old" dictionary. The reason here is some outliers are unavoidable, especially with wearable devices artifact may frequently occur and these do not match any valid ECG segment. In the matching phase, we check if the newly added codeword is "hit" by the inputs during some specific time interval, if not, with high probability it is an outlier or at least a less-representative codeword with respect to others. How likely the codeword will pass the matching test also depends on the threshold, for example, if we set a small error threshold (i.e., we require high accuracy), even the new generated codeword is not an outlier, it may not pass the matching phase, the majority of the inputs will then exit from step 6 in Figure 4. If the codeword does not pass the matching phase, it will be simply removed.

DCT and DWT are the candidate algorithms for step 2 and step 3 (see figure 4). Numerical results reveal that DCT provides better reconstruction performance and, for this reason, this transform has been selected as a part of the new approach. To choose the DCT coefficients, we kept adding coefficients in each subsequent iteration, and transform from frequency domain to input domain, and compare the RMSE between the original segment and the one reconstructed from the selected coefficients. The number of coefficients to be added is adaptive and depends on energy consumption. If this number is high, fewer iterations will take place, implying a smaller computational cost, and vice-versa.

Presumably, we have enough training data, the dictionary has been well constructed, and we set a proper error threshold $E_{Err_{th}}$ for the later inputs. Upon these conditions, if the RMSE of a new input stays beyond $E_{Err_{th}}$, most likely this input is an outlier or some certain pathological signal. For the encoder, it can not precisely distinguish them immediately. If we do not want any delayed reconstruction (i.e. the delay is caused by the examination of this input), encoding it through DCT or DWT is a good choice. By changing the number of features, we may decide the accuracy of that piece of signal. After that, we add the new input as a new codeword in the "update" dictionary and go through the checking process. Also, in the future we may explore a further avenue: instead of directly labeling the outlier as a new codeword, maybe, we can have another dictionary, where we have the codewords representing all the frequent cardiovascular diseases. If unfortunately one of them hit, we are aware that it is a pathological signal immediately. The implementation of the double-dictionary scheme is shown in Figure 5.

After presenting the Dynamic Neural Network and the double-dictionary scheme, next we introduce how to combine them together. The framework is described below, and the overall flow diagram is shown in Figure 4.

1) Upon collecting a new ECG segment $X$, firstly find the best match in the "updated" dictionary according to the shortest Euclidean distance:

$$index^* = \arg \min_{i=1,2,...,k} \|X - C_i\|^2$$

$X$: input
$C_i$: the i-th codeword

2) Check if the distance is smaller than the preset threshold $E_{Err_{th}}$.
   a) if yes, go to step 3
   b) if no, go to step 6

3) Check the state of the best-matching codeword
   a) if stay stable, go to step 4
   b) if stay unstable, go to step 5

4) According to the $index^*$, check whether the Euclidean distance between the codeword in the "old" dictionary and the current input $X$ is also smaller than threshold $E_{Err_{th}}$
   a) if it is, encoder side transform only the index, offset, gain, the decoder side reconstructs the signal using them,
   b) if it is not, the encoder transforms the codeword in the "updated" dictionary to the decoder and updates its "old" dictionary, the decoder updates the "old" dictionary as well and reconstructs the signal by the new-arrival codeword. Note the "old" dictionaries in both sides are kept consistent.

5) Since the best-matching codeword remains in the unstable state, this means that it does not exist in the "old" dictionary, neither at the encoder nor at the decoder side. In this case, we transform the current segment $X$ by DWT or DCT.
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IV. DATA AND EXPERIMENTAL RESULTS

In this section, we briefly introduce dataset, implementation, and then demonstrate the comprehensive performance of the proposed approach from stressing the different aspects (e.g., energy, error, memory) and try to improve it by the numerical comparison of the tunable parameters (e.g., dictionary size). The proposed approach shows its outstanding property in terms of precision, adaptability.

We use MIT-BIH Arrhythmia Database [31], which is a real dataset measured on different individuals for 48.5 hours. The recordings were digitized at 360 samples per second per channel with 11-bit resolution over a 10 mV range.

Implementation: The simulation is carried out on Mac Air laptop with 8G ram, under Matlab environment.

A. Performance Matrix

Before we dive into the performance inspection, let’s firstly define the performance matrix.

Compression Ratio (CR): it represents the compression performance.

\[ CR = \frac{\text{number of bits to represent the original signal}}{\text{number of bits to represent the compressed signal}} \]

Root Mean Square Error (RMSE): it provides an assessment of the reconstruction error, i.e., a measure of the distance between the reconstructed signal and the original one.

\[ \text{RMSE} = \sqrt{\frac{\sum_{i=1}^{N} (X_i - \hat{X}_i)^2}{N}} \times 100 \]

where \( X_i \) is the \( i \)-th signal sample, \( \hat{X}_i \) is the \( i \)-th reconstructed sample and \( N \) is the total number of samples in the signal.

B. Parameter Selection

Here, we observe the RMSE for different values of CR and Energy to select among transformation (i.e., DCT and DWT) domain needed for the proposed work, and feature selection techniques (i.e., LBG and K-mean); and to understand the impact of dictionary size.

1) Comparison between DCT and DWT: As mentioned earlier, each ECG segment is transformed using DCT or DWT. Thus, we present here the comparison performance of the proposed new approach combined with either DCT or DWT in terms of CR, RMSE, and energy consumption. We compute RMSE and CR with different tuning parameters for dictionaries of fixed size \( k = 30 \).

From Figure 5, we see that the DCT transform works better than DWT: for the same CR, DCT obtains a lower RMSE. Also, its compression range is wider than DWT, implying that DCT provides a higher flexibility: we may choose a high CR and a low accuracy (high RMSE) or, on the other hand, a high precision (small RMSE) with a lower CR. Figure 6 shows that energy consumption between the reconstructed signal and the original one.

<table>
<thead>
<tr>
<th>CR</th>
<th>DCT</th>
<th>DWT</th>
</tr>
</thead>
<tbody>
<tr>
<td>0</td>
<td>dct</td>
<td>dwt</td>
</tr>
<tr>
<td>5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>10</td>
<td></td>
<td></td>
</tr>
<tr>
<td>15</td>
<td></td>
<td></td>
</tr>
<tr>
<td>20</td>
<td></td>
<td></td>
</tr>
<tr>
<td>25</td>
<td></td>
<td></td>
</tr>
<tr>
<td>30</td>
<td></td>
<td></td>
</tr>
<tr>
<td>35</td>
<td></td>
<td></td>
</tr>
<tr>
<td>40</td>
<td></td>
<td></td>
</tr>
<tr>
<td>45</td>
<td></td>
<td></td>
</tr>
<tr>
<td>50</td>
<td></td>
<td></td>
</tr>
<tr>
<td>55</td>
<td></td>
<td></td>
</tr>
<tr>
<td>60</td>
<td></td>
<td></td>
</tr>
<tr>
<td>65</td>
<td></td>
<td></td>
</tr>
<tr>
<td>70</td>
<td></td>
<td></td>
</tr>
<tr>
<td>75</td>
<td></td>
<td></td>
</tr>
<tr>
<td>80</td>
<td></td>
<td></td>
</tr>
<tr>
<td>85</td>
<td></td>
<td></td>
</tr>
<tr>
<td>90</td>
<td></td>
<td></td>
</tr>
<tr>
<td>95</td>
<td></td>
<td></td>
</tr>
<tr>
<td>100</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Fig. 5. DCT versus DWT in terms of CR and MRSE.

6) Since no codeword in the “updated” dictionary can represent the current segment \( X \) with sufficient accuracy (error with respect to the best matching codeword smaller than \( Err_{th} \)), we add a new codeword to the “updated” dictionary, and label the new created codeword as unstable, in the matching phase. The current segment \( X \) is compressed using either DCT or DWT.

7) Check if any codeword’s training-phase time interval has reached, if it is, go to step 8, otherwise, go to step 10.

8) Check if the codeword’s training time has reached, if yes, add it permanently to the “old” dictionary in both sides, otherwise, go to step 10.

9) Abort it.

10) Continue using Dynamic Neural Network, update its neighbor, check the age scheme, check if some codewords (neurons) have to be added or deleted.

For the new approach, basically every input will “land off” in one of the three categories below:

The first part: the inputs satisfy step2 and step3 in the framework, and locate in the “yes” branch of step3.

The second part: the inputs do not satisfy step2, locate in step6.

The third part: they satisfy step2, but not for step3, finally landing in step5.

Different precision requirements (error thresholds) will cause diverse proportions, it is useful to check the new approach and improve it. If the second part is extremely large, it indicates that the dictionary is not so representative, maybe we need more data to build the initial dictionary or we need to increase the dictionary size.
We choose DCT as this delivers better performance for both compression and energy usage.

2) LBG vs k-means: We separately generated the basic (initial) dictionary (codebook) using the LBG and k-means algorithms, and then tested their performance averaging among different subjects. As Figure 7 shows, k-means performs slightly better.

3) Impact of Dictionary Size: We have mentioned that the variable $k$ (the initial dictionary size) influences the performance of the compression algorithm. Figures 8 and 9 show the change of RMSE energy with respect to variation of CR and consumption performance for $k$ varying from 10 to 100. As shown in Fig. 8 if $k = 10$, the RMSE is bounded between 2.2% and 10%, as $k$ gradually increase, we may achieve a much better result, the smallest RMSE can in fact get even lower than 2%. From Figure 8 we see that when $k = 100$ and CR is very large, the RMSE especially benefits from a large number of codewords in the dictionary. This is actually reasonable, as a larger $k$ basically means that we have more representative codewords learned from previous inputs, and this is expected to lead to higher accuracy. Next, we consider energy consumption and memory problems. From Figure 9 we can see that a larger $k$ implies a smaller energy consumption. We further also see that a larger $k$ also implies a higher accuracy (smaller RMSE). The reason behind is the following: when we have a dictionary with higher precision (more representative codewords), we spend a higher amount of energy in locating the codeword that is closest to the current ECG segment. So the energy increases a little. However, this increment is tiny if compared with the total energy, which is dominated by the energy required to transmit the codeword (DCT) coefficients. This leads to the results of Figure 9 where the energy consumption almost remains the same as we change $k$ while the decrements of RMSE is considerable.

Finally, we would like to briefly analyze the memory problem. Assume the length of a codeword is 150 samples (as in our case), every sample is 8 bits (one byte), even for case $k = 100$, this means that the total memory is 15kB.
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/JIOT.2020.2974678, IEEE Internet of Things Journal

C. Performance Analysis

In this section, we demonstrate the efficiency of CULT by comparing it with various compression methods. As TASOM based scheme uses dictionary, we first compare it with TASOM, then we compare with other existing schemes, like GSVQ, ITC, and DCT.

Here, we demonstrate the importance of CULT by comparing CULT with a TASOM-based compressor. The comparison is performed taking account of energy and compression ratio. The TASOM-based scheme uses a single dictionary and, whenever a new pattern is measured, it is used to train the only dictionary it has, which is concurrently used to compress. So the problem of TASOM arises, because it has distorted a trained dictionary in order to represent a new portion (unseen before) of the state space. The negative impacts are: (i) retraining takes time, when we measure something new (previously unseen) we need some additional examples to let the dictionary learn and successfully approximate the new patterns, (ii) as the dictionary is reshaped to address the new patterns, it may lose its tracking ability for the state space that was already well covered. Both (i) and (ii) in fact occur when TASOM dictionaries are used and this makes TASOM hardly usable in the presence of sudden changes in the signal statistics or when the signal has artifacts. The new approach adopts the double-dictionary idea and moreover upgrades it by embedding the observation criteria.

Figure [10] shows that the new approach leads to a considerable improvement in terms of RMSE. In fact, CULT works well even in the presence of an ECG segment that was never seen before and hasn’t been well represented by the old dictionary. The online learning strategy CULT takes charge of retraining the dictionary, while in an attempt to reject outliers and as a consequence that the remained patterns become recurrent. In terms of energy (Figure[11], when RMSE is relatively high (i.e., low compression ratios), CULT and
TASOM have similar performance, whereas TASOM increases its energy consumption more quickly when a low RMSE is required. However, CULT delivers a much higher accuracy (smaller RMSE) when the same amount of energy used. Hence, we realized that the double-dictionary manager plays an important role for CULT.

Figure 12(a) shows the compression performance with respect to other compression algorithms from the literature. The RMSE of CULT is bounded between 1.8% to 7%. The compression strategy locates between 5 and 98. The new compression strategy works much better than other algorithms, LTC has the lowest RMSE, this is a good property, but its RMSE increases rather steeply and its maximum compression ratio is small. By comparing with pure DCT, we can easily know how much CULT improves upon it. Figure 12(b) shows the energy comparison, we see that CULT has a very good performance, its energy expenditure is one magnitude smaller than that of other schemes. Note that the total energy is computed as the sum of processing energy and transmission energy. Here, the energy is expressed in Joule/bit.

D. Morphological comparison

We chose signal 103 from the MIH database as the target ECG signal and compared the reconstructed signal under different methods when RMSE = 2%, and RMSE = 3%. Figures 13-15 show one portion of it when RMSE = 2%, Figures 16-18 when RMSE = 3%. The black line represents the original signal, the red one is the reconstructed one. LTC is pretty coarse, but its linear approximation method disrupts the signal morphology even when the RMSE is rather small, e.g., RMSE = 2%. GSVQ performs much better than LTC, the red line almost follows the trend of the black one, in some regions we may still detect some gap between them when RMSE = 2%. The new approach has the best performance when compared against LTC and GSVQ, achieving the highest CR for any given RMSE. The reconstructed signal by the new approach fits the original signal’s shape fairly well.

E. Error comparison

Figures 19 to 21 show the different errors respectively for CULT, LTC, and GSVQ. Among them, LTC shows a pronounced difference between the reconstructed and the original signals. Also, it shows a low-frequency oscillatory behavior, which is superimposed to the reconstructed signal. LTC works by interpolating subsequent points that somewhat follow an almost linear trend by a line segment. If the correlation in the temporal data is high the algorithm is very effective and achieves high CR. LTC is also simple, which means that it has low computational complexity. However, the rigid nature of straight lines leads to a rather great morphological difference between the compressed signal and the original one. This may be a serious problem, as compressing with such an algorithm may lose some of the morphological properties of the signal, which may be important for diagnostic purposes. GSVQ has troubles in accurately matching the QRS complex, as shown in Figure 21. Probably, this can be improved by keeping track of QRS amplitudes. While the difference of the reconstructed
signal by the new approach is bounded between $+30$ and $-30$, e.g., for signal 103 with RMSE $= 3\%$, the error mainly concentrates within the range $[-10, +10]$ and the largest error excursion is around the QRS complex. Considering Figure 19, the error resembles the processing of a mixed high-frequency noise signal by a low-pass filter.

In addition to the above results, we show here the adaptiveness of the new algorithm. To this end, signal 232 is an extreme case, as the similarity between subsequent ECG segments is very low, basically they distribute with a great variance within the input space. Figures 22-24 show the reconstructed signal at the decoder side. The new approach provides higher accuracy, especially in the most critical signal regions, the reason for this is attributed to working in the DCT feature space. For such type of signal, the portion handled by DCT is much higher than signals like 103 (which is smoother, more predictable and with a regular behavior).

V. CONCLUSION

We proposed a framework for ECG compression in IoT healthcare. As energy and space are scare in IoT, the proposed compression scheme achieves both energy and space improvement by using the dictionary. We compress the signal by detecting recurrent patterns, matching the current(old) dictionary. We observed picking a proper preliminary dictionary size $k$ is the very first important as it affects the algorithm’s performance with respect to RMSE, CR, and even energy consumption. We treated a new ECG pattern cautiously when that is unable to match with the existing dictionary as using it to update the current dictionary may actually degrade its representation accuracy. Hence, this pattern is added to a new dictionary where it will be kept under observation, going through an assessment phase. At the same time, in order not to delay the reconstruction at the receiver, this pattern is immediately sent and we achieve this through the transmission of a number of DCT coefficients. This amounts to switching from dictionary-based compression to DCT compression for each ECG segment that is not accurately tracked by the current dictionary. This is the main difference with respect to the TASOM algorithm, where each ECG pattern is used to adapt the dictionary, no matter whether the pattern is a proper ECG segment or not. As we have shown this represents a point of weakness for the TASOM based scheme and a point of strength for our new compression scheme. This amounts to switching from dictionary-based compression to DCT compression for each ECG segment that is not accurately tracked by the current dictionary.
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