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Design and Implementation of a Data-Driven Approach to Visualizing Power Quality
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Abstract—Numerous underlying causes of power-quality (PQ) disturbances have enhanced the application of situational awareness to power systems. This application provides an optimal overall response for contingencies. With measurement data acquired by a multi-source PQ monitoring system, we propose an interactive visualization tool for PQ disturbance data based on a geographic information system (GIS). This tool demonstrates the spatio-temporal distribution of the PQ disturbance events and the cross-correlation between PQ records and environmental factors, leveraging Getis statistics and random matrix theory. A methodology based on entity matching is also introduced to analyze the underlying causes of PQ disturbance events. Based on real-world data obtained from an actual power system, offline and online PQ data visualization scenarios are provided to verify the effectiveness and robustness of the proposed framework.

Index Terms—situation awareness, power quality, geographic information system, Getis statistics, random matrix theory, entity matching.

I. INTRODUCTION

Power quality (PQ) has become a challenging concern to power companies and their users. The causes of PQ disturbances are complex and mostly related to the performance of equipment, including line faults, capacitor actions, and start-up/shut-down of large motors [1]. Successful visualization of power disturbances is a worthwhile goal for providing a clear overview of large PQ datasets, grasping the characteristic properties of PQ data, and detecting contingencies related to equipment failures. With the decreased cost of power-measurement devices and rapid development of cyber-physical systems in power grids, a large volume of PQ disturbance-related data can be generated and stored [2]. Current PQ monitoring systems cover all levels of urban substations. These PQ-related measurements have potential advantages in certain applications, such as analyzing PQ characteristics [3], locating sources of PQ disturbance [4], detecting and classifying PQ disturbances [5], and monitoring online loads [6]. In [7], a Hadoop-based PQ data-processing platform is proposed to assess the severity levels of PQ disturbances and predict PQ events. Visualization is an important method for big-data analytics, particularly for revealing connections between the quantitative content of the data and human intuition. However, achieving visualization in the case of heterogeneous and diverse data (unstructured, structured, and semi-structured) is challenging. Cleaning and integrating techniques for PQ data are required to optimally support advanced analysis.

The first research on data cleaning was conducted in the United States to correct errors in social security numbers [8]. Subsequent studies focus on detection of abnormal data, deletion of duplicate data, and integration of data. Research on PQ data cleaning and integration is scant but is urgently needed for three reasons. 1) Disturbance energy (DE) caused by equipment failures propagates between lines, which may trigger the same PQ meter several times in short time. 2) The trigger mechanism of PQ meters for complex power quality events is imperfect, leading to duplicate data. 3) A PQ disturbance may be correlated with device operations, such as protective relays, capacitor banks, and large motor operations [9]. Processing of PQ and power-network operation data can contribute to determining the underlying causes of PQ events. This study proposes a novel block processing-based method (BPM) to detect and delete duplicate items in PQ data. A data-integration methodology based on entity matching is also utilized to analyze the underlying causes of PQ events that are often related to power-grid contingencies.

A number of visualization tools have been developed to quickly detect power-grid contingencies [10]–[12]. In [10], interactive 3D visualizations are explored to demonstrate contingency data that can help system operators comprehend the static security status quickly and intuitively. In [11], color contours are used to help visualize information on the magnitude of power-system bus voltages. The test results indicate that color can be effective highlighting feature to reduce the size of the search space and facilitate target detection. Visualization techniques of PQ data related to power-grid contingencies have also been developed in [13]–[17]. Several types of graphs are presented in [13] to assess
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the PQ risk in multiple locations, but data-visualization theory has been rarely presented. In [14], the theoretical foundations of data visualization are outlined, and its applications to PQ data are demonstrated with examples. In [15], the representations of voltage-space vectors, namely, cylindrical and polar representations, are introduced for visualization to clarify the evolution of global voltage dips over time. Reference [16] offers a visualization tool for online tracking of voltage-sag events and predicting future incidents. In [17], a quadtree-based map is used in a visualization algorithm to display PQ data without sacrificing user privacy. In the existing literature, few studies report on the integration of geographical information data and visualization of the correlations between PQ data and external-network factors (e.g., weather and temperature).

As a result of experience/hypothesis-based approaches, traditional PQ data-visualization tools can only partially discover the patterns hidden in PQ data. A data-driven approach will fundamentally overcome this shortcoming [18]. In this study, we developed a data-driven method that relies on the analysis of preprocessing and correlation algorithms to create visualizations on the basis of the characteristics of empirically or mathematically derived data.

The study of data-driven approaches to power system visualization has recently drawn attention. Specifically, research has been conducted on the visualization of the correlation among power-grid measurements based on a spatial autocorrelation index and random matrix theory (RMT) [18]–[27]. Given that variations of renewable energy in neighboring sites are strongly correlated, geographical autocorrelation parameters are calculated to help predict the output of wind and solar power [18]–[20]. The abnormal events must be detected through correlation analysis to achieve enhanced situational awareness. In [24], a principal component analysis (PCA)-based statistical monitoring framework is proposed for islanding detection by visualizing Hotelling’s $T^2$ and $Q$ statistics. On this basis, a moving window PCA (MWPCA) approach [25] is developed for classifying multiple cascading events. However, the large principal components calculated by PCA-based method cannot obtain all information from data sources. In [26], the mean spectral radius (MSR) index calculated by RMT is leveraged to visualize the correlations of the whole power grid measurements. Reference [27] uses an augmented matrix to fuse data from different sensor types and visualizes the correlation by using a ring graphic. However, few tools are available to visualize the correlation analytical results obtained by RMT.

In accordance with the previous discussion, GIS-based spatial autocorrelation is used in this study to illustrate the spatial density of PQ events. Although the geographic autocorrelation parameters can reveal the correlation between neighboring PQ events, it cannot customize the dynamically created displays to meet users’ specific needs. This study extends the RMT-based correlation analysis method [27]. In our proposed method, an RMT-based data-analysis-and-display framework is designed to reveal correlations between the selected factors (e.g., weather and temperature) and the PQ level (i.e., the number of PQ records). The reasons for selecting RMT are as follows: 1) PQ disturbances are usually regarded as random events, and RMT-based method can effectively recognize valid information from random events. 2) RMT can reveal the global-association characteristics in real data, and it is suitable for the analysis of correlative PQ events caused by spatial propagation of DE.

The key contributions of this study are threefold:

1) A BPM-based PQ data cleaning methodology, which comprises blocking and deleting phases, is designed to detect duplicate PQ records. Especially for complex PQ disturbance, the proposed cleaning methodology has higher computational efficiency and detection accuracy than existing methods. The proposed methodology based on entity matching can also efficiently analyze the underlying causes of PQ sources by considering the temporal and spatial properties of PQ records.

2) The spatial-autocorrelation local index of Getis statistics is used for the first time to illustrate the propagation properties of PQ DE. This technique enables the analysis and visualization of the spatial concentration and regional effect of PQ events. The proposed GIS-based graph partitioning approach can also adjust the visualization resolution to satisfy various application scenarios.

3) A novel RMT-based visualization method for PQ disturbances is proposed, including PQ meter allocation, GIS-based data source integration, RMT-based correlation analysis, and visualization. Compared with the conventional correlation analysis method, the proposed method is based on the spatial-temporal characteristics of PQ events. Combined with RMT, this method exhibits higher sensitivity to correlation analysis and is robust against random PQ disturbance data and error measurement. The proposed visualization method can also realize offline and online correlation analyses.

The rest of this paper is organized as follows. The basic modules for preprocessing, analyzing, and visualizing PQ data are described in Section II. Case studies based on real-world data are presented in Section III, followed by the concluding remarks in Section IV.

**II. BASIC METHODOLOGY**

The proposed framework for visualizing PQ disturbances comprises four modules (Fig. 1). The first and second modules involve PQ data preprocessors, including blocking and deleting stages for merging duplicated PQ records. In the third module, we determine the PQ-related power system operations by using entity matching-based data integration. The fourth module includes the visualization of preprocessed PQ disturbance data. This module comprises one type of graph partition approach and three types of visualization tools: partitioning geographic information graph into pixels by locating the PQ meters and visualizing (a) the underlying cause analysis, (b) spatio–temporal distribution, and (c) cross-correlations of PQ disturbances. In particular, visualization of the spatio–temporal distribution contributes to assessing the severity of PQ events caused by various faults. The cross-
correlation visualization can also illustrate the correlation between PQ events and environmental factors. For example, a strong correlation can be observed between weather conditions and PQ events caused by transmission line faults [9]. The following sub-sections describe the specific steps in the four modules.

**A. Module I: Blocking PQ records**

The same disturbance source is simultaneously recorded at several neighboring PQ measurement sites because of the DE propagation characteristics. We then divide the PQ disturbance records into block collection \( B \) on the basis of the index of the beginning time [7]. To facilitate the usage of subsequent modules, we define each block of records as a basic PQ event.

The quality of \( B \) is estimated in terms of two competing criteria: efficiency and effectiveness. The former is directly related to its aggregate cardinality \( \| B \| \), which denotes the total number of comparisons \( \| B \| = \sum_{i=1}^{n} b_i \| \), where \( b_i \| \) is the individual cardinality of \( b_i \), i.e., total number of comparisons entailed in \( i \)th blocks. The effectiveness of the blocking phase depends on the cardinality of the set \( C(B) \) of detectable matches, i.e., pairs of duplicate PQ records compared with at least one block. Therefore, the pair completeness (PC) and reduction ratio (RR) are used for estimating the effectiveness and efficiency for \( B \) [28].

**Pair completeness:** PC assesses the portion of duplicates that share one block and, thus, can be detected. PC is formally defined as

\[
PC(B) = |C(B)| / |C(R)|,
\]

where \( |C(R)| \) is the number of duplicates in the sets of PQ disturbance records \( R \). PC takes values in the interval [0, 1], with high values indicating high effectiveness for \( B \).

**Reduction ratio:** RR measures to which degree efficiency is enhanced with respect to a baseline block \( B_n \). RR is defined as

\[
RR(B, B_n) = 1 - \frac{\| B \|}{\| B_n \|} = \| B \| \leq \| B_n \|.
\]

The values of RR are in the interval [0, 1] with high values denoting high efficiency for \( B \).

A clear trade-off can be observed between the effectiveness and the efficiency of the blocking phase. When a number of comparisons are executed, the effectiveness is intensified, but the efficiency is lowered, and vice versa. The goal of the blocking phase is to maximize the PC and RR. This phase is formulated as a minimum problem \( \min Blk(\phi) \) for convenience of calculation. \( Blk(\phi) \) is defined in (1),

\[
Blk(\phi) = W_1 \frac{1}{PC(B)} + W_2 \frac{1}{RR(B)},
\]

where \( \phi \) is a correlation threshold used to separate PQ records, and \( W_1 \) and \( W_2 \) are the weighting factors.

The blocking phase is described in **Algorithm I**. The temporal correlation record is defined as

\[
Cor(r_i, r_j) = |T(r_i) - T(r_j)|,
\]

where \( r_i \) and \( r_j \) are the \( i \)th and \( j \)th PQ disturbance records; \( T(r_i) \) and \( T(r_j) \) denote the recording time of \( r_i \) and \( r_j \), respectively [29]. The pseudo-code of **Algorithm I** is presented below.

**Line 1:** The records of the PQ disturbance are sorted by the index of the beginning time.

**Line 2:** The algorithm parameters are initialized before searching for blocks. The boundary pairs for each block of PQ records saved in \( S_\phi \), are identified by calculating the temporal correlation of adjacent records. The moving-window technique is adopted to reduce the computational burden, and its corresponding starting and ending indices are \( w_1 \) and \( w_2 \) [30].

**Lines 3–4:** The optimal PQ record blocking parameter is obtained. The minimum problem \( \min Blk(\phi) \) is solved by Pareto method. The fuzzy satisfying method is then used to determine the weighting factors and Pareto optimal solution, namely, the correlation threshold \( \phi_{op} \). The baseline block \( B_n \) is obtained when \( \phi = \phi_{max} \), and index PC is calculated by using Module II.

**Lines 7–12:** The temporal correlation of the sorted adjacent PQ records in the same moving window is calculated using (2). If \( Cor(r_i, r_j) > \phi_{op} \), then \( r_i \) and \( r_j \) are placed into different blocks. If \( Cor(r_i, r_j) \leq \phi_{op} \), then \( r_i \) and \( r_j \) are placed in the same block. The \( r_i \) position is defined as the boundary between two adjacent blocks.

**Algorithm I: Blocking PQ Disturbance Records**

**Input:** PQ event records \( r_i (i=1,2,...,n) \), number of records \( n \), and range of correlation threshold \( [\phi_{min}, \phi_{max}] \).

**Output:** Sets of boundary pairs \( S_\phi \).

1. Sort \( r_i \) by the beginning time of the PQ records
2. Initialize: \( S_\phi = \{\} \), \( w_1 = 1 \), and \( w_2 = 2 \)
3. /* Determine the data blocking parameter */
4. /* Solve the function min Blk(\phi), \phi \in [\phi_{min}, \phi_{max}] */
5. /* Obtain the optimal correlation threshold \( \phi_{op} \) by using fuzzy satisfying method */
6. /* Search blocks */
7. while \( w_2 < n \) do
8. 6. Save the starting position of block \( S_\phi = S_\phi + \{w_1\} \)
9.    if \( Cor(\hat{r}_i, \hat{r}_j) \leq \phi_{op} \), then
10.       Reposition the window \( w_1 = w_1 + 1, w_2 = w_2 + 1 \)
11.    Else
12.       Reposition the window \( w_1 = w_1 + 1, w_2 = w_2 + 1 \)
13. end if
14. end while
15. **Output:** \( S_\phi \)
B. Module II: Deleting duplicate PQ records

Power DE is rapidly reflected from the terminal of power lines. The PQ meters are triggered multiple times in a short time, which may easily result in duplicate data records. The criterion for determining duplicate records is given as follows:

\[
\text{Comp}(r_i, r_j) = \begin{cases} 
1 & \text{if } L(r_i) = L(r_j) \text{ and } D(r_i) = D(r_j) \text{ and } M(r_i) = M(r_j), \\
0 & \text{else}
\end{cases}
\]

where \( L(r_i) \) and \( L(r_j) \), \( D(r_i) \) and \( D(r_j) \), and \( M(r_i) \) and \( M(r_j) \) represent the locations (i.e., buses), duration times, and magnitudes of the voltage of the \( i \)th and \( j \)th PQ disturbance records. However, the magnitudes of the voltage \( M(r_i) \) are affected by the sampling frequency and measurement deviation. This study presents an intelligent PQ duplicate record detection method to solve this problem. In this method, the 2D representations of the PQ waveform replace the magnitudes of the voltage. Initially, \( D(r_i) \) is calculated by the scaling coefficient energies of the phase voltages [29]. On this basis, the 2D representations of the PQ waveform are extracted from the PQ disturbance duration.

The space vector is formed with the first two components of Clarke transformation [31] in (4) to obtain the 2D representations.

\[
s(t) = y_a(t) + jy_B(t) = \frac{2}{3} \begin{bmatrix} \text{Real} \\ \text{Imaginary} \end{bmatrix} = \frac{2}{3} \begin{bmatrix} v_a(t) \\ e^{j2\pi/3} v_b(t) \\ e^{j4\pi/3} v_c(t) \end{bmatrix}, \tag{4}
\]

where \( y_a(t) \) and \( y_B(t) \) are the transformed vectors; and \( v_a(t) \), \( v_b(t) \), and \( v_c(t) \) are the three phase-to-neutral voltages. For a sinusoidal balanced voltage, the space vector is a circle centered around the origin in the complex plane. PQ disturbance leads to elliptical distortion.

The duplicate record detection is facilitated by converting 2D graphics into vectors comprising binary values \( m_s \). Fig. 2 demonstrates that the typical single and complex PQ disturbances are converted into complex planes forming a 2D representation with \( n \times n \) components, where \( n = 16 \). Therefore, the comparison of magnitudes of the voltage of the PQ disturbance records can be converted into a comparison of 256D binary vectors, namely, \( M(r_i) = m_s \).

Unlike existing point matching methods [32], the proposed method uses the shape features of the converted PQ data to avoid the effect of sampling rate. Moreover, this method has higher computational efficiency and robustness compared with waveform decomposition-based methods [29]. Algorithm II, which is used to delete the duplicate PQ data and divide the complex ones, is laid out as follows:

Lines 2–9: Whether the selected record \( r_p \) is repeated in the set of preprocessed PQ records \( S_P \) is checked by (3). If yes, then the iteration is continued. Otherwise, the record \( r_p \) is saved in \( S_P \).

Lines 10–15: The complex PQ disturbances are decomposed into one fundamental component and several PQ disturbances \( \Delta r_{i,j} \) by using matching pursuit (MP) algorithm with damped sinusoid representing power DE signals [33]. The PQ disturbance source locating algorithm [7] verifies whether the relative directions of the PQ disturbances \( D_r(\Delta r_{i,j}) \) and set of PQ records \( D_r(S_{P,k}) \) belong to the same disturbance source. The decomposed identical-source PQ disturbances are then divided into same block, and its information of beginning time and location will support the following underlying cause analysis.

Algorithm II: Deleting Duplicate PQ Disturbance Records

**Input:** PQ records saved in the same block.

**Output:** Preprocessed PQ records.

1: Initialize the set of preprocessed PQ records \( S_p = \{\} \), \( S_{P,k} = \{\} \), the number of PQ records \( n_P \), and \( \rho = 1 \)

2: while \( \rho < n_P \) do
3: Normalize the phase voltages of record \( r_p \)
4: Calculate the \( D(\Delta r_{i,j}) \) and \( M(\Delta r_{i,j}) \) by using scaling coefficient energies and space vector
5: if \( \text{Comp}(\Delta r_{i,j}, S_P) = 0 \), then
6: \( S_P = S_P + \{\Delta r_{i,j}\} \)
7: end if
8: Update \( \rho = \rho + 1 \)
9: end while

10: for each \( r_i \in S_P \) do
11: Decompose the record \( r_i \) into \( \Delta r_{i,j} \) by using MP
12: if \( D_r(\Delta r_{i,j}) = D_r(S_{P,k}) \), then
13: \( S_{P,k} = S_{P,k} + \{\Delta r_{i,j}\} \)
14: end if
15: end for
16: return \( S_{P,k}, \Delta r_{i,j} \)
C. Module III: Underlying cause analysis of PQ disturbances

In data preprocessing, the cleaned PQ disturbance records with identical-source are clustered into the same block. Considering the underlying cause of PQ disturbances, the records belonging to the same block are assumed to be related to the same device operations, such as a protective relay operation, a circuit breaker tripping, a shunt capacitor bank switching, or a large motor starting. In this study, the correlation between the PQ disturbance and the device operation is analyzed on the basis of the entity-matching method.

1) Entity resolution

Each PQ disturbance event is regarded as a real-world entity because of the imbalance in the number of PQ disturbance and power-network operation records. The sets of attribute names \( N \) and values \( \theta \) are defined to match the power-network operation and PQ data.

**Definition 1.** An entity collection \( e_i \) is a tuple \( < N_i, \theta_i, P_i > \), where \( N_i \subseteq N \) is the set of available attribute names appearing, \( \theta_i \subseteq \theta \) is the set of utilized values, and \( P_i \subseteq P \) is the set of entity profiles. An entity profile \( P_i \) is a tuple \( < n, o > \), where \( n \in N_i \) and \( o \in \theta_i \).

In two individual entity collections, \( e_1 \) (i.e., preprocessed PQ disturbance records) and \( e_2 \) (i.e., power-network operation data), two entity profiles, namely, \( p_1 \in e_1 \) and \( p_2 \in e_2 \), are defined to be matching if they refer to the same PQ disturbance event (i.e., a real-world entity). \( p_1 \equiv p_2 \) denotes the relationship between the two collections. All matching entities in collections \( e_1 \) and \( e_2 \) must be identified to analyze the related power-network operations of PQ disturbance events. This condition is a problem of quadratic time complexity because the naive solution compares each entity from one collection with all entities from the other. Approximation techniques reduce a few comparisons to ensure scalability, sacrificing accuracy within a limited and controllable range. In the following, we propose a blocking-based entity resolution.

2) Blocking-based entity matching

The goal of blocking is to make entity resolution scalable by grouping similar entities (i.e., PQ disturbance and power-network operation data) into blocks such that they suffice to stimulate comparisons only within entities in the same block. Blocks are constructed according to a blocking scheme that comprises two phases: 1) a transformation function \( f_t \) that determines the blocking representation from each entity profile (in this study, the time stamp and location of records are leveraged for blocking) and a constraint function \( f_c \) that decides whether entity profiles are to be placed in the same block or not.

**Definition 2.** Given two entity collections, namely, \( e_1 \) and \( e_2 \), a blocking scheme comprises a transformation function \( f_t : \Theta_1 \cup \Theta_2 \mapsto E \) and a constraint function \( f_c : E \mapsto \{ true, false \} \), where \( E \) represents the space of all possible blocking representations for the given entity profiles.

The proposed blocking-based methodology comprises three steps, as follows:

**Step 1:** Determine the set of global identifiers. This method integrates spatio–temporal information on each entity into a group of similar entities. The name–value pairs \( < n, o > \) for an entity profile \( P_i \) are denoted as \( n = \{ \text{location of entity, time stamp of entity} \} \) and its corresponding value \( o = \{ l, t \} \).

**Step 2:** Find the matching entities. Modules I and II are utilized to cluster processed PQ data into different blocks. The global identifiers of each PQ record block are expanded as \( \hat{v} = \{ l, t, \epsilon \} \), where \( l \) denotes the set of locations of all records in one block and \( t \) and \( \epsilon \) represent the time stamp of the first and the last record in one block, respectively.

The functionality of entity matching is outlined in Algorithm III. Additional remarks are presented here.

- **Lines 3–5:** The placement of the selected power network operation record \( r_j \) in the block \( S_R \) is checked. If yes, then record \( r_j \) is saved in \( S_R \). Otherwise, the iteration is continued. This part works as a constraint function \( f_c \). The time threshold \( \epsilon \) is used to reduce the time-stamp error existing in different monitoring systems.

**Algorithm III: Matching Entities**

**Input:** The block of PQ records \( S_R \), corresponding values of the global identifier \( \hat{v} = \{ l, t, \epsilon \} \), power network operation entity collections \( e_2 \), and time threshold \( \epsilon \).

**Output:** Sets of power network operation matching entities \( S_R' \).

1. Initialize \( S_R' = S_R \)
2. for each \( r_j \in e_2 \) do
3. if \( t_c - \epsilon < T(r_j) < t_c + \epsilon \) and \( L(r_j) \in L \), then
4. \( S_R' = S_R' + \{ r_j \} \)
5. end if
6. end for
7. return \( S_R' \)

**Step 3:** Merge the results of entity matching. The first recorded operating device is regarded as the PQ disturbance-related device because of the continuous operations of protective relays.

D. Module IV: PQ disturbance visualization

GIS-based PQ data visualization is of importance for operators to improve the PQ level, formulate correlative solution measures, and establish technical parameters of the controlling device. Four phases are conducted in this module.

1) Phase I: GIS-based graph partitioning

To encourage the application of GIS tools to perform the following advanced visualization, the GIS-based partition algorithm is applied to divide network graph into square segments, i.e., pixels, as shown in Fig. 3(a). In view of the sparseness of the spatial distribution of PQ meters and the accuracy of the visualization, the multi-size pixels are obtained by the proposed partition algorithm, which comprises the following two steps:

**Step 1:** Calculate the density of each pixel. The density value is denoted as the total number of PQ meters in each pixel.
**Step 2**: Partition pixels. If the densities of pixel exceed the threshold \( \tau \), then the pixel is divided into four same-size pieces, until the densities of all pixels are below the threshold.

The functionality of pixel partition is outlined in **Algorithm IV**. Additional remarks are presented here.

**Lines 2–7**: Each pixel is partitioned continuously until the density of all pixels is less than the threshold \( \tau \). The function \( \text{Den}(\xi_{sub}) \) denotes the density of pixel \( \xi_{sub} \).

**Lines 9–10**: The function \( \text{Par}(\xi_{cur}) \) is leveraged for partitioning each pixel. Functions \( \xi_{cur} \) and \( \xi_{sub} \) are the current pixel and its sub regions, respectively.

**Algorithm IV: Partitioning Pixels**

**Input**: The locations of PQ meters, GIS-based graph \( \xi \) and partition threshold \( \tau \).

**Output**: Results of partitioned graph \( \xi_{sub} \).

1. Divide the complete graph \( \xi \) into four segments \( \xi_{subi}, i=1,\ldots,4 \).
2. for each \( \xi_{subi} \in \xi \) do
   3. Calculate the densities of pixel \( \text{Den}(\xi_{subi}) \).
   4. while \( \text{Den}(\xi_{subi}) > \tau \) and \( \xi_{subi} \in \xi_{sub} \) do
      5. Implement \( \text{Par}(\xi_{subi}) \).
   6. end while
   7. end for
8. return \( \xi_{sub} \)
9. Function \( \text{Par}(\xi_{cur}) \)
10. Divide pixel \( \xi_{cur} \) into four segments \( \xi_{subi} \).

We present a simple analytical example in Fig. 3(b) to illustrate the general idea of the pixel partition functionality. We assume that the threshold \( \tau = 3 \). The left part in Fig. 3(b) is a complete graph where the locations of the PQ meters are denoted as red dot. The density of the graph is \( \text{Den}(\xi) = 7 \), which is larger than the threshold. On this basis, this graph is divided into four pixels (middle part of Fig. 3(b)). Only the density of pixel III is larger than the threshold. Accordingly, pixel III is further divided into four small pixels. The densities of all pixels in the right part of Fig. 3(b) are below the threshold. Therefore, the GIS-based visual maps with different resolutions can be obtained through changing the threshold value \( \tau \).

**Phase II: Underlying cause-analysis visualization**

The PQ records should be initially classified according to device operation, which is acquired from Module III. The PQ event frequency related to a specific device operation at every region in a time span of one month is visualized with a bar chart in this phase.

**Phase III: Auto-correlation analytical visualization using Getis statistics**

The partitioned GIS-based graph and PQ meter location are used in this phase to visualize the spatio–temporal distribution of the PQ records and clearly illustrate the records. The proposed visualization tool for spatio–temporal distribution can analyze the PQ data recorded with a time resolution of several seconds to as much as one year.

Considering the regional character of the PQ disturbance events, the spatial autocorrelation local index, i.e., Getis statistics, is calculated to illustrate the spatial concentration of PQ disturbances [21].

Getis statistics are defined as follows:

\[
G'_i(d) = \frac{\sum \omega_i(d)x_j - W'_i\bar{x}}{s_m(p - 1)}
\]

where the matrix of spectral weights \( \{\omega_i(d)\} \) is binary and symmetric with a weight equal to unity \((\omega_i = 1)\) for all the pixels found within distance \( d \) of the \( i \)th pixel considered and a weight equal to zero \((\omega_i = 0)\) for all the pixels found outside \( d \); \( \omega_i(d)x_j \) is the sum of the varying values within a distance \( d \) of the \( i \)th pixel; \( m_p \) is the total number of pixels; and \( W'_i \), \( \bar{x} \), and \( s \) are the number of pixels within the distance \( d \), the global mean of \( x \), and the variance of \( x \), respectively, which are expressed as follows:

\[
W'_i = \sum \omega_i(d)
\]

\[
\bar{x} = \frac{\sum x_j}{m_p}
\]

\[
s^2 = \frac{\sum (x_j - \bar{x})^2}{m_p - 1}
\]

A cluster of pixels above the average digital counts produces mostly positive \( G'_i \) values. By contrast, the pixels below the average digital counts produce mostly negative \( G'_i \) values. A small threshold \( \tau \) is set to visualize the details of the spatio–temporal distribution of the PQ records.

**Phase IV: Cross-correlation analytical visualization using RMT**

The aforementioned modules are implemented to obtain the tagged PQ data, which are used as input matrices for the cross-correlation analysis. Before constructing the input matrices for the RMT-based correlation analysis, the PQ data matrix is formed according to the topological locations of the metered buses to reflect the system configuration [34]. Fig. 4 illustrates the PQ data cross-correlation analysis and visualization. The details of each step are as follows:

**Step 1**: The network is divided into small pixels according to the location of the PQ meters by using **Algorithm IV**.
With the GIS-based graph division, the PQ meters located in the same pixels are merged as a group of meters.

**Step 2:** The PQ meters are allocated in pixels in the PQ data matrix in accordance with the following two rules: the merged PQ meters should be allocated in a pixel in the PQ data matrix, and the PQ meters from the neighboring areas should be allocated next to each other in the PQ data matrix.

**Step 3:** Steps 1–2 are repeated until all PQ meters are determined in the PQ data matrix.

**Step 4:** A split window consisting of neighboring pixels of the PQ data matrix is utilized to construct a regional PQ data matrix. For example, one split window consists of nine pixels of the neighboring pixels in Fig. 4. The augmented matrix is obtained by combining the environmental factors. This matrix serves as the data source Ω for real-time correlation analysis. The details of this step are as follows:

A split window covers δ pixels, and the regional PQ data sample U is formulated as follows:

\[ U = \left[ u^{(1)}, u^{(2)}, \ldots, u^{(t)} \right] + \eta_u \],

where \( u^{(t)} = [u_{1}^{(t)}, u_{2}^{(t)}, \ldots, u_{n}^{(t)}] \) denotes the vector of the number of PQ records at time step \( k \), and \( t \) is the study duration. \( \eta_u \) is the real-time PQ data uncertain matrix, which satisfies normal distribution. The sequence of related factors is formulated as follows:

\[ f = \left[ f^{(1)}, f^{(2)}, \ldots, f^{(t)} \right], \]

where \( f^{(k)} \) is the value of the selected factors at time step \( k \).

An augmented matrix is constructed to analyze the correlation between the PQ records and the selected factors. The dataset matrix is formulated as follows:

\[ A = \begin{bmatrix} U \\ F \end{bmatrix}, \]

where \( F \), transformed from \( f \), is denoted as

\[ F = \begin{bmatrix} f \\ f \\ \vdots \\ f \end{bmatrix} + \eta_f, \]

where \( \eta_f \) is the measurement error matrix, which is represented as a white Gaussian noise matrix.

**Step 5:** The cross-correlation indicator is calculated in this step on the basis of the data source \( \Omega \). The details of the calculation are illustrated as follows:

A raw data matrix \( \hat{X} \in \mathbb{C}^{H \times T} \) is obtained from \( \Omega \) [27]. \( \hat{X} \) is converted into a normalized non-Hermitian matrix \( \hat{X} \) by using (13).

\[ \tilde{x}_{i,j} = (\hat{x}_{i,j} - \mu(\hat{x})) \frac{\sigma(\hat{x})}{\sigma(\hat{x})} + \mu(\hat{x}), \]

where \( \tilde{x}_{i,j} = [\tilde{x}_{1,1}, \tilde{x}_{1,2}, \ldots, \tilde{x}_{H,T}] \), \( \mu(\hat{x}) = 0 \), and \( \sigma(\hat{x}) = 1 \) for \( i = 1, 2, \ldots, H \), and \( j = 1, 2, \ldots, T \). The singular value equivalent \( \tilde{X}_u \) of \( \hat{X} \) is calculated with a Haar unitary matrix [27]. The matrix product for multiple arbitrarily assigned normalized non-Hermitian matrices \( \tilde{X}_u, (i = 1, 2, \ldots, L) \) is obtained using \( Z = [\tilde{X}_u \times \tilde{X}_{u,i}] (i = 1, 2, \ldots, L) \). For simplicity, \( L \) is set equal to one in this study. The standard matrix product \( Z \) is converted from \( \tilde{Z} \) by using the following equation:

\[ \tilde{z}_i = \frac{\tilde{z}_i}{\sqrt{H \sigma(\tilde{z})}}, \]

where \( \tilde{z}_i = [\tilde{z}_{i,1}, \tilde{z}_{i,2}, \ldots, \tilde{z}_{i,H}] \), and \( \tilde{z}_i = [\tilde{z}_{i,1}, \tilde{z}_{i,2}, \ldots, \tilde{z}_{i,H}] \).

The index of MSR often achieves an improved performance for dealing with the asymptotic distribution of the eigenvalues of large rectangular random matrices. The MSR for the corresponding standard matrix product \( \tilde{Z} \) is formulated as follows:

\[ \kappa_{MSR} = \frac{1}{H} \sum_{i=1}^{H} |\tilde{\lambda}_{Z,i}|, \]

where \( \tilde{\lambda}_{Z,i} (i = 1, 2, \ldots, H) \) represent the eigenvalues of \( \tilde{Z} \), and \( |\tilde{\lambda}_{Z,i}| \) is the radius of the eigenvalue \( \tilde{\lambda}_{Z,i} \) on the
complex plane. The ring law [23] stipulates that the empirical spectrum density (ESD) almost surely converges to \( f_{\text{ESD}}(\lambda) \) to the limit given as:

\[
f_{\text{ESD}}(\lambda) = \left\{ \begin{array}{ll}
\frac{1}{2\pi \sigma} |\lambda|^{(2/L-2)} & , (1-\gamma)^{L/2} \leq |\lambda| \leq 1 \\
0, & \text{otherwise}
\end{array} \right.,
\]

as \( H, T_r \to \infty \) with the ratio \( H / T_r = \gamma \in (0,1] \). If the size of the raw data matrix is determined, then the ESD limits can be predicted. In this study, if \( \kappa_{\text{MSR}} < (1-\gamma)^{L/2} \), then the corresponding pixels in the GIS-based graph are determined as the PQ sensitive regions. Although the asymptotic convergence in RMT is considered under infinite dimensions, the asymptotic results are remarkably accurate for relatively moderate matrix sizes, such as tens [23]. On this basis, the correlation indicator between PQ events and selected factors is designed as (17) to assess the sensitivity. The indicator definition is formulated as follows:

\[
d_e = \begin{cases} 
0, & (1-\gamma)^{L/2} \leq \kappa_{\text{MSR}} \leq 1 \\
(1-\gamma)^{L/2} - \kappa_{\text{MSR}}, & \kappa_{\text{MSR}} < (1-\gamma)^{L/2}
\end{cases},
\]

where \( d_e \) is the correlation indicator, and \((1-\gamma)^{L/2}\) is the limit of ESD.

**Step 6**: The magnitude of the correlation indicator is distinguished using colors. Steps 4–5 are repeated until the split window location is at the end of the PQ data matrix. The step size of the split-window’s movement across the input is set to one in the study.

As mentioned in the previous discussion, Algorithm V, which is used to visualize the correlation analytical results of the PQ data, is illustrated as follows.

**Algorithm V**: Visualizing Correlation Analytical Results

**Input**: PQ meters \( q_i \) \((i = 1, 2, \ldots, n_q)\), number of PQ meters \( n_r \), pixels \( p_j \) \((i = 1, 2, \ldots, n_p)\), number of pixels \( n_q \), value of selected factors \( f^{(k)}(k = 1, 2, \ldots, t)\), and number of PQ records \( u^{(k)}_i(k = 1, 2, \ldots, t)\).

**Output**: Color-map representing the correlation between PQ data and factors.

/* Determine PQ data matrix */

1: Initialize: the set of PQ meters in each pixel \( S_{q_i} = \{\} \) \((i = 1, 2, \ldots, n_q)\) and the PQ data matrix elements (i.e., total number of PQ records in each pixel \( u^{(k)}_{\text{sum}, q_i} = 0 \))

2: for \( i = 1 \) to \( n_r \)
3: for \( j = 1 \) to \( n_q \)
4: if \( L(q_i) \in q_j \) then
5: Save the PQ meter \( S_{q_j} = S_{q_j} + \{q_i\} \)
6: Update \( u^{(k)}_{\text{sum}, q_j} = u^{(k)}_{\text{sum}, q_j} + u^{(k)}_i(k = 1, 2, \ldots, t) \)
7: end if
8: end for
9: end for

/* Obtain PQ data correlation indicator */

10: For each regional PQ data sample
11: Form the regional PQ data sample \( U \in \mathbb{C}^{n_r \times n_q} \) by using \( u^{(k)}_{\text{sum}, q_j} \) and selected factor vector \( f \in \mathbb{C}^{n_q} \)
12: Construct an augmented matrix \( A \in \mathbb{C}^{2n_r \times n_q} \) by using (9) to (12)
13: Acquire the standard matrix product \( \hat{Z} \) from \( A \)
14: Calculate the \( \kappa_{\text{MSR}} \) from \( \hat{Z} \) by using (15)
15: Acquire the correlation indicator \( d_e \) by using (17)
16: return cross-correlation results with color-map

A simple analytical example is designed to verify the effectiveness of the proposed cross-correlation analytical method. In this example, the status matrix consists of a frequency of PQ disturbances from nine pixels. The sampling rate is five minutes. Let \( \delta = 9 \), \( t = 288 \), \( H = 9 \), \( T_r = 24 \), and the parameters of PQ data uncertain matrix and weather data measurement error matrix are \( \mu(\eta_q) = 0.03 \), \( \sigma(\eta_q) = 0.01 \), \( \mu(\eta_r) = 3 \) and \( \sigma(\eta_r) = 1 \).

Fig. 5(a) shows that the U-shaped curve is from sampling time \( t_p = 132 \) to \( t_p = 156 \). This outcome indicates abnormal PQ events occurring at \( t_p = 132 \). Fig. 5(b) manifests that when we augment the weather conditions, such as the real-time regional rainfall, the minimum \( \kappa_{\text{MSR}} \) inside the abnormal PQ event duration is 0.421, which is deviated from the predicted ring, and \( d_e = 0.170 \). This manifestation indicates correlations between the weather conditions and the abnormal PQ events. By contrast, Fig. 5(c) presents that when we augment the load data of the corresponding area, \( \kappa_{\text{MSR}} \) remains in the predicted ring throughout the abnormal PQ event duration. This outcome indicates poor correlations between the load data and the PQ events. Therefore, the severe weather condition is the main cause of these abnormal events.

III. CASE STUDIES

**A. Data characteristics**

The input data consist of the real-world PQ and power-network operation data measured in a practical power grid in a city. Tables I and II present the detailed information on the tested data and its structure.

**TABLE I**

<table>
<thead>
<tr>
<th>Data type</th>
<th>PQ data</th>
<th>Power-network operation data</th>
</tr>
</thead>
<tbody>
<tr>
<td>Time (month/day/year)</td>
<td>1/1/15–12/31/17</td>
<td>7/1/16–12/31/16</td>
</tr>
<tr>
<td>Number of records</td>
<td>30,053</td>
<td>404,684,813</td>
</tr>
</tbody>
</table>

**TABLE II**

<table>
<thead>
<tr>
<th>Data Structure</th>
<th>1/1/15–12/31/17</th>
<th>7/1/16–12/31/16</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of records</td>
<td>30,053</td>
<td>404,684,813</td>
</tr>
</tbody>
</table>
The PQ meters are located at high-voltage, medium-voltage, and low-voltage substations covering the entire region of the city. The power-network operation data were collected from equipment monitoring and energy management system. The following equipment information is leveraged for matching the PQ data: 1) power line, transformer, and bus protective device tripping message; 2) power line, transformer, and bus devices failure alarms; and 3) action information of auxiliary equipment, such as shunt capacitor bank and transformer taps. Thus, eight types of underlying causes are analyzed. All simulations were performed using an Intel Core i7-5500U 2.4 GHz CPU with 16 GB RAM.

B. Data preprocess

Modules I and II are used to classify the possible identical-source PQ disturbance records and delete duplicate data. Considering that the occurrence time of identical-source PQ disturbance records is close to each other, the range of correlation thresholds is set to \( \phi_{\text{min}} = 50 \text{ ms} \) and \( \phi_{\text{max}} = 1000 \text{ms} \). The Module I blocking phase is conducted through minimizing (1), and 11 Pareto optimal solutions are shown in Table III. The fuzzy satisfying method is utilized to select the best solution among the obtained Pareto optimal sets. The last column of Table III clearly indicates that the optimal solution is #3, with the maximum weakest membership function of 0.713. The optimal correlation threshold is \( \phi_{\text{up}} = 580 \text{ ms} \), and the index of pair completeness and reduction ratio are \( PC(B) = 0.983 \) and \( RR(B) = 0.063 \), respectively.

### Table III
PARADOX OPTIMAL SOLUTION OF THE EFFECTIVENESS AND EFFICIENCY FOR BLOCKING PQ RECORDS

<table>
<thead>
<tr>
<th>#</th>
<th>( W_1 )</th>
<th>( W_2 )</th>
<th>( J_1 = 1/PC(B) )</th>
<th>( J_2 = 1/RR(B) )</th>
<th>( J_{1,pu} = J_{1,\text{min}} - J_{1,\text{max}} )</th>
<th>( J_{2,pu} = J_{2,\text{min}} - J_{2,\text{max}} )</th>
<th>( \min (J_{1,pu}, J_{2,pu}) )</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>1</td>
<td>0</td>
<td>1.008</td>
<td>47.619</td>
<td>1.000</td>
<td>0.000</td>
<td>0.000</td>
</tr>
<tr>
<td>2</td>
<td>0.9</td>
<td>0.1</td>
<td>1.010</td>
<td>23.256</td>
<td>0.990</td>
<td>0.547</td>
<td>0.547</td>
</tr>
<tr>
<td>3</td>
<td>0.8</td>
<td>0.2</td>
<td>1.017</td>
<td>15.873</td>
<td>0.955</td>
<td>0.713</td>
<td>0.713</td>
</tr>
<tr>
<td>4</td>
<td>0.7</td>
<td>0.3</td>
<td>1.080</td>
<td>11.765</td>
<td>0.653</td>
<td>0.805</td>
<td>0.653</td>
</tr>
<tr>
<td>5</td>
<td>0.6</td>
<td>0.4</td>
<td>1.094</td>
<td>7.407</td>
<td>0.584</td>
<td>0.903</td>
<td>0.584</td>
</tr>
<tr>
<td>6</td>
<td>0.5</td>
<td>0.5</td>
<td>1.116</td>
<td>6.061</td>
<td>0.478</td>
<td>0.933</td>
<td>0.478</td>
</tr>
<tr>
<td>7</td>
<td>0.4</td>
<td>0.6</td>
<td>1.138</td>
<td>4.566</td>
<td>0.374</td>
<td>0.967</td>
<td>0.374</td>
</tr>
<tr>
<td>8</td>
<td>0.3</td>
<td>0.7</td>
<td>1.175</td>
<td>4.525</td>
<td>0.193</td>
<td>0.968</td>
<td>0.193</td>
</tr>
<tr>
<td>9</td>
<td>0.2</td>
<td>0.8</td>
<td>1.199</td>
<td>3.953</td>
<td>0.077</td>
<td>0.981</td>
<td>0.077</td>
</tr>
<tr>
<td>10</td>
<td>0.1</td>
<td>0.9</td>
<td>1.209</td>
<td>3.497</td>
<td>0.028</td>
<td>0.991</td>
<td>0.028</td>
</tr>
<tr>
<td>11</td>
<td>0</td>
<td>1</td>
<td>1.215</td>
<td>3.086</td>
<td>0.000</td>
<td>1.000</td>
<td>0.000</td>
</tr>
</tbody>
</table>

To show the advantage of duplicate data detection method proposed in Module II, more comparisons are performed. The proposed 2D representation-based method and wavelet transformation (WT)-based method [29] are leveraged to detect duplicate records. The two types of duplicate samples are generated as follows.

1) Single PQ Disturbance: seven types of single PQ disturbances, i.e., voltage sag, voltage swell, voltage interruption, impulsive transient, oscillation transient, harmonic, and flicker are randomly generated.

2) Complex PQ Disturbance: combinations of two disturbances, e.g., voltage sag and harmonic in Fig. 2(b), or combinations of three disturbances, e.g., voltage sag, harmonic, and voltage fluctuations in Fig. 2(c), are randomly generated.

Each pair of duplicate PQ data samples differs in beginning time and sampling frequency. The results are shown in Table IV, and a few conclusions can be drawn.

### Table IV
COMPARISON OF DIFFERENT DUPLICATE RECORD DETECTION METHODS

<table>
<thead>
<tr>
<th>Disturbance type</th>
<th>2D representation based method</th>
<th>WT based method</th>
</tr>
</thead>
<tbody>
<tr>
<td>DA</td>
<td>ACT</td>
<td>DA</td>
</tr>
</tbody>
</table>

1) The detection accuracy (DA) of 2D representation-based method is higher than that of the WT-based method. The main reason is that the different sampling frequencies of the duplicate disturbance data affect the results of wavelet decomposition.

2) The proposed method has shorter average computational time (ACT) than the WT-based method due to the former’s ability to process three-phase voltage data simultaneously; thus, analysis of each phase data one by one is avoided.

On the basis of Modules I and II, the results of real-world PQ data cleaning are shown in Fig. 6. The temporal distribution of PQ records for the entire region of the city shows a remarkable difference from one month to another. A total of 11,213, 10,071, and 5,639 PQ disturbance records are measured by PQ meters after data cleaning in 2015, 2016, and 2017, respectively. The various possible reasons for the decrease of PQ records over the years include the following: 1) the increase in the number of individual PQ compensation devices (i.e., static VAR compensator and dynamic voltage...
restorer) improves voltage conditions and reduces the total harmonic distortion at individual delivery points; 2) the PQ-record false-positive rate is reduced with old meters replaced by advanced meters.

Modules I and II can effectively delete duplicate PQ data. Moreover, the accuracy of the PQ data depends on the behavior of the PQ metering devices located in the transducers and signal conditioning (T&C) and analog-to-digital converter (ADC) stages. Thus, considering the uncertainties introduced by each component of the measurement system and the propagation of their effects through the measurement chain is necessary.

The T&C block is assumed to contribute to the measurement uncertainty with a gain error and a time delay, where \( \eta_{TG} \) and \( \eta_{TD} \) denote its probability distribution function. The ADC block contributes to the measurement uncertainty with the gain errors, offset, and quantization respectively denoted as \( \eta_{AG} \), \( \eta_{AO} \), and \( \eta_{AQ} \), as shown in Fig. 7 [35].

Assuming that the uncertainty of devices satisfies the normal distribution, the mathematical model for the estimation of uncertainty in the measurement of the PQ data is in the form of the multiplication product of particular variable quantities, as follows [36]:

\[
\eta_u = \sqrt{\eta_{TG}^2 + \eta_{TD}^2 + \eta_{AG}^2 + \eta_{AO}^2 + \eta_{AQ}^2},
\]

where \( \eta_u \) is the probability distribution function of uncertain PQ data. For the difficulty of obtaining the uncertain parameters of each device, the combined uncertainty of the PQ data, as shown in Fig. 7, is calculated using the Monte Carlo method. To make the test environment similar to the site, input voltage signal \( X_u \) is set from 10% to 180% of primary rated voltage with a frequency band from DC to 12 kHz [35]. The uncertainties of PQ events frequency measurement are illustrated in Table V. Such uncertainties are obtained after calculating 10 times for each test. Therefore, the real-time PQ data uncertain matrix \( \eta_u \) used in the cross-correlation analytical visualization is related to the size of the split window and sampling rate.

<table>
<thead>
<tr>
<th>Experimental Results of PQ Data Uncertainty</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of Samples</td>
</tr>
<tr>
<td>( \mu(\eta_u) )</td>
</tr>
<tr>
<td>( \sigma(\eta_u) )</td>
</tr>
</tbody>
</table>

C. Visualizing PQ disturbance events

1) Underlying cause-analysis visualization
From December 1 to 31, 2016, 241 PQ disturbance events matched with power network operation records were calculated by Module III, as shown in Table VI. The matching results indicate that the total number of PQ events related to transmission line protection tripping is the largest, and these events are mostly recorded in Region #XI. Therefore, on the basis of the testing data, that line fault is the most probable cause of PQ disturbances. In addition, the results can remind the distribution network operators in Region #XI to increase the frequency of field investigations to improve the security and stability of power lines. Fig. 8 illustrates the spatial distribution of PQ events related to operation devices. To estimate the accuracy of the proposed scheme for the analysis of underlying causes, the relative directions of these 241 PQ disturbance events are calculated [7]. After comparing the device operation information and relative position of the disturbance sources, 23 disturbance events, which are inconsistent with the matching results, are found. Therefore, the accuracy of this method is estimated as follows: \((1 - 23 / 241)\% = 90.46\%\).
The GIS data and location of PQ meters are used in this phase to illustrate the spatio-temporal distribution of PQ records related to one specific device operation. The threshold $\tau$ is set to 2, and the visualization results are illustrated in Fig. 9. Compared with the spatial distribution of PQ events in Fig. 8, the GIS-based visualization can demonstrate the affected region of PQ events related to device faults. Specific PQ control devices can be accurately deployed based on these results.

![Fig. 9. Spatial distribution of PQ disturbance records related to the operation of protection devices. (a) Transmission line protection. (b) Transformer protection. (c) Bus protection.](image)

2) Spatio-temporal distribution of PQ records

The results can help operators focus on temperature and PQ disturbance records. The weak PQ regions and determine a control strategy of region in the 2016. The results can help operators focus on temperature and PQ disturbance records.

Case III: Real-time analysis of the correlation between temperature and PQ disturbance records - 05/04/15 20:00:00.

Different from Cases I and II, the higher resolution data (e.g., the sampling rate is one hour) and moving-window technique are utilized in Case III to achieve real-time correlation analysis. As shown in Fig. 10(c), when abnormal events destroy the original correlation, the corresponding area of abnormal event occurrence can be displayed using this method. Thus, detecting abnormal events promptly and assessing the severity of events (e.g., the impact area of an event) using this method are inconvenient for operators. The threshold $\tau$ is set to 5 in this section to reduce computational burden, and the PQ data uncertain matrix and temperature measurement error matrix satisfies the following parameters $\mu(\eta_r) = 0.18$, $\sigma(\eta_r) = 0.06$, $\mu(\eta_f) = 2$, $\sigma(\eta_f) = 0.1$.

Case IV: Correlation analysis between total current distortion rate and load level - 06/01/17

On the 1st June 2017, a severe current harmonic event recorded by the PQ meters occurred at Region #IV. Figs. 10(d) and 10(e) demonstrate that the total current distortion rate has a stronger correlation with substation load level compared with the total regional load level. The on-site detection shows that the harmonic current source of Region #IV is an industrial user, powered by the special line of the analyzed substation. A high load level results in large current distortion rate. Therefore, the proposed visualization method can be used to locate the PQ disturbance source.

![Fig. 10. PQ data correlation analysis visualization. (a) Case I. (b) Case II. (c) Case III. (d) Case IV: the selected factor is the total regional load level. (e) Case IV: the selected factor is the substation load level.](image)

The performance of the proposed method was compared with that of existing approaches, such as the Spearman method and the entropy method [7], in terms of the sensitivity to correlation analysis (i.e., variance values of the correlation coefficients) based on Case I. To obtain comparable results, the average values of correlation coefficients between PQ records and weather conditions in each pixel are calculated using existing approaches. The variance values of the correlation coefficients with variable pixels in one split window are presented in Table VII, from which the RMT-
based method has higher variance values than other methods. The number of pixels in each split window is set to nine, considering the computational burden. The results of the actual power system case validate the application of the proposed method in analyzing the correlation between the PQ level and various factors. Furthermore, the RMT-based method is more robust in dealing with data containing uncertainties and measurement errors [23].

<table>
<thead>
<tr>
<th>Methods</th>
<th>1 pixel</th>
<th>9 pixels</th>
<th>25 pixels</th>
</tr>
</thead>
<tbody>
<tr>
<td>Spearman</td>
<td>0.3182</td>
<td>0.2041</td>
<td>0.1236</td>
</tr>
<tr>
<td>Entropy</td>
<td>0.3641</td>
<td>0.3054</td>
<td>0.2124</td>
</tr>
<tr>
<td>Random matrix theory</td>
<td>0.2179</td>
<td>0.4324</td>
<td>0.4082</td>
</tr>
</tbody>
</table>

**TABLE VII**

Sensitivity Measurement

**GIS Model**

**COMPARISONS OF RMT AND MWPCA WITH VARIABLE PIXEL NUMBER**

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMT</th>
<th>MWPCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Threshold ( \tau )</td>
<td>5 10 15</td>
<td>5 10 15</td>
</tr>
<tr>
<td>Number of Pixels</td>
<td>166 121 76</td>
<td>166 121 76</td>
</tr>
<tr>
<td>DA (%)</td>
<td>100 100 96</td>
<td>100 96 88</td>
</tr>
<tr>
<td>ACT (seconds)</td>
<td>1.12 0.66 0.48</td>
<td>1.07 0.62 0.44</td>
</tr>
</tbody>
</table>

**TABLE IX**

**COMPARISONS OF RMT AND MWPCA WITH VARIABLE WINDOW SIZE**

<table>
<thead>
<tr>
<th>Methods</th>
<th>RMT</th>
<th>MWPCA</th>
</tr>
</thead>
<tbody>
<tr>
<td>Window Size ( T_n )</td>
<td>12 24 36</td>
<td>12 24 36</td>
</tr>
<tr>
<td>Fault Detection Time (seconds)</td>
<td>−37 −37 37</td>
<td>−25 −25 −25</td>
</tr>
<tr>
<td>DA (%)</td>
<td>98 100 100</td>
<td>96 100 100</td>
</tr>
<tr>
<td>ACT (seconds)</td>
<td>0.49 1.12 1.91</td>
<td>0.42 1.07 1.87</td>
</tr>
<tr>
<td>Sensitivity Measurement</td>
<td>✓</td>
<td>✗</td>
</tr>
<tr>
<td>GIS-based Visualization</td>
<td>✓</td>
<td>✗</td>
</tr>
</tbody>
</table>

D. Comparison with existing data-driven method

To benchmark the performance of the RMT-based real-time detection analysis against the existing MWPCA [25], the case studies presented in the previous section were used. Specifically, a sample of 50 PQ disturbance events caused by transmission line faults was used in a comparative study; \( H = 9 \), \( T_n = 24 \), and the sampling rate is five minutes. Table VIII and IX provide a summary of the performance of RMT- and MWPCA-based detection methods for abnormal events. The number of accurate detections expressed as a percentage of the total number of events, that is, DA, is presented. Specifically, the impact of pixel size on the performance of RMT and MWPCA is presented in Table VIII. Moreover, to illustrate the impact of window size \( T_n \) on performance, a comparative study for the same case with the fixed pixel size, that is, \( \tau = 5 \), is presented in Table IX.

1) Abnormal event detection ability: Table VIII shows that the RMT- and MWPCA-based approaches can detect the PQ disturbance events caused by transmission line faults. Moreover, with the increase in partition threshold, the total number of pixel decreases. The proposed RMT-based method has robust detection capacity under different visual map resolutions. Table IX shows that the window size has little effect on the detection ability of RMT- and MWPCA-based approaches. The reason is that most of the PQ events occur in a concentrated time, except for certain long-duration PQ events caused by cascading failures.

The fault detection time in Table IX is the average time for the RMT- and MWPCA-based approaches to detect transmission line faults following its occurrence. The precise onset of events is unknown due to the absence of ground truth information. Consequently, the reference time for event onsets is defined as the protection devices’ operation time. The results show that RMT- and MWPCA-based approaches can sometimes detect the fault before this time. Although both approaches can strongly detect abnormal PQ disturbance events, the MWPCA-based method lacks an effective quantitative index and visualization scheme for illustrating the severity and location of abnormal events.

2) Computation ability: The computational complexity of the RMT-based method is approximately equal to the MWPCA-based method for the real-time correlation analysis. Tables VIII and IX illustrate that the average computational time is closely related to the number of pixels and size of real-time PQ data window. The details of computation complexity are discussed in the following section.

E. Computational Complexity

The major computational burden in the proposed data analysis and display framework results from the following: 1) duplicate record deletion, 2) PQ disturbance underlying cause analysis, and 3) PQ disturbance cross-correlation analysis.

1) Duplicate record deletion computation complexity: Assuming that the average number of records in one PQ data block is \( \bar{w} \) and the total number of records is \( n_r \), the proposed duplicate PQ disturbance record deleting algorithm has \( O(n_r \bar{w}/2) \) complexity. The traditional naïve sorted-neighborhood method [30] has \( O(n \bar{w}) \) complexity for the same condition. Hence, the proposed data preprocess scheme has advantages on computational complexity compared with traditional methods.

2) PQ disturbance cause analysis computation complexity: Assuming the size of PQ data block and the candidate power operation collection are \( \bar{w} \) and \( w_{OP} \), the proposed entities matching algorithm has \( O(\bar{w}w_{OP}) \) complexity. Hence, computational complexity scales linearly with both size of PQ data and power operation data.

3) PQ disturbance correlation analysis computation complexity: For moderate number of pixels (e.g., nine) computational complexity is minor issue for RMT-based correlation analysis. For example, assuming that the split window size is \( H \times T_n \), the RMT-based method using parallel algorithm [37] has \( O(H^2 k_H) \) complexity for calculating eigenvalues in real-time correlation analysis, where \( k_H \) is the parameter of the simplified calculation model [37]. On the contrary, the MWPCA-based approach using NIPALS algorithm [38] has \( O(H^3) \) complexity for estimating the largest principal components. Therefore, the computational complexity of the proposed method is approximately equal to that of the MWPCA-based method.
For larger data source, the relatively small size of the split window and advanced distributed computation technology can be utilized to reduce computational time [39-41].

IV. CONCLUSION

PQ disturbances in power grids are a concern for operators and customers. Our study investigated the spatio-temporal distribution of PQ records based on real-world data. We used three modules (I to III) to achieve PQ data cleaning and analyze the underlying cause of PQ disturbances. On the basis of the preprocessed data, Module IV visualized the correlation between PQ disturbance records and environmental factors on a city level combined with GIS-based data.

The case studies lead to the following conclusions. (i) A methodology based on entity matching can reliably establish the relationship between PQ events and device operations. (ii) The proposed GIS-based graph partitioning approach can adjust the visualization resolution to satisfy various application scenarios. (iii) Our visualization module can also be used to analyze and visualize the correlation between PQ disturbances and selected factors. (iv) The use of our proposed method allows the operators to detect and locate abnormal events in real time easily, and assess the severity of events. Moreover, the performance of the proposed method was better than that of other benchmarks in terms of the sensitivity to correlation analysis and abnormal event detection accuracy.
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