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1. Introduction

Graphene is the two-dimensional (2D) honeycomb lattice of sp²-bonded C atoms and exhibits outstanding properties, such as high charge carrier mobility and ballistic electron transport at room temperature.[1–4] Phonons of the C lattice may affect charge transport in graphene, as reported for the reduction of ballistic electron transport due to electron scattering from optical phonons.[5–7] Moreover, the relation between phonons and thermal transport in graphene becomes increasingly important.[8] Therefore, it is not surprising that graphene phonons and their dispersion have attracted substantial interest. Laterally averaging spectroscopy methods,[9–16] for instance, enabled the extraction of the electron–phonon coupling strength,[17] the possible distortion of the Dirac cone,[18] and the graphene–substrate hybridization.[19] As an example, Figure 1 shows measured and calculated phonon dispersion branches of graphene on Ir(111).[13] All phonon dispersion branches (left panel of Figure 1) were measured throughout the graphene Brillouin zone (BZ) (right panel) using angle-resolved electron energy loss spectroscopy with an Ibach spectrometer.[20] The individual branches for the out-of-plane acoustic (ZA), transverse acoustic (TA), longitudinal acoustic (LA), out-of-plane optical (ZO), transverse optical (TO), and longitudinal optical (LO) phonon modes are in good agreement with calculations (dashed lines). The dispersion curves are very similar to the dispersion relations of pristine graphene[21,22] and graphite.[21–24] Deviations mainly concern the Kohn anomaly of the highest optical phonon branches at K and the nonzero energy of the ZA phonon at Γ, both of which were previously discussed.[13]

The local probing of graphene phonons by inelastic electron tunneling spectroscopy (IETS) with a scanning tunneling microscope (STM) is particularly appealing since the impact of, e.g., atomic defects, molecular adsorbates, and doping profiles, on the lattice dynamics can be explored with ultimate spatial resolution. So far, STM-IETS of graphene phonons has been reported from graphene on SiC,[25–29] SiO₂,[30,31] graphite,[32] and SiO₂ covered with hexagonal boron nitride (h-BN)[33,34] as well as single-crystalline SrTiO₃ surfaces.[35] For graphene on metal surfaces several works are likewise available. Delaminated graphene nanostructures on Pt(111)[36] and Ir(111),[37] graphene on Rh, Pd, and Cu foils,[35] and graphene-covered Ir(111) intercalated by alkali metals[38] showed phonon signatures in IET spectra.

The observation of graphene phonon signatures in IETS imposes challenges on our current understanding of the IET process. In a seminal work,[30] the observation of K-point graphene phonons in spectroscopy of the differential conductance (dI/dV; I: current; V: bias voltage) of graphene-covered SiO₂ was reported with an exceptionally high spectroscopic signal strength. The phonon excitation was accompanied by an order-of-magnitude increase of dI/dV at the threshold bias voltage needed to excite the phonon. To explain this remarkable observation, the phonon-mediated tunneling mechanism was conceived that relies on the virtual preservation of the free-graphene electronic structure after adsorption on SiO₂, notably of an electronic gap at the Γ-point of the BZ and the Dirac point close to the Fermi energy (E_F) at K (vide infra). Phonon-assisted electron tunneling was likewise suggested as a rationale for conductance peaks in multilayer graphene–h-BN–graphene transistors.[39] This work[39] shows that for stacked van der Waals heterostructures phonon-mediated tunneling represents an efficient mechanism for carrying the current perpendicular
to the layers, which otherwise would be suppressed due to the momentum mismatch induced by the misalignment of the crystalline lattices.

The emerging picture for observing an enhanced graphene phonon signal in IETS, therefore, requires the nearly genuine graphene electronic structure that promotes phonon emission wave vectors corresponding to the K-point. Several findings, however, have questioned this picture. For exfoliated graphene on SiO$_2$, phonon spectroscopic signatures were not observed, albeit the quasi-free behavior of graphene.[45,46] In addition, graphene phonons throughout the BZ[34] or at the M-points of the BZ[37,38] were mapped in dI/dV spectroscopy. Moreover, alkali metal-intercalated graphene[38] as well as graphene on Ru(0001)[42,43] which supposedly exhibit a stronger hybridization with the substrate, likewise exhibit clear phonon signatures in IETS. These results call for an extension or even alteration of the emerging picture and insistently demonstrate that IETS of graphene phonons is a vividly debated topic.

The key target of this review article is a contribution to the understanding of IETS data of graphene phonons that have been available to date. The article is organized as follows. After the introduction into the field (Section 1), graphene preparation methods for metal surfaces are briefly reviewed and the IETS technique is explained in Section 2. Section 3 presents experimental results obtained from graphene on semiconducting surfaces (Section 3.1), semimetals (Section 3.2), and metals (Section 3.3). Theoretical modeling is presented in Section 3.4. Summarizing and concluding remarks are given in Section 4.

2. Experimental Section

2.1. Preparation of Graphene on Metal Surfaces

Originally, graphene was prepared as a free-standing 2D layer of C via exfoliation from graphite.[1] In its adsorbed form, however, it has been known even longer. The formation of graphene was first observed on Pt and Ru single-crystalline surfaces.[44–48] In these early surface physics experiments, the annealing of the metal samples led to the segregation of C impurities to the surface where the characteristic honeycomb lattice of graphene was formed subsequently. The C impurities needed for the segregation process are either genuine to the nominally clean metal sample or result from intentional doping at elevated temperature.[49–52] Apart from segregation, reactions involving hydrocarbon molecules on metal surfaces unveiled graphitic layers that contained a few layers or even a single layer of graphene.[53] Thermal decomposition of C-containing molecules and subsequent forming of graphene was successfully demonstrated with acetylene (C$_2$H$_2$), methane (CH$_4$), ethylene (C$_2$H$_4$), propene (C$_3$H$_6$), benzene (C$_6$H$_6$), toluene (C$_8$H$_8$), cyclohexane (C$_8$H$_{12}$), n-heptane (C$_7$H$_{16}$), and CO on catalytically active metal surfaces, such as Ir(111).[54–57] The appealing advantage of graphene growth via thermal decomposition of hydrocarbon molecules is the control of the resulting C film thickness to a single layer. Combining segregation of C impurities and thermal decomposition of hydrocarbon molecules has enabled the preparation of graphene stackings with a controlled number of layers.[58]
Figure 2 introduces the example of a single layer of graphene prepared on Ir(111) using the thermal decomposition of C₂H₄. The low-energy electron diffraction pattern of the surface (Figure 2a) exhibits a hexagonal array of satellite spots around each Ir(111) substrate diffraction peak, which is due to the moiré pattern of uniformly oriented incommensurate graphene. The moiré superstructure is the result of the lattice mismatch between graphene and Ir(111) and reflects a spatial beating pattern. A direct consequence of the additional periodic superstructure imposed by the moiré lattice is the backfolding of the electron and phonon band structure, which gives rise to minibands and replica of phonon dispersion branches.

Figure 1. Graphene phonon dispersion along symmetry directions of the Brillouin zone. Left: Phonon dispersion branches of graphene on Ir(111) measured with angle-resolved electron energy loss spectroscopy. ZA (ZO): out-of-plane acoustic (optical); TA (LA): transverse (longitudinal) acoustic; TO (LO): transverse (longitudinal) optical. $K_i (i = 1, 2, 5, 6)$ denotes the graphene eigenmodes at $K$. Reproduced with permission. Copyright 2013, American Physical Society. Right: Graphene Brillouin zone with indicated high-symmetry points. | $\Gamma M$ | = $2\pi/(3a) = 0.148 \text{ nm}^{-1}$; | $\Gamma K$ | = $4\pi/(3a) = 0.171 \text{ nm}^{-1}$; $a = 0.245 \text{ nm}$ (graphene lattice constant on Ir(111)).

Figure 2. Graphene on Ir(111): diffraction patterns and scanning tunneling microscopy images. a) Low-energy electron diffraction pattern of graphene-covered Ir(111) (kinetic energy of impinging electrons: 147 eV). Reproduced with permission. Copyright 2013, American Physical Society. b) Atomically resolved STM image of graphene (tunneling current: 200 nA; bias voltage: 40 mV; size: 9 nm × 7 nm) showing the moiré superlattice as a periodic modulation of the apparent height of the atomic graphene lattice. The moiré unit cell is spanned by $\mathbf{m}_1$, $\mathbf{m}_2$. The indicated regions depict the different stacking geometry of graphene on Ir(111), i.e., C atoms residing close to on-top positions of Ir(111) atoms, face-centered cubic (fcc), and hexagonal close-packed (hcp) substrate lattice sites. c) STM image of the honeycomb C lattice with indicated lattice vectors $\mathbf{a}_1$, $\mathbf{a}_2$ and crystallographic orientation (3 nA; 12 mV; 2.5 nm × 2.2 nm). d) STM image of graphene-covered Ir(111) (100 pA; 100 mV; 350 nm × 190 nm). The arrow marks a wrinkle. Reproduced with permission. Copyright 2017, American Physical Society.
Figure 2b shows an STM image of graphene on Ir(111), where the moiré pattern is visible in real space with vectors $m_{\alpha}, m_{\beta}, \| m_{\alpha} \| = 2.5 \text{nm}$ spanning the moiré lattice unit cell. The different apparent heights of the moiré lattice are due to C hexagons of the graphene lattice (Figure 2c) residing at or close to specific Ir(111) sites. The brightest contrast reflects C hexagons of the graphene mesh encircling face-centered cubic (fcc) Ir(111) lattice sites (green hexagon in Figure 2b), while the protrusion with less contrast is due to graphene regions, where C hexagons encircle hexagonal close-packed (hcp) Ir(111) lattice sites (red hexagon in Figure 2b). Consequently, the geometrically higher top regions (blue hexagon in Figure 2b) of the moiré lattice appear lower in STM images than the geometrically lower fcc and hcp regions, which is in agreement with previous observations and was traced to particular features in the electronic structure.

The honeycomb C lattice appears in a close-up view (Figure 2c) together with an illustration of the C atom arrangement with graphene lattice vectors $a_{\alpha}, a_{\beta}, \| a_{\alpha} \| = 0.25 \text{nm}$. The orientation of the graphene zig-zag direction, $(1\overline{1}20)$, coincides here with a close-packed direction of the Ir(111) substrate, $(1\overline{1}0)$.

Figure 2d presents a large-scale STM image of graphene-covered Ir(111) with graphene nanostructures that become important for the IETS of graphene phonons (vide infra). The nanostructures adopt the form of wrinkles and blisters and represent graphene that is locally delaminated from the Ir(111) surface. They occur upon cooling the freshly prepared graphene sheet from elevated ($>1400 \text{K}$) to room temperature due to the mismatch in thermal expansion coefficients of graphene and Ir(111). The different methods for graphene preparation on metal surfaces—mainly segregation and thermal decomposition—were thoroughly reviewed previously.

Another major tool for graphene preparation is the thermal decomposition of SiC. SiC surfaces annealed at elevated temperature ($>1300 \text{K}$) under vacuum were demonstrated to exhibit the propensity toward graphitization. Crystaline graphite forms on SiC(0001) starting with a first graphene sheet growing on top of the Si-terminated SiC(0001) surface giving rise to characteristic and coexisting $(6,3 \times 6,3)R30^\circ$ and $(\sqrt{3} \times \sqrt{3})R30^\circ$ superstructures, which are referred to as the buffer layer (BL) or C nanomesh. In the course of higher annealing, the $(\sqrt{3} \times \sqrt{3})R30^\circ$ superstructure vanishes and the second graphene layer grows on top of the buffer layer, revealing a $(6,3 \times 6,3) R30^\circ$ coincidence lattice, and is very weakly coupled to the SiC substrate. The interface between the SiC substrate and the buffer layer is characterized by C–Si covalent bonds or C, Si dangling bonds leading to interfacial electronic states that are affected by the local atomic environment. Previous density functional calculations demonstrated that dangling bonds of C and Si atoms at the BL–SiC(0001) interface form band structures around the Fermi level. Importantly, owing to the interaction of graphene with the BL and SiC(0001), the interfacial electronic structure impacts the atom-specific local density of states (DOS) of graphene, as shown for the atomically resolved local DOS of p$_{z}$ components of graphene C atoms.

Metal carbide surfaces, such as WC(0001), were likewise used for graphene growth. However, graphene phonons have not been reported in IETS experiments so far and, consequently, these surfaces are not the focus of this review article.

<table>
<thead>
<tr>
<th>Surface</th>
<th>Method</th>
<th>Refs.</th>
</tr>
</thead>
<tbody>
<tr>
<td>Ag(111)</td>
<td>C deposition</td>
<td>[79]</td>
</tr>
<tr>
<td>Au(111)</td>
<td>C deposition</td>
<td>[80]</td>
</tr>
<tr>
<td>Co(0001)</td>
<td>Segregation</td>
<td>[52]</td>
</tr>
<tr>
<td>Cu(111)</td>
<td>Decomposition</td>
<td>[81–85]</td>
</tr>
<tr>
<td>HOPG</td>
<td>Cleavage</td>
<td>[32]</td>
</tr>
<tr>
<td>Ir(111)</td>
<td>Decomposition</td>
<td>[54–57, 60]</td>
</tr>
<tr>
<td>Ni(111)</td>
<td>Segregation</td>
<td>[49,51]</td>
</tr>
<tr>
<td>Ni(100)</td>
<td>Segregation</td>
<td>[50]</td>
</tr>
<tr>
<td>Pd(111)</td>
<td>Segregation</td>
<td>[52]</td>
</tr>
<tr>
<td>Pd(100)</td>
<td>Segregation</td>
<td>[52]</td>
</tr>
<tr>
<td>Pt(111)</td>
<td>Decomposition</td>
<td>[45,47]</td>
</tr>
<tr>
<td>Pt(100)</td>
<td>Segregation</td>
<td>[45,47]</td>
</tr>
<tr>
<td>Re(0001)</td>
<td>Segregation</td>
<td>[109]</td>
</tr>
<tr>
<td>Rh(111)</td>
<td>Segregation</td>
<td>[109]</td>
</tr>
<tr>
<td>Rh(100)</td>
<td>Decomposition</td>
<td>[110]</td>
</tr>
<tr>
<td>Ru(0001)</td>
<td>Segregation</td>
<td>[48,111–115]</td>
</tr>
<tr>
<td>SiC(0001)</td>
<td>Decomposition</td>
<td>[113,116–120]</td>
</tr>
<tr>
<td>SiO$_2$</td>
<td>Exfoliation</td>
<td>[65–68]</td>
</tr>
</tbody>
</table>

The reader is referred to an overview of available data on graphene-covered metal carbide surfaces. Table 1 summarizes a few sample surfaces together with the most appropriate preparation method of single-layer graphene. The collection of data is based on a similar table presented previously extended by semimetal, semiconductor, and insulator surfaces. The dominant preparation methods are the transfer of graphene via exfoliation from a graphite substrate to the target surface and the epitaxial growth using chemical vapor deposition (exposure to hydrocarbon molecules and their decomposition upon adsorption on a heated metal surface, exposure to atomic C) or thermally activated C segregation from the bulk to the surface. Some substrates, e.g., Ag(111) and Au(111), require their exposure to a beam of atomic C for graphene growth. On semiconducting and insulator surfaces, exfoliated single-layer graphene exhibits its virtually genuine free-standing electronic structure, which is favorable for many physical studies. However, the number of graphene sheets is hardly controlled in this production process and additional
analysis tools, e.g., Raman spectroscopy, have to be used to determine the number of graphene layers.

In contrast, a surface science approach to single-layer graphene is achieved by the ultrahigh-vacuum epitaxial growth of the C mesh on metal surfaces with no propensity for C segregation. Moreover, depending on the graphene–metal combination, the coupling of graphene to the substrate can be tuned to some extent. Indeed, a strong hybridization of graphene with a metal surface is indicated by a small graphene–surface distance of 210–220 pm. In this case, the characteristic π band electronic structure is severely modified and a bandgap opens. Prominent examples for the strong-coupling limit are Co and Ni, where the C lattice exhibits registry with the underlying metal lattice. Other metal surfaces with strong coupling to graphene are Re, Rh, and Ru. However, in contrast to Co and Ni, the C lattice on Re, Rh, and Ru does not register with the substrate lattice. Rather, a strongly corrugated moiré superlattice forms where the largest (smallest) graphene–surface distance is 360–380 pm (~210 pm). Therefore, these graphene-covered surfaces offer the unique opportunity to study physical properties depending on the local degree of the graphene–metal hybridization, which is particularly attractive for atomically resolved microscopy and spectroscopy experiments. An overall weak hybridization with an average graphene–surface distance of ~330 pm is observed from Ir and Pt. Graphene on these surfaces shows an essentially unperturbed π band with a nearly intact Dirac cone at the K-point of the BZ.

2.2. Inelastic Electron Tunneling Spectroscopy—A Primer

In IET, the tunneling electron transfers energy to quantum excitations, such as photons,[121] vibrations,[122] and spin flips.[123] The IET process and its fingerprint in I–V characteristics of the tunneling junction is schematically illustrated in Figure 3. Tip and sample are considered as metals at 0 K for simplicity and are represented by their electronic states filled up to the respective Fermi levels, \( E_F^{(t)} \) and \( E_F^{(s)} \) (Figure 3a). A positive bias voltage \( V > 0 \) raises \( E_F^{(t)} \) by \( eV \) (\( e \): elementary charge) relative to \( E_F^{(s)} \) and enables a net tunneling current across the vacuum barrier, which can be approximated as electron tunneling through a one-dimensional (1D) trapezoidal barrier.[124] For small \( V \), i.e., \( |eV| \ll \Phi^{(t)} , \Phi^{(s)} (\Phi^{(t)} , \Phi^{(s)} ; \text{tip and sample work functions}) \), a purely elastic tunneling current gives rise to a nearly linear \( I-V \) behavior (Figure 3b). An inelastic excitation with energy \( \varepsilon \) becomes possible for electron energies \( |eV| \gg \varepsilon \); that is, the \( I-V \) characteristics are subject to changes in their slopes at the threshold voltages \( V = \pm \varepsilon / e \). Very often, IET spectra are presented in the form of \( dI/dV \) or \( d^2I/dV^2 \) as a function of \( V \), where the changes in the \( I-V \) slope occur as, respectively, step-like or peak-like features at \( \pm \varepsilon / e \).

The first report on excitation and detection of single-molecule vibrations[122] opened the avenue to chemical identification of adsorbrates with an STM. \( \text{C}_2\text{H}_2 \) and \( \text{C}_4\text{D}_2 \) molecules on Cu(100) that appeared essentially identical in constant-current STM images were unambiguously discriminated by the different energies of \( \text{C}–\text{H} \) and \( \text{C}–\text{D} \) stretch modes. This seminal study also showed that the spectroscopic signal strength is low, several percent of \( dI/dV \) variation at most. In addition, not all possible vibrational modes appear in the IET spectrum. Only the \( \text{C}–\text{H} \) (\( \text{C}–\text{D} \)) stretch mode left its fingerprint in IET spectra. A later work demonstrated that in the course of quantum excitation, a decrease rather than an increase of the junction \( dI/dV \) may occur.[125] These observations cannot be explained within the simple model of IET depicted in Figure 3. Rather, propensity or approximate selection rules[126–129] have to be considered in order to appropriately take the symmetry of electronic and vibrational structure of both adsorbate and substrate into account. An immediate consequence of this more sophisticated approach is the impact of vibrational excitations on the elastic current as well. Upon exceeding the threshold voltage virtual excitations, i.e., the emission and absorption of quanta in a time \( \tau = \hbar / \varepsilon \) (\( \hbar = h/(2\pi) \), \( h \): Planck constant) given by the

![Figure 3. Schematics of inelastic electron tunneling spectroscopy. Top: Illustration of elastic and inelastic electron tunneling through a 1D trapezoidal barrier. The Fermi levels of the tip, \( E_F^{(t)} \), and of the sample, \( E_F^{(s)} \), differ by \( eV \) (\( e \): elementary charge; \( V \): bias voltage) to enable a net tunneling current from occupied states of the tip to unoccupied states of the sample. \( \Phi^{(t)} \) and \( \Phi^{(s)} \) denote the work function of, respectively, tip and sample. Elastic tunneling electrons reach the sample without energy loss and thermalize in the sample; inelastic tunneling electrons loose energy \( \varepsilon \) due to quantum excitation in the tunneling barrier. Bottom: Idealized dependence of the current \( I \) on the tunneling junction in the top panel where at bias voltage \( \pm \varepsilon / e \), \( I(V) \) changes the slope due to the opening of the additional inelastic electron transport channel.](image)
Heisenberg uncertainty relation, occur. Unlike real excitations, the virtual quanta can give rise to a decrease of $\delta I/\delta V$,[22] which, occasionally, can compensate the $\delta I/\delta V$ increase due to the excitation of real quanta and, consequently, are the cause for their disappearance from the IET spectra.

Exceptions to the low change in $\delta I/\delta V$ due to vibration excitation occur when IET is resonantly enhanced.[130–135] To this end, a molecular resonance close to $E_D$ is directly involved in the tunneling process, which increases both the tunneling DOS and the electron–vibration coupling. A particularly beautiful example was previously reported for $C_{60}$ on Pb(111), where all Jahn–Teller active $H_g$ modes contribute to the IET spectrum.[132] Later, it was experimentally demonstrated that the spectral overlap of orbital and vibrational energies has a profound influence on the spectroscopic line shape of the molecular vibrational quantum.[134,135] Another mechanism leading to a strongly enhanced IETS signal is the phonon-mediated tunneling process (vide infra).

More than two decades after the first report of single-molecule IETS with an STM,[122] a wealth of vibrational spectra of single atoms and molecules adsorbed on a variety of surfaces has been published. Excellent review articles summarize these results.[136–141] In contrast, IETS of lattice vibrations has very scarcely been reported so far. Phonons of graphite,[142] Bi$_2$Sr$_2$CaCu$_2$O$_8$,[143] Au(111),[144,145] Ag(100),[146] thin Pb films on Cu(111)[147] and Cu(110)[148] were previously measured using STM-IETS. Only recently, a theoretical work has described the STM-IETS of surface phonons of Cu(110) using a nonequilibrium Green’s function method.[149]

Experimentally, the most convenient way to extract $\delta I/\delta V$ or $\delta^2I/\delta V^2$ from the measured $I$–$V$ characteristics is the use of a lock-in amplifier. To this end, the bias voltage is modulated by an ac voltage $\Delta V$ with angular frequency $\omega$ and the current response of the junction is phase-sensitively detected. For $\Delta V \ll V$, the $n$th harmonic of the current response is proportional to $d^n I/\delta V^n$; that is, for $dI/\delta V$ and $d^2I/\delta V^2$ the lock-in amplifier has to be locked at $\omega$ and $2\omega$, respectively. Finite $\Delta V$ leads to the broadening of spectroscopic line shapes, which for detailed studies of IETS data has to be taken into account.[134,135,150–152] A thorough overview of the lock-in amplifier principles and applications is available.[153]

3. Results and Discussion

This section summarizes the experimental results of IETS of graphene phonons on a variety of surfaces. The most appealing common observation on the majority of surfaces is the exceptionally high spectroscopic phonon signal strength. In the model section of this paragraph, the actual signal strength observed in the IET spectra will be traced to the graphene phonon DOS, the electron–phonon coupling strength, and the graphene–electrode hybridization. Choosing graphene–surface combinations with substrates ranging from insulators via semiconductors and semimetals to metals, the hybridization can be tuned and its effect on the phonon signal strength accessed. The influence of the second electrode, the metal tip, can be scrutinized by changing the tip–surface distance from far tunneling separations to the contact range. The experimental data will likewise evidence the importance of the graphene–substrate interface for the observation of graphene phonon signatures in IETS.

3.1. Graphene on Semiconducting Surfaces

3.1.1. SiC(0001)

Monolayer and bilayer graphene on SiC(0001) exhibit a gap in $\delta I/\delta V$ spectra symmetrically positioned around zero bias voltage.[25] Its first observation was tentatively interpreted as a phonon-induced gap. Later on, the proposed phonon scenario was confirmed for graphene on $n$-doped 4H-SiC(0001)[26,27] by showing that out-of-plane acoustic phonons with energies of 16, 70, and 140meV contribute to the electron transport. The gap is particularly pronounced at surface regions where localized states are present at the graphene–SiC(0001) interface.[26,27] The localized states increase the inelastic tunneling current up to approximately one half of the elastic current. Other spectroscopy results, in contrast, do not indicate the presence of graphene phonon signatures on SiC(0001).[154,155]

More recently, a combined STM-IETS and density functional theory (DFT) study showed for graphene on $n$-doped 4H-SiC(0001) that different phonon modes contribute to the IET spectra, albeit with different signal strengths depending on the surface site at which the spectrum is recorded.[29] Low-energy (9meV) phonons were attributed to vibrations in graphene, while excitations at higher energy (24meV) were assigned to interfacial Si phonon modes.

These conflicting results concerning the absence or presence of graphene phonon signatures as well as the actual phonon mode visible in the IET spectrum may hint at the importance of the quality of the graphene–substrate interface for the presence or absence of graphene and interfacial phonon modes.

3.1.2. SiO$_2$

Monolayer graphene was exfoliated on an $\approx$300nm thick SiO$_2$ film on a strongly doped Si crystal.[30,31] This stacking enabled the gating of graphene and, thus, tunable changes in the graphene charge carrier density, i. e., in the energy of the Dirac point, $E_D$. Spectroscopy of $\delta I/\delta V$ as a function of the gate voltage led to an observation that was essential for proposing the phonon-mediated tunneling mechanism. The evolution of $E_D$ with the gate voltage revealed an offset of $E_D$ by half of the width of a $\delta I/\delta V$ gap around zero bias voltage. This observation was interpreted as the inelastic tunneling to the graphene Dirac point induced by phonon excitation with an energy matching the $E_D$ offset. Appropriate graphene phonon modes were identified as the out-of-plane acoustic phonons at $K$ and $K'$ of the graphene BZ.

The phonon-mediated tunneling mechanism works as follows. Electrons with energies smaller than $K$-point phonon energies tunnel elastically into graphene. Final states for these electrons are available at $K$ and $K'$ only. Due to the involved finite wave vector parallel to the graphene plane ($|\mathbf{K}| \approx 0.171\text{ nm}^{-1}$; Figure 1), the elastic tunneling process is exponentially suppressed.[156] However, once the threshold
energy is reached, tunneling into \( \mathbf{K} \) and \( \mathbf{K}' \) states is enhanced by the opening of an inelastic transport channel. The electron is subject to a virtual transition to the graphene unoccupied diffuse states at the BZ \( \Gamma \)-point,\(^{[157]} \) which are here denoted by \( \sigma \), and reaches the \( \pi \)-band with energy close to \( E_g \) at \( \mathbf{K} \) and \( \mathbf{K}' \) by the emission of a phonon with wave vector \( \mathbf{q} = \mathbf{K} - \mathbf{K}' \). In other words, the strong enhancement of the tunneling current is due to the mixing of the \( \sigma \)-band and the \( \pi \)-band due to an out-of-plane acoustic phonon mode at \( \mathbf{K} \) and \( \mathbf{K}' \).\(^{[158]} \)

### 3.3. Graphene on Metal Surfaces

#### 3.3.1. Ru(0001)

A first hint to graphene phonon excitation in IET with an STM was reported for epitaxially grown graphene on Ru(0001).\(^{[42]} \) The observed \( dI/dV \) gap around zero bias voltage was traced to a \( K_\sigma \) acoustic phonon (ZA phonon mode at \( K \); Figure 1) with energy \( \approx 67 \text{ meV} \). In a later report,\(^{[43]} \) signatures in IET spectra appeared at \( \pm 360 \text{ mV} \), which were attributed to the second overtone of a graphene optical phonon. Importantly, the signal strength was demonstrated to depend on the lateral position atop the moiré pattern induced by the graphene and Ru(0001) lattice mismatch. In hill regions of the moiré superstructure, the signal strength was lower than at the valley sites, which was assigned to the spatial variation of the electron–phonon interaction.

Both works\(^{[42,43]} \) report the presence of graphene phonon signatures in IET spectra. However, in one case a \( K_\sigma \) phonon\(^{[42]} \) and in the other case an optical phonon\(^{[43]} \) was reported. This inconsistent picture may be related to the different preparation of the surfaces and hints at the importance of the quality of graphene, Ru(0001), and their interface. Moreover, graphene on Ru(0001) belongs to the strong-coupling limit where the graphene–metal hybridization destroys most of the characteristic properties of graphene.\(^{[44]} \) In particular, a nearly undistorted electronic structure of free graphene that is required to drive the phonon-mediated tunneling process is not available.

#### 3.3.2. Pt(111)

Nanobubbles of graphene on Pt(111) with diameters (heights) ranging from 1 to 6 nm (0.1 to 1 nm) were prepared by Ar implantation.\(^{[36]} \) Spatially resolved \( dI/dV \) spectroscopy across a graphene bubble revealed a zero-bias gap that appeared in its most pronounced form at the very top of the highest bubbles, while it vanished on flat graphene on Pt(111). The symmetrically positioned onsets of the gap were observed at \( \pm 70 \text{ mV} \) and attributed to the excitation of \( K \)-point out-of-plane acoustic graphene phonons. In that publication,\(^{[36]} \) the exact mechanism by which the graphene–Pt interaction affects the phonon signal strength in IETS was not clarified. The reduced graphene–Pt coupling in the nanobubble region was tentatively suggested as the origin of the enhancement of the phonon signal.

#### 3.3.3. Ir(111)

Wrinkles and blisters of graphene on Ir(111) (Figure 2) represent another type of graphene nanostructures in which the graphene–metal interaction is reduced. While on flat graphene IET spectra appear virtually featureless (bottom spectrum of Figure 4), increasingly pronounced signatures are observed on the graphene blisters toward their maximum elevation (middle and top spectra).\(^{[37]} \) Peaks in \( d^2I/dV^2 \) spectra occur at experimentally extracted electron dispersion relation. Enhanced phonon signatures were not reported in that work.
±57, ±77, and ±165 mV. Using previously reported graphene dispersion branches (Figure 1), \[13,14\] these peaks were attributed to the ZA phonon at \(M\) (58 meV), the TA and ZO phonons at \(M\) (77 meV), as well as to LA, LO, and TO phonon modes covering the broad energy range between 150 and 180 meV at \(M\) and \(K\). Importantly, rather than observing a single peak at the energy of nearly degenerate ZA and ZO phonons at \(K\), as previously reported for graphene on SiO\(_2\),\[30\] a clearly split peak with maxima at 57 and 77 mV was observed in the spectra, which hints at the excitation of ZA and ZO phonons at \(M\). Apparently, the observation of \(M\)-point rather than \(K\)-point phonons in IETS is at odds with the previously suggested picture of phonon-mediated tunneling and will further be discussed in the section on modeling below.

Another important aspect that was previously not taken into account is the role of the tip in graphene phonon IETS. Figure 5a shows the evolution of IET spectra with increasing tip displacement \(\Delta z\) (bottom to top) toward graphene on Ir(111) (Figure 5b). The phonon signatures decrease with increasing \(\Delta z\) and essentially vanish at the tip–graphene contact (\(\Delta z = z_c\)). Contact is defined by the point of maximum attraction between tip and graphene, which signals a chemical bond and may readily be determined from \(I-\Delta z\) characteristics (Figure 5b), as demonstrated previously for a variety of tips and surfaces.\[159–183\] For \(\Delta z < z_c\), the exponential evolution of \(I\) differs from the one observed for \(\Delta z > z_c\), and the transition between these two ranges may be abrupt or gradual depending on the contact site.\[173\] The tip–graphene hybridization obviously has a profound effect on the IET signal strength and will be elaborated below (Section 3.4).

Graphene on Ir(111) was further used to scrutinize the impact of the graphene–substrate coupling on the IETS of...
graphene phonons. To this end, transition metal Ni as well as alkali metals Cs and Li were intercalated.[38,184] Representative STM images of the intercalated samples are depicted in Figure 6 together with an illustration of the intercalation process. The presence of the moiré superlattice guides the intercalation of the alkali metals to some extent,[184] which leads to surface structures that deviate from findings obtained for, e. g., alkali metal adsorption on metal surfaces.[185–190]

The corrugation amplitude due to the moiré pattern is largest for the Ni-intercalated sample (105 ± 3 pm), followed by Li-intercalated graphene (9 ± 1 pm). For Cs intercalation the corrugation amplitude stayed below the resolution limit. According to previous works in which the moiré pattern corrugation was identified as a measure of the graphene–substrate hybridization,[191,192] graphene is strongly coupled to the intercalated Ni film, weakly hybridized with Li, and well decoupled from intercalated Cs.

Spectra of \( g = \frac{dI}{dV} \) normalized to their value at \( V = 0 \) V, \( g(0) \), show a pronounced gap around zero bias voltage for Cs and Li, while it is featureless for Ni (Figure 7a). The gap is flanked by abrupt increases of \( g \) at ±56 and ±75 mV with a ratio \( g/g(0) \) exceeding 200% for Cs and being ≈140% for Li in case of the densely packed alkali metal films, \((2 \times 2)\) Cs and \((\sqrt{3} \times \sqrt{3})R30^\circ\) Li, respectively. It is worth mentioning that Cs and Li provide similar doping at equal coverage.[193] However, our experiments show that even on the densely packed \((\sqrt{3} \times \sqrt{3})R30^\circ\) Li film, the IETS intensity is still well below that of the \((2 \times 2)\) Cs-intercalated sample (Figure 7a). Consequently, the charge carrier density alone cannot adequately describe the graphene phonon excitation in IET, which is in disagreement with previous results,[30,31,33,34] and demonstrates the necessity of a comprehensive description. To determine the voltages of the gap onsets more reliably, Figure 7b shows the numerical derivative, \( dg/dV \), of the data presented in Figure 7a. These spectra are very similar to the spectroscopic data obtained for graphene wrinkles on Ir(111) (Figure 4) and, therefore, the peaks are attributed to ZA and ZO phonon excitation at M. As observed for the graphene wrinkles, the phonon modes become efficiently quenched in IET spectra of the intercalated samples upon decreasing the tip–graphene distance (Section 3.4).[38]
3.4. Modeling

To clearly see that modeling of graphene phonon IETS is highly desired, the discrepancies and novelties revealed by the experimental works (vide supra) are briefly summarized.

a) The observation of M-point[37,38] rather than K-point[30] phonons challenges the picture of phonon-mediated tunneling, for which the K-point \( \pi \)-bands close to \( E_F \) play the role of final states for the inelastic tunneling electron. At the M-point, suitable final states are not available.

b) The difference in IET spectra for the different intercalated metals (Figure 7)[38] requires a quantitative rationale.

c) The hybridization of graphene with the second electrode— the tip—and the resulting suppression of the phonon signals in IETS (Figure 5)[37,38] calls for an explanation.

d) Graphene on SiO\(_2\) exhibits extraordinarily high phonon signals in IETS,[40] although reports are available that contradict these results by the absence of phonon-related signatures.[40,41]

e) For graphene on SiC(0001), dI/dV data show[25–27,29] and do not show[154,155] a phonon-induced gap. In the case of the presence of phonon signatures in the spectra, the actual phonon modes contributing to dI/dV are not the same.

f) The comparison of graphene on Ru(0001) and graphene on Ir(111), Pt(111) is particularly challenging in the following sense. Graphene on Ru(0001) is a prominent example for the strong graphene–metal hybridization,[64] The characteristic graphene electronic structure is severely distorted[116,117] and, therefore, deviates appreciably from its free-standing behavior. As a consequence, the observed phonon signatures in IETS[42,43] are surprising from the perspective of the phonon-mediated tunneling process that requires the (nearly) intact graphene electronic structure. In contrast, graphene on Ir(111) and Pt(111) exhibits a weakly distorted genuine band structure.[40,143] However, phonon signatures stay below the detection limit in IETS on these surfaces. Only in case of delaminated graphene nanostructures on these surfaces strong phonon signals were reported.[36,37]

Issue (a) will be addressed by evaluating the role of the phonon DOS in IETS, while an answer to issues (b)–(f) will be provided on the basis of the graphene hybridization with the metal surface and the tip.

3.4.1. Importance of the Phonon Density of States

In a theoretical effort to understand the contribution of M-point phonons to IET spectra (point (a) of the open issues listed above), the momentum-resolved and energy-resolved spectral function \( A(q, E) \) was calculated.[37] Using a Green’s function formalism for a nearly free electron gas with energy \( E_\sigma \), it was previously shown that

\[
A(q, E) = -\pi \lambda^2 \sum_j \Theta[|E| - \hbar\omega_{j,z,k_{\sigma}}] \mathcal{N}^0(E - \text{sgn}(E)\hbar\omega_{j,z,k_{\sigma}})
\]  

(2)

where \( \lambda \) is the electron–phonon coupling parameter, \( \Theta \) the Heaviside function, \( \mathcal{N}^0(E) = \alpha E + \mu \) the nearly linear DOS of the graphene \( \pi \)-bands for energies relative to the chemical potential \( \mu \), and \( \hbar\omega_{j,z,k_{\sigma}} \) the energy of a ZA, ZO phonon branch \( j \) with wave vector \( \pm k + q \) (\( K = |1| \approx 0.171 \text{ nm}^{-1} \), Figure 1). The calculations are constrained to the out-of-plane phonon modes ZA and ZO since they dominantly contribute to the experimental spectra below 100 mV (Figures 4, 5a, and 7).

The Tersoff–Hamann model[156] simplifies the electronic structure of the tip as an s-orbital and shows that dI/dV is proportional to the sample DOS at the s-orbital center for sufficiently small bias voltage. To derive dI/dV, \( A(q, E) \) (Equation (1)) has to be weighted by the squared electron wave function \( |\Psi(q)|^2 \) and integrated over the BZ yielding the tunneling DOS

\[
A(z,E) = \int_{\text{BZ}} |\Psi_z(z)|^2 A(q, E) d^3q
\]

(3)

with dI/dV \( \propto A(z, E) \) and \( d^2I/dV^2 \propto \text{d}A(q, E)/dE \). Using \( |\Psi_z(z)|^2 \propto \exp(-kz) \) with decay constant \( k = 2k_\pi + q^2 = 2k_\pi + q^2/k_\pi \) shows that electronic states with elevated wave vector \( q \) are effectively suppressed. Therefore, the integral in Equation (3) is limited to a range \( D(F) = \{ q \in \text{BZ} : |q| = q_{\text{in}} = \sqrt{k_\pi/z} \} \) around the \( \Gamma \)-point of the BZ, that is

\[
A(z,E) = \int_{D(\Gamma)} A(q, E) d^3q
\]

(4)

Therefore, combining Equations (1)–(4) with \( E = eV \), one arrives at:

\[
\frac{dI}{dV} \propto A(z, E) \propto \lambda^2 \int \Theta[|E| - \hbar\omega] \mathcal{N}^0(E - \text{sgn}(E)\hbar\omega) \mathcal{N}^\text{th}(\hbar\omega) d\omega
\]

(5)

and

\[
\frac{d^2I}{dV^2} \propto \frac{dA(z, E)}{dE} \propto \lambda^2 \cdot \text{sgn}(E) \left[ \mathcal{N}^0(0) \mathcal{N}^\text{th}(|E|) + \int_{|E|} \mathcal{N}^\text{th}(\hbar\omega) d\omega \right]
\]

(6)

where

\[
\mathcal{N}^\text{th}(\hbar\omega) = \sum_j \int_{D(|k|)} \delta(\hbar\omega - \hbar\omega_{j,k}) d^3q
\]

(7)

\( \{ D(|K|) = \{ \pm k + q \in \text{BZ} : |q| = q_{\text{in}} \} \) is the effective graphene phonon DOS.

Figure 8 summarizes the calculated results for \( A(z, E) \) (Figure 8a) and \( dA(z, E)/dE \) (Figure 8b). The parameters used for the calculations are marked in the out-of-plane phonon branches in the nearest-neighbor approximation[199] with force constants adjusted to qualitatively reproduce the dispersion branches between M and K. The A(z, E) curves appear with a gap around
phonon-mediated tunneling mechanism. However, these results were obtained for free-standing graphene with its intact characteristic electronic structure. A further improvement in IET modeling is the consideration of the graphene–substrate and graphene–tip hybridization, which will be discussed next.

3.4.2. Branching of the Tunneling Current into Elastic and Inelastic Transport Channels

While the details of the density functional and nonequilibrium Green’s function calculations were discussed in extenso in the original publication, a simplified two-level model (Figure 9) that illustrates the more complex simulations is reported here. At the heart of the transport calculations is a three-terminal setup, in which the conventional two-terminal setup consisting of tip and substrate is extended by a third terminal that collects electrons propagating in graphene alone. The third terminal reflects graphene self-energies that replace the periodic boundary conditions in the two-terminal configuration by open boundary conditions in one graphene direction. The calculations consider the first unoccupied band $\sigma$ of graphene with energy $E_\sigma$ at $\Gamma$ and a graphene $\pi$-state with energy $E_\pi$ at $\mathbf{K}$. The coupling of these states to the metal substrate is modeled by inverse lifetimes, $\Gamma_\sigma$ and $\Gamma_\pi$, where $\Gamma_\sigma > \Gamma_\pi$ due to the long range of $\sigma$. Additionally, the $\sigma$-state is coupled to the tip with $\Gamma_t$. Electrons injected from the tip into $\sigma$ can either directly continue to the substrate, which constitutes the elastic transport.

The dips between the IETS peaks may be understood from $N^\text{ph}(\hbar\omega)$, too. Around $\mathbf{K}$ and $\mathbf{K}'$, the ZA and ZO phonon dispersion is linear and exhibits a conical point at $\pm 65$ meV leading to the $v$-shaped minimum in $N^\text{ph}(\hbar\omega)$ and to the dips in the IETS signals.

The discussed results nicely show the importance of a high phonon DOS for the presence of elevated graphene phonon signals in IET spectra. It complements the originally proposed
channel, or take the detour via \( \pi \) through electron–phonon coupling with strength \( \lambda \). In this inelastic transport channel, a phonon with energy \( \hbar \Omega \) is excited. For \( \hbar \Omega \ll \Gamma_\sigma \) in the lowest-order expansion of the electron–phonon coupling and in the wide-band approximation,\(^{197,198}\) the relative conductance increase due to phonon excitation can be expressed as\(^{38}\)

\[
\frac{\Delta g}{g(0)} = \frac{g - g(0)}{g(0)} = \frac{4 \lambda^2}{\Gamma_\pi} \left( \frac{1}{\Gamma_\sigma} + \frac{1}{\Gamma_\pi} \right)
\]  

(8)

In the tunneling range, \( \Gamma_\pi \gg \Gamma_\sigma \), Equation (8) may further be simplified to

\[
\frac{\Delta g}{g(0)} = \frac{4 \lambda^2}{\Gamma_\pi \Gamma_\sigma}
\]  

(9)

Consequently, for similar \( \Gamma_\sigma \) and comparable \( \lambda \), the IETS signal is controlled by \( \Gamma_\pi \).

Can Equations (8) and (9) in principle be used to rationalize the aforementioned issues (b)–(f)?

The success of the simulations is demonstrated in Figure 10, where calculated \( g/g(0) \) is plotted as a function of the bias voltage. The three-terminal model can qualitatively reproduce the experimental findings. Quantitatively, the same order of magnitude for the phonon-induced changes in \( g/g(0) \) is obtained, although they exceed the experimental values. In addition, several phonon excitations are visible in the \( g/g(0) \) calculations. The contributing phonon modes in the simulations are similar to the out-of-plane bands at M and K, but the breaking of symmetry by the substrate also yields contributions shifted away from these. Figure 10 (bottom curve) shows that the conventional two-terminal setup fails in describing the experimental data. Even for the Cs case where the strongest phonon signatures would be expected according to the experiments, inelastic features vanish. Therefore, the branching of the current into the metal substrate and the continuum of graphene states is important to explain the strong phonon signals.

A reduced coupling \( \Gamma_\pi \) between graphene and the substrate corresponds to a longer lifetime of the \( \pi \)-state, which entails a stronger interaction with graphene phonons and, therefore, enhances the IET signals. This indicates that graphene on the Cs-intercalated samples is less hybridized with the metal than on Li-intercalated samples, which is consistent with the essentially vanishing moiré corrugation of graphene atop the Cs film (Figure 5). In the case of Ni intercalation, the graphene \( \pi \)-bands are strongly hybridized with Ni 3d-bands,\(^{192}\) which in the simple model is reflected by a large \( \Gamma_\pi \). Consequently, the interaction of the \( \pi \)-state with graphene phonons is reduced and renders the inelastic transport channel inefficient. The current, therefore, flows directly into the bulk of the metal substrate via the elastic transport channel. Concomitantly, the phonon signatures disappear from the dI/dV spectra.

Therefore, issue (b) is well described by the different magnitudes of \( \Gamma_\pi \) in the cases of Cs, Li, and Ni intercalants. The developed model can likewise explain the extraordinarily high IET phonon signals observed from graphene on insulating and semiconducting surfaces,\(^{25,30,31,33,34}\) graphene blisters on Pt(111),\(^{36}\) and Ir(111).\(^{37}\) In these cases, \( \Gamma_\sigma \) is reduced, too, due to the low hybridization with substrate states at the Fermi level. This scenario yields \( \Gamma_\alpha = \Gamma_\pi = \Gamma_\sigma \) (Equation (8)), which combines efficient inelastic transport with a small elastic current and leads to exceptionally large IET signals.

Not only the impact of the graphene–substrate coupling on the graphene phonon IETS signal strength may be described by the model; from Equations (8) and (9), the influence of the tip coupling \( \Gamma_t \) may be examined as well (issue (c) of the open issues). Experimentally, the relative increase of dI/dV due to phonon excitation is lowered with increasing junction conductance from tunneling to contact ranges, as shown for graphene nanobubbles on Ir(111) (Figure 5a) and for graphene on Ir(111) intercalated by Cs (Figure 11a) and Li (Figure 11b). The experimentally observed trends for varying junction conductance are well captured by the simulations (Figure 11c). The phonon-induced gap becomes shallower with increasing junction conductance. At contact (topmost data sets in Figures 5a and 11a–c), the IET signatures of graphene phonons have essentially disappeared.

The observed quenching of \( \Delta g/g(0) \) upon tip approach in the experiments as well as in the calculations indicates the dominating role of \( \Gamma_\pi \). First, \( \Gamma_\pi \) increases with tip approach due to the increased van der Waals interaction between tip and graphene.\(^{199,200}\) Second, according to the model (Figure 9), a larger \( \Gamma_\pi \) enhances both the elastic and inelastic transport channel. Since \( \Gamma_\sigma > \Gamma_\pi \gg \hbar \Omega \), the elastic channel is dominant and the ratio of inelastic and elastic currents decreases, and so does \( \Delta g/g(0) \) (Equation (8)). An additional effect leading to the enhancement of both tunneling channels is the gradual lifting of the momentum conservation due to the local symmetry.

Figure 10. Calculated \( g/g(0) \) for graphene on Ir(111) intercalated by (2 × 2) Cs and (\( \sqrt{3} \times \sqrt{3} \))R30° Li superlattices in the three-terminal setup. In the conventional two-terminal approach (calculated for Cs, bottom curve), IET signals are virtually absent. Reproduced with permission.\(^{38}\) Copyright 2018, American Chemical Society.
breaking by the approaching tip.[28] Indeed, the contribution of the graphene terminal to the total conductance rapidly rises (Figure 11d). Close to contact, many phonon modes from different regions of the BZ may contribute,[37] which lowers the resolution of distinct phonon signatures in the IETS.

The occasional absence of phonon spectroscopic signatures in $dI/dV$ spectra obtained for exfoliated graphene on SiO$_2$[40,41] (issue (d)) may be explained by larger values of $\Gamma_\sigma$. Indeed, the graphene–SiO$_2$ interface is characterized by charged impurities and single-electron charging effects giving rise to a substantial disorder potential.[41] The concomitant breaking of the graphene symmetry in weak-disorder systems leads to $\Gamma_\sigma$ dominating $\Gamma_\pi$.[201] For graphene on SiC(0001), a combination of STM experiments and ab initio calculations showed that the substitution of C by N atoms leads to an enhancement of the elastic electron transport at the N sites due to symmetry breaking.[28] As a consequence, the phonon-mediated inelastic tunneling channel that leads to clear phonon signals in IETS at C sites is inefficient at the N-doped sites. A similar argument was used previously to explain the absence of graphene phonon signals when the STM tip contacts the graphene sheet.[37]

Issues (e) and (f) of the list require further spatially resolved spectroscopies in order to establish a clear-cut relation to the three-terminal model.

For SiC(0001), it was demonstrated that interface states between the C buffer layer and the SiC surface lead to a spatial variation of $dI/dV$ spectra.[154] These interface states result from C dangling bonds of the buffer layer and Si dangling bonds of the SiC substrate with energies matching the graphene phonon energies.[75] At first sight, the localized interface states may be responsible to enhance the elastic transport channel. The concomitantly increased $\Gamma_\sigma$ would effectively suppress graphene phonon signatures in IET spectra. However, according to previous findings,[26,27] the graphene phonons are strongly coupled to the localized interface states, which may be translated into a high electron–phonon coupling parameter in the three-terminal model discussed here.[38] A similar line of argument is followed to explain the observation of locally varying phonon-induced gap widths in IET spectra of graphene on SiC(0001).[29] These variations were previously attributed to the presence or absence of the dangling bond at the interfacial Si atom.[29] At present it remains unclear why different phonon modes were reported in these works.[26,27,29]

The observation of graphene phonons on graphene-covered Ru(0001) in IETS at the same time with featureless IET spectra of graphene on Ir(111) and Pt(111)—issue (f) of the list—is more difficult to explain on the basis of Equations (8) and (9). At the time of writing this review article, only preliminary explanations can be provided. Graphene phonons on Ru(0001) appear in IET spectra with spatial variations, which was previously attributed to a site-dependent electron–phonon interaction.[43] Density functional calculations showed that C–Ru chemical

**Figure 11.** Experimental and calculated IET spectra depending on the tip–graphene distance. a) Experimental $dI/dV$ spectra of Cs-intercalated graphene for increasing (bottom to top) junction conductance showing the progressive quenching of the graphene phonon gap. b) Same as (a) for Li. c) Simulated $dI/dV$ spectra of Cs-intercalated graphene in the three-terminal model for junction conductances of 0.004$G_0$, 0.02$G_0$, 0.1$G_0$, and 0.6$G_0$ (bottom to top). d) Relative contribution ($g_{Gr}/g$) of the graphene terminal to the total calculated differential conductance $g$ for junction conductances as in (c). Reproduced with permission.[38] Copyright 2018, American Chemical Society.
bonds are restricted to the (geometric) minima of the corrugated graphene lattice, while the maxima reflect the absence of chemical bonds.[64] The spatial variations in the chemical bond strengths entail a site-dependent coupling parameter \( \Gamma_{\sigma} \), which may be responsible for the alternating weak and strong signals of graphene phonons in IETS.

The absence of phonon signatures on graphene-covered Ir(111) and Pt(111) surfaces may be rationalized in terms of a dominating elastic electron transport channel due to the presence of surface resonances in the center of the BZ. Using \( dI/dV \) spectroscopy and density functional calculations, it was previously demonstrated that a hole-like surface resonance of clean Ir(111) with energy \(-0.35\) eV below \( E_F \) is subject to a shift to \(-0.16\) eV for graphene-covered Ir(111).[202] Importantly, the gradual appearance of the phonon-induced gap in spatially resolved \( dI/dV \) spectra acquired atop increasing elevations of graphene wrinkles and blisters is accompanied by the gradual disappearance of the surface resonance.[37] In other words, tunneling through graphene \( \pi \)-states and emission of phonons becomes progressively dominant at the expense of the elastic transport channel. While similar data have not been available for graphene on Pt(111) to date, an akin picture may hold owing to the presence of a surface resonance close to \( E_F \) at the BZ center.[203–205]

3.5. Perspective

Phonon signals of graphene appear in spectroscopy of \( dI/dV \) with exceptionally high signal strength. The phonon-mediated tunneling mechanism explains this observation on the basis of a sufficiently preserved genuine electronic structure of graphene, which requires a gap at \( \Gamma \) and some finite DOS at and close to \( K \) of the BZ. An extension of the phonon-mediated tunneling picture is required in order to rationalize the presence of phonon spectroscopic signatures with wave vectors deviating from \( K \) and to explain the variety of signal strengths observed from graphene on different surfaces. The former task is addressed by including band mixing due to graphene lattice distortions and the phonon DOS in the description of IETS, while the latter is well captured by considering the graphene–electrode hybridization. With these tools at hand—phonon-mediated tunneling, band mixing, phonon DOS, and graphene–electrode coupling—available graphene phonon IETS data can be described. It will be interesting to apply these tools to stacked graphene sheets and a possible dependence of the graphene phonon signatures in IETS on the twist angle and the local atomic environment defined by the moiré superlattice. Moreover, the presented approach to modeling IETS is likely to apply to other Dirac materials, where quasiparticles with linear dispersion at the BZ corners are coupled through band mixing to higher-energy excitations at the BZ center.

4. Summary and Concluding Remarks

The present work has reviewed the state of the art in STM-IETS of graphene phonons. A variety of substrate surfaces hosting graphene, semiconductor, and semimetal as well as metal surfaces, give rise to enhanced phonon signals in IET spectra. The enhancement is due to a phonon-mediated tunneling process[90] that involves phonons with a sufficiently high DOS.[11] Moreover, the electronic (covalent) coupling of tip and sample to graphene \( \sigma \)-bands and \( \pi \)-bands regulates the current branching across the tunneling junction into elastic and inelastic transport channels, which can explain the observed different extents of enhancements.[38]

The experimental and theoretical findings presented in this work likewise shed light onto the notion of electronic decoupling, which is generally used to characterize the extent of hybridization of an adsorbate with the hosting substrate. The weak hybridization is often attributed to the submolecular resolution in STM images of adsorbed molecules,[206–210] the occurrence of electronic states,[211–219] vibrational quanta,[220–224] and fluorescence photons[225–237] with particularly sharp spectroscopic line shapes. In the case of graphene, the results summarized here are able to provide a more precise and quantitative description of the hybridization. The graphene coupling to the substrate (tip) is characterized by inverse lifetimes \( \Gamma_\sigma \) and \( \Gamma_\pi \) \((\Gamma_\ell)\), which together with the electron–phonon coupling parameter \( \delta \) determine the change in \( dI/dV \) due to phonon excitation. In particular, weak IET phonon signals are not necessarily related to a strong graphene–substrate coupling; an elevated graphene–tip hybridization or a reduced electron–phonon interaction may as well be the reason.

The combination of IETS data obtained from graphene intercalated by alkali metals with simulations may explain why the predicted Bardeen–Cooper–Schrieffer energy gap[238] has not been observed in spectroscopy of \( dI/dV \). Superconductivity of graphene decorated with Li was previously predicted to set in below a critical temperature of 8.1 K,[238] which is expected to give rise to a superconducting energy gap that would be discernible in \( dI/dV \) spectroscopy at an experimental temperature of 5 K. The observation of a pronounced phonon gap rather than the predicted superconductor gap may be rationalized as follows. Spectroscopy of \( dI/dV \) probes the tunneling DOS, which in case of a dominant inelastic transport channel shows quantum excitations and suppresses the sheer electronic sample DOS.

Similar phonon enhancement effects have been observed for bilayer graphene[229] and it will be interesting to see the impact of the twist angle on the phonon signal strength in IETS. The rotation angle between the C lattices of top and bottom graphene sheets was previously demonstrated to profoundly impact the electronic structure,[240] which may give rise to modifications in the elastic and inelastic transport channels. Heterogeneous stacking, e. g., graphene on hexagonal boron nitride, are similarly interesting in that respect.
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