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57 ABSTRACT

An ultrasound imaging system includes an image processor
and a velocity processor configured to process beamformed
ultrasound data representing structure flowing through a
tubular object and generate, respectively, an image indica-
tive of the tubular object and vector flow imaging data
indicative of the structure flowing through the tubular
object. The system further includes a segmentation proces-
sor configured to segment the tubular object from the image
based on a combination of both the vector flow imaging data
and the image, wherein a resulting segmentation extends
from wall-to-wall of the tubular object. The system further
includes a display configured to display the image with the
segmentation and the vector flow imaging data superim-
posed thereover, with the vector flow imaging data extend-
ing from wall-to-wall within the tubular object. The system
further includes the automatic computation of largest vessel
diameter (Dmax), and/or quantitative flow measures such as
Peak systolic velocity (PSV) and/or volume flow.

21 Claims, 7 Drawing Sheets
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WALL-TO-WALL VESSEL SEGMENTATION
IN US IMAGING USING A COMBINATION
OF VFI DATA AND US IMAGING DATA

TECHNICAL FIELD

The following generally relates to ultrasound (US) imag-
ing and more particularly to segmenting a vessel, wall-to-
wall, in an ultrasound B-mode image/volume using a com-
bination of 2-D/3-D velocity flow imaging (VFI) data and
the ultrasound B-mode image/volume.

BACKGROUND

Velocity flow imaging enables angle independent visual-
ization of blood flow, allowing clinicians to visualize and
estimate direction and velocity of blood flow in all directions
and at any angle. However, today’s commercial ultrasound
scanners are not able to produce a wall-to-wall delineation
of a vessel and present it simultaneously with VFI data
superimposed within the entire vessel. FIG. 1 shows a prior
art example in which VFI data 102 (the region approxi-
mately between dotted straight lines) for a region of interest
104 does not extend to the true walls 106 and 108 (approxi-
mated through the dashed straight lines) of a sub-portion 110
of a vessel 112 represented in a B-mode image 114. In this
example, regions 116 and 118 between the dashed and dotted
lines represent regions in the vessel sub-portion 110 without
VFI data.

Furthermore, to obtain the full view of the velocities in the
cardiac cycle, clinicians have to manually change param-
eters such as the pulse repetition frequency (PRF) when
examining different magnitudes of velocities. For example,
during systole, when higher velocities are present, a higher
PRF is needed in order to estimate the right velocities. If the
PRF is set too low, aliasing will occur as the blood scatterers
are moving too fast to be detected. Unfortunately, it can be
a troublesome maneuver to change back and forth between
different PRF’s at least since the full velocity range cannot
be displayed simultaneously. As a consequence, clinicians
typically select a static range. However, blood flow outside
of the range can contain artifact and/or not even be detected.
Unfortunately, this can lead to a misdiagnosis.

Furthermore, the clinician has to manually approximate,
e.g., through visual inspection of the B-mode image 114, the
location of the vessel walls to place a flow measurement line
120 along a cross-section of the vessel sub-portion 110 from
one wall to the other wall for velocity flow measurements.
However, this process can be tedious at least since the vessel
walls 106 and 108 of the vessel sub-portion 110 are not
clearly defined in the B-mode image 114. As a result, the
velocity flow measurements may be taken using a part of the
vessel sub-portion 110, where no VFI data is present (e.g.,
regions 116 and/or 118), and/or part of the anatomy outside
of the vessel sub-portion 110 (e.g., non-vessel anatomy).
Unfortunately, this may lead to erroneous and/or inaccurate
flow measurements.

SUMMARY

Aspects of the application address the above matters, and
others.

In one aspect, an ultrasound imaging system includes an
image processor configured to process beamformed ultra-
sound data representing structure flowing through a tubular
object and generate an image indicative of the tubular object
based thereon. The ultrasound imaging system further
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includes a velocity processor configured to process the
beamformed ultrasound data and generate vector flow imag-
ing data indicative of the structure flowing through the
tubular object based thereon. The vector flow imaging data
includes at least an axial velocity component signal and one
or more transverse velocity components indicating a direc-
tion and a speed of the structure flowing through the tubular
object. The ultrasound imaging system further includes a
segmentation processor configured to segment the tubular
object from the image based on a combination of both the
vector flow imaging data and the image, wherein a resulting
segmentation extends from wall-to-wall of the tubular
object. The ultrasound imaging system further includes a
display configured to display the image with the segmenta-
tion and the vector flow imaging data superimposed there-
over, with the vector flow imaging data extending from
wall-to-wall within the tubular object.

In another aspect, a method includes generating an image
indicative of a tubular object from beamformed ultrasound
data representing structure flowing through the tubular
object. The method further includes generating vector flow
imaging data indicative of the structure flowing through the
tubular object from beamformed ultrasound. The vector flow
imaging data includes at least an axial velocity component
signal and one or more transverse velocity components
indicating a direction and a speed of the structure flowing
through the tubular object. The method further includes
generating a wall-to-wall segmentation of the tubular object
from the image with a combination of the vector flow
imaging data and the image. The method further includes
visually presenting the image with the segmentation and the
vector flow imaging data superimposed thereover, with the
vector flow imaging data extending from wall-to-wall within
the tubular object.

In another aspect, a computer readable storage medium is
encoded with computer readable instructions. The computer
readable instructions, when executed by a processor, causes
the processor to: construct an image indicative of a tubular
object from beamformed ultrasound data representing struc-
ture flowing through the tubular object, estimate vector flow
imaging data indicative of the structure flowing through the
tubular object from beamformed ultrasound, wherein the
vector flow imaging data includes at least an axial velocity
component signal and one or more transverse velocity
components indicating a direction and a speed of the struc-
ture flowing through the tubular object, compute a wall-to-
wall segmentation of the tubular object from the image with
a combination of the vector flow imaging data and the
image, and display the image with the segmentation and the
vector flow imaging data superimposed thereover, with the
vector flow imaging data extending from wall-to-wall within
the tubular object.

Those skilled in the art will recognize still other aspects
of the present application upon reading and understanding
the attached description.

BRIEF DESCRIPTION OF THE DRAWINGS

The application is illustrated by way of example and not
limited by the figures of the accompanying drawings, in
which like references indicate similar elements and in
which:

FIG. 1 illustrates an example prior art B-mode image with
VFI data superimposed thereover;

FIG. 2 schematically illustrates an example ultrasound
imaging system in accordance with an embodiment
described herein;
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FIG. 3 illustrates an example B-mode image with seg-
mented vessel walls, wall-to-wall, (segmented based on a
combination VFI data and the B-mode image) and VFI data
superimposed thereover;

FIG. 4 illustrates another example B-mode image with
segmented vessel walls, wall-to-wall, (segmented based on
a combination VFI data and the B-mode image) superim-
posed thereover;

FIG. 5 illustrates another example B-mode with seg-
mented vessel walls, wall-to-wall, (segmented based on a
combination VFI data and the B-mode image) superimposed
thereover;

FIG. 6 illustrates an example segmentation algorithm
based on a combination VFI data and a B-mode image;

FIGS. 7-10 illustrate examples of the segmentation for a
first step of the segmentation algorithm of FIG. 6;

FIGS. 11 and 12 illustrate examples of the segmentation
for a second step of the segmentation algorithm of FIG. 6;

FIG. 13 illustrates an example of the segmentation for a
third step of the segmentation algorithm of FIG. 6; and

FIG. 14 illustrates an example segmentation method in
accordance with an embodiment described herein.

DETAILED DESCRIPTION

The following describes an approach that combines VFI
data and B-mode imaging to create a wall-to-wall segmen-
tation of walls of a blood vessel represented in a B-mode
image or volume. The segmentation can be utilized at least
for adaptively adjusting/optimizing a PRF and/or echo can-
celling during imaging based on the flow rate determined
with the VFI data and the wall-to-wall segmentation and/or
determine flow measurements such as peak systolic velocity
(PSV), a largest vessel diameter (Dmax), volume flow, etc.
based on the VFI data and the wall-to-wall segmentation.
For sake of brevity and clarity, the terms “image” and
“region” also encompasses the term “volume” herein.

FIG. 2 schematically illustrates an example ultrasound
imaging system 200. A transducer array 202 includes one or
more transducer elements 204, which are configured to
transmit ultrasound signals. The one or more transducer
elements 204 are also configured to receive echo signals and
generate electrical signals indicative thereof. The echo sig-
nals are produced in response to an interaction between the
ultrasound signals and the structure (e.g., flowing blood
cells, organ cells, etc.).

The transducer array 202 can be a one or two-dimensional
(1-D or 2-D) array. Examples of 1-D arrays include arrays
with 8, 16, 32, 64, 96, 128, 512, and/or other number of
elements. Examples of 2-D arrays include square, rectangu-
lar, circular, row-column, irregular, and/or other arrays. The
transducer array 202 can be linear, curved, phased, and/or
other array. The transducer array 202 can be fully populated
or sparse and/or a combination thereof.

Transmit circuitry 206 generates a set of pulses that are
conveyed to the transducer array 202. The set of pulses
excites a set of the transducer elements 204, which causes
the elements 204 to emit ultrasound signals, optionally with
an adaptively determined PRF, which is estimated from a
wall-to-wall segmentation of a vessel. Receive circuitry 208
receives the electrical signals. The receive circuitry 208 may
amplify, filter, convert analog signals to digital signals, etc.
The transducer array 202 may have separate transmit and
receive elements, and/or a switch may switch between the
transmit and receive circuitry 206 and 208.

A beamformer 210 beamforms the signals by applying
time delays to signals, weighting signals, summing delayed
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and weighted signals, and/or otherwise beamforming
received signals, creating a beam of RF data. For VFI, the
beamformer 210 produces ultrasound data to estimate an
axial velocity component, which extends along a direction
of a propagating beam, and at least one transverse velocity
component, which extends transverse to the axial velocity
component. This may include applying echo cancellation to
the beamformed data, where the echo cancellation is option-
ally optimized based on a wall-to-wall segmentation of a
vessel.

An image processor 212 processes the beamformed data
and generates an image/volume. For B-mode imaging, this
may include, e.g., envelope detection, log-compression,
and/or other processing. The image processor 212 may also
process scan-lines to lower speckle and/or improve specular
reflector delineation, and/or perform other processing such
as finite impulse response “FIR” and/or infinite impulse
response “IIR” filtering, etc.

A velocity processor 214 processes the pre-processed data
and generates VFI data. This includes generating the axial
and the one or more transverse velocity components. These
velocity components indicate a direction and a speed of
flowing structure. Example of determining such components
are described in U.S. Pat. No. 6,859,659 B1, filed on Nov.
9, 2001, and entitled “Estimation of Vector Velocity,” and
application Ser. No. 14/350,500, publication number US
2014/0257103 Al, filed on Apr. 8, 2014, and entitled “Three
Dimensional (3D) Transverse Oscillation Vector Velocity
Ultrasound Imaging,” both of which are incorporated herein
by reference in their entireties. Other approaches are also
contemplated herein.

A segmentation processor 216 receives both the VFI data
and B-mode image/volume. The segmentation processor
216 creates an accurate wall-to-wall segmentation of walls
of'a blood vessel represented in the B-mode image/volume.
As described in greater detail below, this includes generating
a marker image/volume from 2-D/3-D VFI information,
using the marker image/volume with a marker-controlled
region/volume growing algorithm to delineate the vessel
boundaries in the B-mode image/volume, rejecting non-
vessel structure, and implementing an inter-frame co-regis-
tration of segmentations to make sure that vessels segmented
in each frame are in correspondence with the same vessels
segmented in neighboring frames in the sequence.

Briefly turning to FIG. 3, a B-mode image 302 with a user
identified region of interest 304 within which VFI data 306
is superimposed over a sub-portion 308 of a vessel 310,
within the sub-portion 308 between vessel walls 312 and
314, is illustrated. Using the segmentation approach
described herein, the vessel walls 312 and 314 are accurately
segmented, wall-to-wall, based on the combination of the
VFI data and B-mode image. In the prior art approach in
FIG. 1, without the wall-to-wall delineation described
herein, the user has to visually estimate where the vessel
walls are, and the superimposed VFI data does not track well
to the actual vessel walls 106 and 108 and thus is not
available for regions close to the vessel walls for measure-
ment purposes such that velocities are not displayed for
those regions.

Returning to FIG. 2, an operating parameter processor
218 receives the segmented vessel walls as an input. In one
instance, the operating parameter processor 218 estimates a
PRF based on the segmented vessel walls. Operating param-
eters 230 include the operating PRF which can then be
adaptively adjusted to the estimated PRF for further imag-
ing. In general, the operating PRF is adapted based on the
vessel delineation without need for manual adjustment by
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the user, although the user can manually adjust the PRF if
desired. The auto adjustment includes a PRF optimized for
full visualization of the velocities in the cardiac cycle. For
example, the estimated PRF ensures that during systole,
when higher velocities are present, a higher PRF is utilized,
and during diastole, a lower PRF is utilized. By using the
estimated PRF, the generated VFI mask (discussed below)
will have the closest boundaries relative to the automated
segmentation. In another instance, echo cancelling can be
automatically tuned so that it yields the biggest correlation
with the segmentation. The optimal echo cancelling occurs
when the VFI mask is the closest match to the mask
generated from the segmentation procedure.

A measurement processor 220 also receives the seg-
mented vessel walls as an input. The measurement processor
220 processes the segmented vessel walls to extract certain
features, and then determines one or more measurements
from these features. For an automated PSV measurement,
the measurement processor 220 determines PSV along a line
along a cross section of the vessel based on the delineated
vessel of the segmentation. In FIG. 3, with the accurate
identification of the vessel walls 310 and 314, the measure-
ment processor 220 can identify a path 316 from wall to
wall, perpendicular to each wall, and compute a PSV 318
along the path 316. In FIG. 1, without the vessel delineation
from the segmentation, the user has to manually place the
path or flow measurement line 120 without the segmenta-
tion, which may lead to a less accurate PSV measurement.

Returning to FIG. 2, for an automated largest vessel
diameter measurement for abdominal aortic aneurysms
assessment, the measurement processor 220 computes a
maximum diameter of the vessel during a cardiac cycle
using the accurate vessel wall delineation of the segmenta-
tion. For example, in FIG. 3, the measurement processor 220
can determine a diameter for the wall-to-wall path 316 by a
length of the path 316. In one instance, this enables clini-
cians to use VFI to automatically diagnose the aneurysms
while scanning the vessel, without performing manual mea-
surement on the scans. For abdominal aortic aneurysms
assessment, a focal dilatation in an artery, with at least a 50%
increase of its normal diameter, is defined as an aneurysm.
An enlargement larger than three centimeters (3 cm) of the
abdominal aorta, even if asymptomatic, has been considered
in the literature to be an abdominal aortic aneurysm.

Returning to FIG. 2, the measurement processor 220 is
also configured to estimate volume flow using the vessel
wall delineation of the segmentation by automatically select-
ing vessel cross-sections (316, 320, 322, etc.) between the
segmented walls for computing the volume flow in VFI.
Volume flow quantifies the flow and characterizes the vessel,
and the reliability of this measure depends on the estimated
vessel diameter. In FIG. 3, with the accurate identification of
the vessel walls 310 and 314, the VFI data extends from
wall-to-wall (the entire vessel region), and velocities can be
computed for the entire vessel sub-portion 308. As such, the
approach described herein enables correct estimation of the
volume flow, and computes volume flow without manual
intervention of user.

Returning to FIG. 2, a rendering engine 222 receives the
B-mode image/volume, the VFI data, the segmentation, and,
if take, the measurement(s) and displays, via a display 224
and/or other display, one or more of the B-mode image/
volume, the VFI data, the segmentation, and/or the mea-
surement(s). For example, the rendering engine 222 can
display only the B-mode image/volume, the B-mode image/
volume with the VFI data superimposed thereover, the
B-mode image/volume with the segmented vessel wall
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superimposed thereover the B-mode image/volume with the
VFI data and segmented vessel wall superimposed there-
over, the B-mode image/volume with the VFI data, seg-
mented vessel wall, and measurement superimposed there-
over, etc. FIGS. 4 and 5 show examples of B-mode images
402 and 502 with wall-to-wall segmentation of vessels 404
and 504 superimposed thereover.

Returning to FIG. 2, a user interface 226 includes one or
more input devices (e.g., a button, a knob, a slider, a touch
pad, a mouse, a trackball, a touch screen, etc.) and/or one or
more output devices (e.g., a display screen, a light, an audio
generator, etc.), which allow for interaction between a user
and the ultrasound imaging system 200. A controller 228
controls one or more of the components 202, 204, 206, 208,
210, 212, 214, 216, 218, 220 and 222, e.g., based on one or
more modes of operation (e.g., VFI+B-mode, measurement
mode, auto PRF, echo cancelation, etc.). In one instance, this
includes adjusting the operating PRF based on the PRF
estimated by the operating parameter processor 218 and/or
a signal from the user interface 226 adjusting the PRF,
optimizing echo cancelling based on the segmentation, etc.

One or more of the beamformer 210, the image processor
212, the velocity processor 214, the segmentation processor
216, the operating parameter processor 218, the measure-
ment processor 220 and/or other component(s) can be imple-
mented via one or more processors (e.g., a central processing
unit CPU, a microprocessor, a controller, a graphics pro-
cessing unit GPU, etc.) executing one or more computer
readable instructions encoded or embedded on computer
readable storage medium (which excludes transitory
medium) such as physical memory or other non-transitory
medium. Additionally or alternatively, at least one of the
instructions can be carried by a carrier wave, a signal, or
other transitory medium.

It is to be understood that the ultrasound imaging system
200 can be part of a portable system on a stand with wheels,
a system residing on a tabletop, and/or other system in which
the transducer array 202 is housed and mechanically sup-
ported in a probe or the like and one or more of the other
components (e.g., one or more of the components 206, 208,
210, 212, 214, 216, 218, 220, 222, 224, 226, 228 and 230)
are housed and mechanically supported in a console, which
is separate from the probe. The display 224 may or may not
be part of the console. In another instance, the transducer
array 202 and one or more of the other components are
housed and/or mechanically supported within a single enclo-
sure hand-held ultrasound scanning device.

In a variation, at least one of the operating parameter
processor 218 or the measurement processor 220 is omitted.

As briefly discussed above, the segmentation processor
216 processes the VFI flow data and the B-mode image/
volume and creates a wall-to-wall segmentation for a blood
vessel. FIG. 6 illustrates an example segmentation algorithm
in connection with 2-D VFI data and a 2-D B-mode image.
However, it is to be understood that one skilled in the art
would know how to adjust the algorithm without undue
experimentation for 3-D VFI data and a 3-D B-mode volume
to generate a marker volume and use this maker volume in
a volume growing algorithm with respect to the B-mode
volume to delineate vessel boundaries in 3-D. Generally, the
segmentation of FIG. 6 can be divided into the below
described four distinct steps.

1) Step 1 (602): Generating a Marker-Image.

With reference to FIGS. 2 and 6-10, the segmentation
processor 216 detects inner markers and outer markers. The
segmentation processor 216 detects inner markers using
gray scale skeletonization of the VFI data. In one instance,
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the flow data are absolute velocities of VFI estimates. The
skeletonization process extracts a center-line of the flow data
that also indicates locations inside the vessel boundary. The
skeletonization starts by computing a distance transform 800
(FIG. 8) of an inverted binary mask of VFI data 700 (FIG.
7).

Ridge lines 900 on the distance transform 800 are
extracted as a centerline 902 of the flow data (FIG. 9). The
centerline 902 is the inner marker.

The segmentation processor 216 detects outer markers
using the B-mode image. Strong specular regions are
extracted from the B-mode image and used as an indication
of regions outside the vessels. For this purpose, the envelope
of the acquired scan is first computed. A cumulative histo-
gram of the intensity values is then generated. The intensity
values less than half of the maximum intensities in the
envelope are disregarded, and a mask of strong signal
regions is generated. The mask is then multiplied to a dilated
version of the VFI mask and yields an outer marker mask
1000 (FIG. 10). FIG. 11 shows a marker-image 1100 includ-
ing the outer marker mask 1000 with the centerline 902.

2) Step 1I (604): Marker-Controlled Region Growing.

With reference to FIGS. 2, 6, 11, and 12, the segmentation
processor 216 employs a marker-controlled watershed
image processing approach to delineate or segment bound-
aries of vessel-like structures bracketed by the marker-image
1100. The B-mode image is median filtered, and a watershed
segmentation of this filtered image with respect to the
marker-image yields a segmentation 1200 of the vessel-like
structures.

(FIG. 12)

3) Step III (606): Artifact Rejection.

With reference to FIGS. 2, 6 and 13, the segmentation
processor 216 reduces over-segmented regions (resulting
from the region growing), which do not belong to the vessel
regions. For this, in one instance, the segmentation proces-
sor 216 employs artifact rejection based on size, shape
and/or vascularity (e.g., using a vesselness filter such as a
Frangi filter or the like to ensure that only vessels are
retained). Basically elongated objects containing flow data
are kept in segmentation results and the rest are excluded.
Even though, the retained structures in this step are vessel-
like objects, the boundaries of vessels might have some
discrepancies to the actual vessel boundaries. FIG. 13 shows
an example image 1300 in which in which artifacts are
rejected and vessel-like structures are retained.

4) Step IV (608): Inter-Frame Co-Registration of Seg-
mentations.

Returning to FIG. 2, the segmentation processor 216
corrects the segmentation so that it follows the vessel
boundaries using an inter-frame co-registration of the seg-
mentations. To refine parts of the segmentation that does not
follow the actual vessel boundaries, a few neighboring
frames in time are considered. Segmentations of those
frames are co-registered and regions matching in at least a
sub-portion (e.g., 50% to 100%, such as 80%, 85%, etc.) of
frames are considered to be the actual vessel.

FIG. 14 illustrates an example method.

It is to be understood that the following acts are provided
for explanatory purposes and are not limiting. As such, one
or more of the acts may be omitted, one or more acts may
be added, one or more acts may occur in a different order
(including simultaneously with another act), etc.

At 1402, VFI+B-mode imaging is activated for the system
200.

At 1404, the transducer 202 is employed to scan a subject
and acquire ultrasound data of a blood vessel(s) of interest.
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At 1406, VFI data is generated with the acquired ultra-
sound data.
At 1408, a B-mode image is generated with the acquired
ultrasound data.
At 1410, a sub-portion of a blood vessel(s) in a region of
interest is segmented wall-to-wall using a combination of
the VFI data and the B-mode image, as described herein
and/or otherwise.
At 1412, the B-mode image is displayed with the seg-
mentation and the VFI data superimposed therecover within
the entirety of the sub-portion of the blood vessel between
the walls.
At 1414, at least one of the PRF or echo cancellation is
optimized based on the wall-to-wall vessel segmentation, as
described herein and/or otherwise.
At 1416, at least one measurement it made based on the
wall-to-wall vessel segmentation, as described herein and/or
otherwise.
In a variation, at least one of act 1414 or 1416 is omitted.
The methods described herein may be implemented via
one Or more processors executing one or more computer
readable instructions encoded or embodied on computer
readable storage medium such as physical memory, which
causes the one or more processors to carry out the various
acts and/or other functions and/or acts. Additionally or
alternatively, the one or more processors can execute
instructions carried by transitory medium such as a signal or
carrier wave.
The application has been described with reference to
various embodiments. Modifications and alterations will
occur to others upon reading the application. It is intended
that the invention be construed as including all such modi-
fications and alterations, including insofar as they come
within the scope of the appended claims and the equivalents
thereof.
What is claimed is:
1. An ultrasound system, comprising:
an image processor configured to process beamformed
ultrasound data representing structure flowing through
a tubular object and generate an image indicative of the
tubular object based thereon;
a velocity processor configured to process the beam-
formed ultrasound data and generate vector flow imag-
ing data indicative of the structure flowing through the
tubular object based thereon, wherein the vector flow
imaging data includes at least an axial velocity com-
ponent signal and one or more transverse velocity
components indicating a direction and a speed of the
structure flowing through the tubular object;
a segmentation processor configured to segment the tubu-
lar object from the image based on a combination of
both the vector flow imaging data and the image,
wherein a resulting segmentation extends from wall-
to-wall of the tubular object, wherein the segmentation
processor segments the tubular object by:
generating a single marker image from the vector flow
imaging data and the image by:
detecting inner markers through a gray scale skeleton-
ization of only the vector flow imaging data to
extract a center line of the vector flow imaging data
by generating a distance map of an inverse of a
velocity flow imaging binary mask and extracting
ridge lines on the distance map as the center line,
which indicates locations inside a boundary of the
tubular object;

detecting outer markers by extracting strong specular
regions, which are outside of the tubular structure,
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from the image to generate a binary mask containing
the strong specular regions and multiplying the
binary mask by a dilated version of a velocity flow
information mask to generate an outer marker mask
that highlights the strong specular regions and does
not cover an area with flow; and

combining the inner and outer markers into the single
marker image; and

a display configured to display the image with the seg-

mentation and the vector flow imaging data superim-
posed thereover, with the vector flow imaging data
extending from wall-to-wall within the tubular object.

2. The system of claim 1, wherein the segmentation
processor further segments the tubular object by:

using the marker image with a marker-controlled water-

shed image region growing algorithm to delineate
tubular object boundaries in the image;

rejecting non-tubular object structure based on at least one

of a size, a shape, an amount of flow, or a vascularity
to ensure only tubular structure is retained; and
employing an inter-frame co-registration of segmenta-
tions across frames to ensure a tubular object seg-
mented in each frame are in correspondence with a
same tubular object segmented in neighboring frames
in a sequence, wherein tubular objects matching in all
frames are considered to be the actual tubular structure.

3. The system of claim 2, wherein the segmentation
processor determines an inner marker from the vector flow
imaging data, an outer marker from only the image and the
vector flow imaging data, and combines the inner and outer
markers to produce the marker image.

4. The system of claim 3, wherein the segmentation
processor determines the inner marker by employing a gray
scale skeletonization of the vector flow imaging data,
wherein the skeletonization includes extracting a center line
of the vector flow imaging data, which indicates locations
inside the tubular object boundary.

5. The system of claim 4, wherein the segmentation
processor extracts the center line by generating a distance
map of an inverse of a velocity flow imaging binary mask,
and extracting ridge lines on the distance map as the center
line.

6. The system of claim 3, wherein the segmentation
processor determines the outer marker by extracting strong
specular regions from the image, which are considered
outside of the tubular structure.

7. The system of claim 2, wherein the segmentation
processor employs a marker-controlled watershed image
processing approach, using the marker image, to segment
boundaries of tubular-like structures located by the marker
image.

8. The system of claim 7, wherein the segmentation
processor generates a binary mask containing strong specu-
lar regions, and multiplies the binary mask by a dilated
version of a velocity flow information mask, which gener-
ates an outer marker mask that highlights the strong specular
regions and ensures the mask does not cover an area with
flow.

9. The system of claim 2, wherein the segmentation
processor rejects non-tubular object structure based on at
least one of a size, a shape, an amount of flow, and/or a
vascularity to ensure only tubular structure is retained.

10. The system of claim 1, further comprising:

an operating parameter processor configured to adaptively

adjust a pulse repetition frequency during imaging
based on the wall-to-wall segmentation.
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11. The system of claim 1, further comprising:
an operating parameter processor configured to tune echo
cancelling during imaging based on the wall-to-wall
segmentation.
12. The system of claim 1, further comprising:
a measurement processor configured to estimate a peak
systolic velocity based on the wall-to-wall segmenta-
tion.
13. The system of claim 1, further comprising:
a measurement processor configured to estimate a largest
vessel diameter based on the wall-to-wall segmenta-
tion.
14. The system of claim 1, further comprising:
a measurement processor configured to estimate a volume
flow based on the wall-to-wall segmentation.
15. A method, comprising:
generating an image indicative of a tubular object from
beamformed ultrasound data representing structure
flowing through the tubular object;
generating vector flow imaging data indicative of the
structure flowing through the tubular object from beam-
formed ultrasound, wherein the vector flow imaging
data includes at least an axial velocity component
signal and one or more transverse velocity components
indicating a direction and a speed of the structure
flowing through the tubular object;
generating a wall-to-wall segmentation of the tubular
object from the image with a combination of the vector
flow imaging data and the image by:
detecting inner markers through a gray scale skeleton-
ization of only the vector flow imaging data to
extract a center line of the vector flow imaging data
by generating a distance map of an inverse of a
velocity flow imaging binary mask and extracting
ridge lines on the distance map as the center line,
which indicates locations inside a boundary of the
tubular object;

detecting outer markers by extracting strong specular
regions, which are outside of the tubular structure,
from the image to generate a binary mask containing
the strong specular regions and multiplying the
binary mask by a dilated version of a velocity flow
information mask to generate an outer marker mask
that highlights the strong specular regions and does
not cover an area with flow; and

combining the inner and outer markers into the single
marker image; and

visually presenting the image with the segmentation and
the vector flow imaging data superimposed thereover,
with the vector flow imaging data extending from
wall-to-wall within the tubular object.

16. The method of claim 15, wherein generating a wall-

to-wall segmentation includes:

using the marker image with a marker-controlled water-
shed image region growing algorithm to delineate
tubular object boundaries in the image;

rejecting non-tubular object structure; and

employing an inter-frame co-registration of segmenta-
tions across frames to make sure that a tubular object
segmented in each frame are in correspondence with a
same tubular object segmented in neighboring frames
in a sequence.

17. The method of claim 16, wherein non-tubular object
structure is rejected based on at least one of a size, a shape,
an amount of flow, and/or a vascularity to ensure only
tubular structure is retained.
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18. The method of claim 17, wherein employing the
inter-frame co-registration includes identifying only regions
of neighboring frames in time matching in at least 80% of
the frames as the actual tubular structure.

19. The method of claim 16, further comprising:

at least one of adaptively adjusting a pulse repetition

frequency during imaging based on the segmentation or
tuning echo cancelling during imaging based on the
segmentation.

20. The method of claim 16, further comprising:

at least one of estimating a peak systolic velocity based on

the segmentation, estimating a largest vessel diameter
based on the segmentation, or estimating a volume flow
based on the segmentation.

21. A computer readable storage medium encoded with
computer readable instructions, which, when executed by a
processor, causes the processor to:

construct an image indicative of a tubular object from

beamformed ultrasound data representing structure
flowing through the tubular object;

estimate vector flow imaging data indicative of the struc-

ture flowing through the tubular object from beam-
formed ultrasound, wherein the vector flow imaging
data includes at least an axial velocity component
signal and one or more transverse velocity components
indicating a direction and a speed of the structure
flowing through the tubular object;
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compute a wall-to-wall segmentation of the tubular object
from the image with a combination of the vector flow
imaging data and the image by:
detecting inner markers through a gray scale skeleton-

ization of only the vector flow imaging data to
extract a center line of the vector flow imaging data
by generating a distance map of an inverse of a
velocity flow imaging binary mask and extracting
ridge lines on the distance map as the center line,
which indicates locations inside a boundary of the
tubular object;

detecting outer markers by extracting strong specular

regions, which are outside of the tubular structure,
from the image to generate a binary mask containing
the strong specular regions and multiplying the
binary mask by a dilated version of a velocity flow
information mask to generate an outer marker mask
that highlights the strong specular regions and does
not cover an area with flow; and

combining the inner and outer markers into the single

marker image; and

display the image with the segmentation and the vector
flow imaging data superimposed thereover, with the
vector flow imaging data extending from wall-to-wall
within the tubular object.
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