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1. Introduction

The chevron plate heat exchanger (PHE) is one of the most efficient and compact of the heat transfer equipment in the commercial market. The PHE consists of multilayers of corrugated plates stacked together in a criss-cross manner, forming the so-called cross-corrugated channels; see Fig. 1. The hot and cold fluids flow alternatively in the neighboring channels, effectively exchanging heat. In modern industries, the PHE is often used as an evaporator or condenser for cooling, heating, and power generation applications.

Extensive experimental research about the flow evaporation/condensation in PHEs have been reported in open literature and were comprehensively reviewed by (Amalfi et al., 2016). However, most of those works only focused on the measurement of global thermal-hydraulic performances, and poorly investigated the basic flow characteristics in PHEs. A few experimental visualizations in cross-corrugated channels have been performed; these works are summarized in Table 1. These literature studies show the evidence of diverse flow patterns possibly occurring in the PHE, including bubbly flow, slug flow, churn flow and film flow. The observed flow pattern seems strongly dependent on the channel geometric parameters, working fluids, as well as the operating conditions. In a recent literature review Tao et al. (2017) plotted a flow regime map for the PHE based on results of previous works. It is hard either to find consistencies among the works or distinguish the boundaries between different flow regimes from the map, probably due to the differences in experimental setups, as well as the subjectivity of observers when judging the flow pattern. Tao et al. (2017) comments that the existing database of the two-phase flow patterns in PHEs is associated with high uncertainty. More investigations in this direction are strongly needed in order to find consistent knowledge about the two-phase flow characteristics, which is crucial for the design of PHE products.

Nowadays, the two-phase flows can be simulated numerically by using computational fluid dynamics (CFD) methods (Kharangate and Mudawar, 2017). The CFD methods provide many advantages over the state-of-the-art experimental approaches, especially for quantitative analysis of the flow physics. For instance,
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the void fraction of a multiphase system is tricky to be measured experimentally, while it can be easily calculated via the CFD approach. However, the multiphase CFD simulation is usually computationally expensive and relies on the use of high resolution grids if the interface tracking is required, which limits the widespread application of CFD in modeling the complex two-phase flows often encountered in engineering practices, such like the two-phase flow in PHEs. To the best of the authors’ knowledge, no CFD simulation on the two-phase flow in PHEs has been reported in open literature. The major challenge lies in the construction of high quality grids for the cross-corrugated channel. In addition, the associated computational costs to model the entire flow path of the PHE are tremendous.

Nevertheless, some relevant CFD activities for structured packing columns are worth mentioning here because the structured packing is also featured with cross-corrugated passages, which resemble the flow passages of the PHE. In recent years, CFD modeling is frequently used to explore the interfacial phenomena in the structured packing, such as liquid hold-up distribution and interfacial area (Sacher and Repke, 2019; Singh et al., 2018; Sun et al., 2013). Despite the resemblance of the channel geometry, the working principles of the structured packing and the PHE are very different in terms of the flow arrangement. The liquid and gas are usually countercurrent in the structure packing, while they are in co-current flow in the PHE. Therefore, the PHE requires a different CFD approach to predict the co-current two-phase flow behaviors.

This paper presents, for the first time, a CFD-based study of co-current liquid–gas flows in the cross-corrugated geometry of a plate heat exchanger, under adiabatic conditions. The study aims to gain a better understanding of the two-phase flow patterns in the PHE and to develop correlations to quantify the pressure drop and void fraction in the PHE based on the CFD results. In order to resolve well the phase interface, the standard volume-of-fluid (VOF) technique is used, and high quality hexahedral grids are deployed for the computational domain. The simulated flow patterns including bubbly flow, slug flow, churn flow and film flow are disclosed and interpreted, and a flow regime map based on the numerical results is proposed and discussed. The two-phase multiplier is calibrated for a better prediction of the friction factor in the PHE. Furthermore, the void fraction in the PHE is quantified based on results from the CFD simulations, and a rational model to estimate the mean void fraction in a cross-corrugated channel is derived.

The paper is organized as follows. In Section 2, the mathematical models, assumptions and computational details are given. In Section 3, the pressure drops of both single- and two-phase flows in the cross-corrugated channel are presented and validated against experimental data. The simulated flow patterns are presented and discussed in Section 4; in Section 5, the flow regime map is presented; in Section 6, the mean void fraction is quantified and correlated with gas quality and mass flux; the conclusions and final remarks are summarized in Section 7.

### 2. Computational approach

#### 2.1. Governing equations

In the present study, the immiscible liquid–gas flow in the cross-corrugated channel was solved by using the ANSYS Fluent 18.2, a finite-volume based solver. The standard volume-of-fluid (VOF) technique was adopted to track the interface. The mass

### Nomenclature

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$b$</td>
<td>amplitude of the corrugation, mm</td>
</tr>
<tr>
<td>$D_h$</td>
<td>hydraulic diameter, $D_h = 4b/\varphi$, mm</td>
</tr>
<tr>
<td>$f$</td>
<td>friction factor</td>
</tr>
<tr>
<td>$F_{CSS}$</td>
<td>surface tension force, N</td>
</tr>
<tr>
<td>$g$</td>
<td>gravity acceleration, m/s²</td>
</tr>
<tr>
<td>$G$</td>
<td>mass flux, kg/m²s</td>
</tr>
<tr>
<td>$I$</td>
<td>unit tensor</td>
</tr>
<tr>
<td>$L$</td>
<td>length of the domain/channel, mm</td>
</tr>
<tr>
<td>$P$</td>
<td>pressure, Pa</td>
</tr>
<tr>
<td>$Re$</td>
<td>Reynolds number, $Re = GD_h/\mu$</td>
</tr>
<tr>
<td>$t$</td>
<td>time, s</td>
</tr>
<tr>
<td>$u$</td>
<td>velocity, m/s</td>
</tr>
<tr>
<td>$V$</td>
<td>control volume, m³</td>
</tr>
<tr>
<td>$W$</td>
<td>width of the domain/channel, mm</td>
</tr>
<tr>
<td>$x$</td>
<td>gas quality</td>
</tr>
<tr>
<td>$X$</td>
<td>Lockhart–Martinelli parameter</td>
</tr>
</tbody>
</table>

### Greek symbols

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\alpha$</td>
<td>void fraction</td>
</tr>
<tr>
<td>$\beta$</td>
<td>corrugation angle</td>
</tr>
<tr>
<td>$\theta_\omega$</td>
<td>contact angle</td>
</tr>
<tr>
<td>$\mu$</td>
<td>viscosity, Pa s</td>
</tr>
<tr>
<td>$\rho$</td>
<td>fluid density, kg m⁻³</td>
</tr>
<tr>
<td>$\sigma$</td>
<td>surface tension, N m⁻¹</td>
</tr>
<tr>
<td>$\varphi$</td>
<td>enlargement factor of the plate</td>
</tr>
<tr>
<td>$\phi_1$</td>
<td>two-phase multiplier</td>
</tr>
<tr>
<td>$\Delta$</td>
<td>gradient of variables</td>
</tr>
<tr>
<td>$\Lambda$</td>
<td>pitch of the corrugation, mm</td>
</tr>
</tbody>
</table>

### Subscripts

<table>
<thead>
<tr>
<th>Symbol</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>$dr$</td>
<td>drift</td>
</tr>
<tr>
<td>$eff$</td>
<td>effective</td>
</tr>
<tr>
<td>$g$</td>
<td>Gas</td>
</tr>
<tr>
<td>$l$</td>
<td>liquid</td>
</tr>
<tr>
<td>linear</td>
<td>linear range</td>
</tr>
<tr>
<td>$m$</td>
<td>mixture</td>
</tr>
</tbody>
</table>

---

Fig. 1. (a) The typical configuration and assembly of a commercial plate heat exchanger, which consists of numbers of corrugated plates (by courtesy of Alfa Laval). Hot stream (red) and cold stream (blue) flow alternatively in neighboring channels. (b) A detail schematic of the cross-corrugated channel, where $b$, $\Lambda$ and $\beta$ are corrugation amplitude, corrugation pitch and inclination angle, respectively. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)
conservation equations were solved for liquid and gas phases, separately.

For the liquid phase:
\[
\frac{\partial}{\partial t} (\alpha_l \rho_l) + \nabla \cdot (\alpha_l \rho_l \mathbf{u}) = 0
\]

For the gas phase:
\[
\frac{\partial}{\partial t} (\alpha_g \rho_g) + \nabla \cdot (\alpha_g \rho_g \mathbf{u}) = 0
\]

Since only two phases are present, \(\alpha_l + \alpha_g = 1\).

The forces of pressure, friction, gravity and surface tension, acting on the fluid flow, are included in a single set of momentum equations shared for both phases, expressed as
\[
\frac{\partial}{\partial t} (\rho_m \mathbf{u}) + \nabla \cdot (\rho_m \mathbf{u} \mathbf{u}) = -\nabla P + \nabla \cdot \left( \mu_{eff} \left( \nabla \mathbf{u} + \nabla \mathbf{u}^T \right) \right) + \rho g + \mathbf{f}_{CSS}
\]

where \(\rho_m = \rho_l \alpha_l + \rho_g \alpha_g\), and \(\mu_{eff} = \mu_l \alpha_l + \mu_g \alpha_g + \mu_t\).

The surface tension force \(\mathbf{f}_{CSS}\) in the momentum equation was modeled based on the continuum surface stress concept (ANSYS, 2018), written as
\[
\mathbf{f}_{CSS} = \nabla \cdot \left[ \sigma \left( \nabla \mathbf{u} - \frac{\nabla \alpha \otimes \nabla \alpha}{|\nabla \alpha|} \right) \right]
\]

The k-\(\omega\) shear-stress-transport (SST) model (Menter, 1994) was applied to close the Reynolds stress term. However, the k-\(\omega\) model generally overpredicts the turbulence intensity near the liquid–gas interface because of the high velocity gradient in the interfacial area (Kharangate and Mudawar, 2017). This defect can be mitigated by adding a turbulent damping source term to the \(\omega\)-equation according to (Egorov, 2004). The study of Kharangate et al. (2015) showed that the k-\(\omega\) SST model, incorporated with the Egorov’s turbulent damping model, can yield a nice prediction of the interfacial quantities of falling films. Accordingly, the turbulent damping formula of Egorov with a damping factor of 10 was used in the present simulations to improve the turbulent prediction in the liquid–gas interfacial area.

2.2. Computational domain and grid construction

For validation purposes, the geometry of the cross-corrugated channel used for simulations is identical to Tribe and Müller-Steinhagen’s experimental prototype (Tribe and Müller-Steinhagen, 2001a,b). The key geometric parameters are listed in Table 2 (also see Figs. 1 and 2 for the definition of each parameter). In order to model an entire flow channel of the considered PHE, the required grid size was preliminarily estimated to need at least 66 million nodes. The associated computational cost would be unaffordable. To save the cost, the size of the computational domain was reduced based on the following assumptions. Firstly, the flow was assumed to be uniformly spanned in the channel without maldistribution; secondly, the flow pattern was assumed to be periodic in the spanwise direction of the channel. Thirdly, it was assumed that the flow characteristics are not influenced by the streamwise length of the domain once the flow is fully developed. Given these preconditions, the domain size was reduced to 1/50 of the entire channel dimension, as shown in Fig. 2, and so were the computational costs. The streamwise length of the domain was determined to be 1/3 of the total channel length, which is long enough to enable the flow pattern to be fully developed along the streamwise direction.

The hexahedral grids were deployed to the entire computational domain as shown in Fig. 2. The contact corners are the places where the two opposite corrugation plates are attached, which were represented by hollow spots. The grid consists of 1.33
Table 2
Geometric dimensions of the computational domain and the PHE in the reference literature.

<table>
<thead>
<tr>
<th>References</th>
<th>L, mm</th>
<th>W, mm</th>
<th>β</th>
<th>h, mm</th>
<th>Λ, mm</th>
<th>ψ</th>
</tr>
</thead>
<tbody>
<tr>
<td>Computational domain</td>
<td>127</td>
<td>22</td>
<td>60</td>
<td>1.5</td>
<td>11</td>
<td>1.166</td>
</tr>
<tr>
<td>Tribbe and Müller-Steinhagen (2001a)</td>
<td>640</td>
<td>240</td>
<td>60</td>
<td>1.5</td>
<td>11</td>
<td>1.166</td>
</tr>
<tr>
<td>Jin and Hrnjak (2017)</td>
<td>495</td>
<td>210</td>
<td>60</td>
<td>1.1</td>
<td>10</td>
<td>1.11</td>
</tr>
<tr>
<td>Focke et al. (1985)</td>
<td>400</td>
<td>100</td>
<td>60</td>
<td>2.5</td>
<td>10</td>
<td>1.473</td>
</tr>
</tbody>
</table>

Fig. 2. Simplification of computational domain from a whole cross-corrugated channel, and the grid details.

Consistent with the experimental condition of Tribbe and Müller-Steinhagen (2001b), the water-air combination was used as the working fluid. The fluid properties were evaluated under the conditions of 25°C (temperature) and 2 bar (pressure). For water, \( \rho = 997.1 \text{kg/m}^3 \), and \( \mu = 8.9 \times 10^{-4} \text{Pa s} \); for air, \( \rho = 2.36 \text{kg/m}^3 \), and \( \mu = 1.85 \times 10^{-5} \text{Pa s} \). The fluid properties were assumed to remain constant during the simulation. The surface tension between water and air is 0.072 N/m. It was assumed that the water-air system has a fixed contact angle \( \theta_w \) with the wall, which is 81°.
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Consistent with the experimental condition of Tribbe and Müller-Steinhagen (2001b), the water-air combination was used as the working fluid. The fluid properties were evaluated under the conditions of 25°C (temperature) and 2 bar (pressure). For water, \( \rho = 997.1 \text{kg/m}^3 \), and \( \mu = 8.9 \times 10^{-4} \text{Pa s} \); for air, \( \rho = 2.36 \text{kg/m}^3 \), and \( \mu = 1.85 \times 10^{-5} \text{Pa s} \). The fluid properties were assumed to remain constant during the simulation. The surface tension between water and air is 0.072 N/m. It was assumed that the water-air system has a fixed contact angle \( \theta_w \) with the wall, which is 81°.

2.3. Working fluids

Eqs. (1) and (2) are discretized using the implicit formulation, with the default value of \( 1 \times 10^{-6} \) for the volume fraction cutoff. The PISO scheme is used to tackle the pressure-velocity coupling. The PRESTO! scheme is used for pressure discretization. The moment and turbulent equations are discretized based on a second-order upwind scheme. The phase interface is constructed by applying a modified High Resolution Interface Capturing (HRIC) technique. The temporal discretization is based on the bounded second-order implicit formulation. Before the computation, the flow field is initialized with zero velocity and zero void fraction. For two-phase modeling, the simulation is run with adaptive time steps to ensure the global Courant Number is smaller than unity for every time step. The simulations were performed on the NIFheim supercomputer at DTU Campus Lyngby.

2.4. Boundary conditions

Referring to Fig. 2, the notation BC1 represents the mass flow inlet; the mass flux of liquid and gas are explicitly specified as \( G_g = \dot{m} G \) and \( G_l = (1 - \dot{m}) G \), respectively. The notation BC2 corresponds to the pressure outlet, where a constant static pressure of 0 Pa is assigned. The notations BC3 and BC4 are defined as the transversal periodic boundary condition. A zero pressure-gradient is imposed in the transversal direction. Given this periodic assumption, all the flow quantities on the BC3 and BC4 surfaces are identical. At the walls, the no-slip condition is assigned. A dynamic boundary condition is applied to the wall’s adjacent cells to account for the wall adhesion effect. With the contact angle \( \theta_w \) being known, the interface curvature is adjusted in the simulation using the equation \( \hat{h} = \hat{n}_w \cos \theta_w + \hat{t}_w \sin \theta_w \) (Brackbill et al., 1992), where \( \hat{h} \) is the interface normal at the live cells near the wall; \( \hat{n}_w \) and \( \hat{t}_w \) are the unit vectors normal and tangential to the wall, respectively. The local curvature of the interface is determined using the contact angle and the calculated surface normal one cell away from the wall.

2.5. Solution techniques

2.6. Pressure drop

3. Pressure drop

3.1. Single-phase pressure drop

Prior to the two-phase simulation, the single-phase flow in the cross-corrugated channel is modeled. The single-phase results serve as a preliminary reference to validate partially the numerical model. Fig. 3(a) shows the pressure fluctuation monitored at the channel inlet for \( Re = 145 \). The results indicate that flow chaotically oscillates even at such a low Reynolds number. Therefore, it is necessary to take time-averaging of the pressure field in order to obtain the mean pressure drop along the channel. The sampled time interval for making the average is highlighted in Fig. 3(a), and
In measurements paper. 1985 experimental and where is applied (a)  

\[ f = \frac{\rho D_h (\Delta P)_{linear}}{2 \Theta l_{linear}} \]  

where \((\Delta P)\) is the time-averaged pressure drop of the linear range, and \(l_{linear}\) is the length of the linear range.  

Fig. 4. Comparisons of the friction factor of single-phase flow predicted by CFD, correlations and the experimental results from previous works.  

(b) depicts the mean pressure along the streamwise direction. It can be noticed that the mean pressure drop stays almost linear along the flow path except for the inlet and outlet regions. Therefore, the pressure drop is evaluated only within the linear range \(x \in (0.2L, 0.8L)\), whereas the inlet and outlet are excluded. The strategy to determine the mean pressure drop described above will be applied for the two-phase flows as well. The Fanning friction factor is used to represent the flow friction, calculated by  

\[ f = 35.55 Re^{-0.972} + 0.621 \]  

(6)

3.2. Two-phase pressure drop

The present simulations are performed under the vertically upward flow condition. Five levels of mass flux (25, 50, 100, 200, 350 kg/m² s) were tested, with the gas quality \(x\) varying in a broad range 0.0001 \(\leq x \leq 0.6\). The mean pressure drop per unit length is compared with the experimental results in Fig. 5; both are in reasonable agreement in most cases. However, the deviation between the experiment and the simulation becomes significant when the mass flux and gas quality get higher. This may occur because of many reasons, and the measurement error and flow maldistribution effect in the experimental tests may be one of them. From the numerical side, the pressure gradient along the channel is large at high mass flux and high gas quality, which means the compression of the gas phase would be significant, whereas this effect is not included in our simulation.

The Lockhart–Martinelli method is widely used to calculate the pressure drop in a two-phase flow system by introducing
a parameter of the two-phase multiplier (Lockhart and Martinelli, 1949). The two-phase multiplier correlates the single-phase pressure drops of each phase to the two-phase pressure drop in the following way. The Lockhart–Martinelli parameter $X$ and the multiplier $\phi_l$ are defined as

$$X = \frac{\left(\frac{dP}{dz}\right)_l}{\left(\frac{dP}{dz}\right)_g}$$

$$\phi_l^2 = \frac{dP}{dz}_g / \left(\frac{dP}{dz}_l\right)$$

respectively, where $dP/dz$ is the pressure drop per unit length, and the subscripts “$l$”, “$g$” and “$lg$” denote the liquid phase, gas phase, and liquid–gas two-phase, respectively.

In general, for two-phase channel flow, a unified correlation between $X$ and $\phi_l^2$ could be found, which is always shown in the form of

$$\phi_l^2 = 1 + \frac{C}{X} + \frac{1}{X^2}$$

where $C$ is an empirical constant depending on the properties of the flow system. The determination of this constant bears the success of the multiplier method in predicting the two-phase pressure drop. Tribbe and Müller-Steinhagen (2001a) suggest $C = 8$ for the PHE with $\varphi = 60^\circ$. In another relevant work, Palm and Claesson (2006) suggested $C = 4.67$ in respect to their experimental data. It should be noted that the multiplier method requires the single-phase pressure drop to be precisely calculated a priori. Tribbe and Müller-Steinhagen (2001a) did not provide the single-phase formula used for the friction factor calculation, hence their derived multiplier could not be directly used. Palm and Claesson (2006) adopted the (Martin, 1996) correlation for evaluation of the single-phase pressure drop, while they did not examine whether the correlation complies with their experimental conditions. In the present paper, the single-phase pressure is calculated using Eq. (6), which is more compatible with the two-phase pressure drop resulting from CFD. In Fig. 6, the diagram of $\phi_l$ versus $X$ is plotted by including all the CFD results. As shown, the $\phi_l$ and $X$ can be well correlated by Eq. (9) if an appropriate $C$ is used. Apparently, the values of $C$ suggested by Palm and Claesson (2006), Tribbe and Müller-Steinhagen (2001a) are too small to correlate the CFD results correctly. We suggest a larger $C = 13$, which leads to a better multiplier to correlate with the CFD data, with the deviation less than 30%, as shown in Fig. 6.

4. Flow patterns

A range of flow patterns were captured by the CFD simulations. The massive images of flow patterns resulting from the CFD simulations are included in the supplementary material. Here we only select a few representative cases for analysis and discussion with the aim of providing a better understanding of the two-phase flows in the PHE. In this section, we make comparisons between the calculated flow patterns with the experimental evidence in open literature whenever possible. The geometry, fluid and operating conditions for the CFD simulations may differ from the counterpart experiments, so the comparison should not be considered as a strict validation, but rather a proof of concept.

4.1. Bubbly flow

Bubbly flows are recognized at very low gas quality. Fig. 7 shows representative bubbly flow patterns obtained from CFD simulations and the experimental visualizations (Grabenstein et al., 2017; Polzin et al., 2016; Solotych et al., 2016). The comparisons verify that the main characteristics of bubbly flows in the cross-corrugated channel can be captured by the CFD simulation. For a given PHE configuration, the bubble size, topology and spatial distribution are dependent on both the mass flux and gas quality. The bubble size tends to be smaller and uniform at higher mass flux because of the associated high turbulence that causes the breakup of large bubbles. Taking the case of $G = 350$ kg/m²s, $x = 0.0001$ as an example, as seen, a large bubble is produced at the entrance region, which is then destroyed soon after due to the strong turbulence. For $G = 200$ kg/m²s, $x = 0.0002$, an interesting phenomenon is seen; relatively large bubbles are frequently produced and reside in between the contact corners where the spacing of the plate is the maximum. Such a typical bubble behavior is also reported in the experimental works of Solotych et al. (2016). Our results indicate that a wake-like region with reduced pressure is established behind the contact corner, so that the gas bubble can be trapped in this region by the local pressure gradient. For a low total mass flux situation, the dominating bubbles are large in size, with the diameter approximate to the local spacing of the channel. The bubble is deformed dramatically as it proceeds downstream. It either breaks down, or merges with others, or becomes elongated, manifesting similar behavior as that observed by Kim et al. (2019). Nevertheless, so far, the understanding of bubble dynamics in cross-corrugated channels is fairly shallow. A detailed
investigation focusing on bubble behavior is the subject of further work.

4.2. Slug flow

By increasing the gas quality, the bubbly flow transforms into a slug flow pattern, as shown in Fig. 8. The Taylor bubble in a cross-corrugated channel shows an interesting wavy appearance with a cap front. The bubble is essentially shaped by the geometry of the channel because the cross-section geometry of the channel varies vastly along the streamwise direction. Such Taylor bubbles can be as long as two times the wavelength of the corrugated plate. We did not find any publications reporting such wavy slug patterns in the PHE, which is probably due to the fact that the slug flow is not prevalent in cross-corrugated channels. It is interesting to see that, in the spanwise cross-section, the slug manifests itself resembling the Taylor bubbles observed in a parallel wavy channel by Nilpueng and Wongwises (2006), except that the slug in
the cross-corrugated channel is deformed in the spanwise direction intricately due to the geometric constraint. Another unique feature of the wavy slug bubble differing from the generally observed Taylor bubble, is that the liquid film surrounding the bubble is highly non-uniform. In the deep valley of the corrugated furrows, a very thick liquid rivulet is there because of the local recirculation, whereas the liquid film is relatively thinner over the crest of the corrugation due to the strong local shear stress.

4.3. Churn flow

We did not find well-defined slug patterns at high mass flux when \( G = 350 \) kg/m\(^2\)s. Instead, a chaotic flow pattern is obtained for a gas quality as low as 0.001, as illustrated in Fig. 9. The two phases interact with each other in a very chaotic manner. The interface is highly disordered and intricate. This pattern can be treated as a vastly disrupted slug flow, and the disturbance is so intense that the slug bubbles could not survive, but break up into irregular gas clusters disorderly penetrating in the core of the channel. Such a chaotic pattern is then termed as churn flow in the present paper. It is only possible for the churn pattern to occur at very high mass flux when a high turbulence environment is established, whereas it was not found for those cases with \( G \leq 200 \) kg/m\(^2\)s.

4.4. Film flow

4.4.1. Film flow with liquid patches

The slug bubbles would be merged together as the void fraction increases over a certain threshold value, forming an interesting flow pattern shown in Fig. 10. This pattern is mainly characterized by a fan-shaped liquid patch behind each contact corner, which is evidenced by the experimental visualization of Solotych et al. (2016) and also observed by Jin (2017) during the flow evaporation in the PHE. The liquid patches decrease in size as the gas quality increases. For a given gas quality, the patch can be more stable and bigger for lower mass flux. In addition to the patch, it can also be seen that the liquid film over the wall is non-uniform. The film is much thicker over the leeside of the corrugated plate relative to the flow direction, whereas the liquid layers on the windward side of the plate (near the crest) are extremely thin. This finding is in agreement with observations by Nilpueng and Wongwises (2010).

The patches apparently exist under the low mass flux condition, whereas they are hardly seen when \( G = 350 \) kg/m\(^2\)s. The formation of the liquid patch is attributed to the wake established behind the contact corner. The liquid resides rather stably within the wake zone. The shear force from the high-speed gas core, acting on the patch interface, can hold up the liquid patch against gravity (the wall structure also plays a role in holding up the liquid patch). For very high mass flux and high gas quality, the shear force becomes so intense that it breaks down the liquid patch. That is why the liquid patch does not appear for those cases with high mass flux and relatively high gas quality.

4.4.2. Film flow with partial dry-out

By increasing the gas quality to an even high level, the liquid patches are diminished gradually, and all simulated cases go towards an almost unified film pattern, as shown in Fig. 11. For this pattern, the liquid film mainly covers the leeside of the corrugated plate. On the other hand, a large area of liquid film on the plate
windward is dispelled due to the strong shear stress on this side. Therefore, the plate surface is partial dry-out and directly exposed to the gas flow. This pattern should be the final stage of the flow pattern transition. In other words, all liquid–gas flows in a cross-corrugated channel will finally be settled in this film regime when the gas quality continually increases, for example, with the flow evaporation process. As long as it is formed, the further increase of gas quality only varies the film thickness, the rate of liquid entrainment and the area of the dry-out surface.

5. Flow regime map

All the simulated results are collected in a sketched flow regime map, as shown in Fig. 12. The principle for drafting this map is based partially on the classical flow transition criteria suggested by Taitel et al. (1980). It should be noted that the boundary lines between regimes are superficially plotted in Fig. 12, because the dataset is still not sufficient enough to indicate the specific location of these boundaries. Moreover, theoretical models to predict these boundaries are still unrealizable due to the lack of fundamental understanding of the two-phase flow in the cross-corrugated geometry. Note that the transition zone in Fig. 12 denotes a combination of slug flow and film flow, because the flow is in the middle of the transition between them. Readers can find the pattern images for each regime in the supplementary material.

By comparing Fig. 12 with the flow regime map of the vertical pipe flow (Taitel et al., 1980), the two maps share some similar nature in terms of the layout of each regime. In particular, the bubble-slug boundary line is adopted directly from Taitel’s map, which fits well with the cross-corrugated geometry. The transition from bubbly flow to slug flow can be interpreted as a consequence of frequent bubble aggregation due to the growing bubble density. As the slug bubble population is increased along with the gas quality, the slug bubbles merge together forming an interconnected gas core, confined by the wall liquid film. So the film regime in the cross-corrugated channel corresponds to the annular regime for tube flow. Even though the dispersed bubbly flow is only observed for the case with \( G = 350 \, \text{kg}/\text{m}^2\text{s}, \ x = 0.0001 \), we conjecture that above the boundary line between the bubble regime and the dispersed bubble regime, it is only possible for dispersed small bubbles to be generated in the cross-corrugated channel. This is because the turbulence promoted by the cross-corrugated geometry is so strong that it breaks the bubbles into very small sized ones sustainably, also explaining why the critical liquid superficial

---

**Fig. 11.** Film flow with partial dry-out predicted by CFD (left). The colored contour is the void fraction in vicinity of the wall, which highlights the dry-out surface. The right side lists some experimental evidence of the film patterns.

**Fig. 12.** A sketch of the flow regime map for water-air upward flow in the cross-corrugated channel based on CFD results. The detailed flow patterns corresponding to each scatter in the map can be found in the supplementary material.
velocity $u_f$ corresponding to this transition is almost an order of magnitude lower than that of the pipe flow. At high mass flux, the high turbulent environment prohibits the formation of smooth shaped slug bubbles. Instead, the dispersed bubbles aggregate into chaotic patterns when the gas flux is increased, driving the flow into the churn regime. The entire right side of the map should be the film regime, and the transition to this regime is fairly quick and only requires very low gas quality. As shown in Fig. 12, the critical superficial gas velocity for the transition to film pattern is around $u_g = 1.0 \text{m/s}$, whereas it is $15 \text{m/s}$ for upward liquid–gas flow in a pipe (Taitel et al., 1980).

6. Mean void fraction

The void fraction is a crucial variable to characterize the two-phase flows. However, it is tricky to measure it directly by the experiment. A so-called homogeneous void fraction model is given as

$$\frac{1}{\alpha} = 1 + \frac{1}{X} \left( \frac{\rho_g}{\rho_l} \right)^n$$

(10)

which is one of the most widely applied models for the prediction of void fraction in two-phase flow systems. It was also adopted to evaluate the void fraction in PHEs (Grabenstein et al., 2017; Jin, 2017). However, the CFD results suggest that this model causes unacceptable error in predicting the void fraction in the PHE; see Fig. 13. Therefore, an appropriate void fraction predicting model is needed for the PHE. In this paper, a suitable void fraction model for the PHE is recognized based on the results of the CFD simulations. For the CFD simulation, the mean void fraction can be calculated by

$$\alpha = \frac{1}{V} \int \rho_g dV = \frac{1}{V} \sum_{i=1}^{n} (\rho_g)_i V_i$$

(11)

where $V$ represents the volume of the entire domain, and $V_i$ denotes the volume of the $i$th computational cell. Fig. 13 presents the calculated void fraction $\alpha$. It can be seen that $\alpha$ shows a strong dependence on both $x$ and $G$. Apparently, Eq. (10) fails to account for the role of $G$. Then the void fraction model of Zuber and Findlay (2012) was tested. This model has been developed to estimate the mean void fraction of a two-phase flow system by accounting for the effects of both the heterogeneous distribution profile and the drift velocity between the phases. The model is given as

$$\alpha = \frac{u_g}{C_0 u_m + u_{dr}}$$

(12)

where $u_g$ is the gas superficial velocity, and $u_m$ is the mean superficial velocity, $u_m = G \rho_m$. Specifically, $C_0$ is the distribution parameter, which needs to be calibrated according to the properties of the two-phase flow system. It is suggested that for the pipe flow, $C_0$ varies in the range of $0.95 < C_0 < 1.2$, depending on the profile of the radial distribution of the void fraction (Gu et al., 2005). The $u_{dr}$ denotes the drift velocity between two phases, given in the form

$$u_{dr} = \frac{1.53}{\left( \frac{g \sigma \Delta \rho}{\rho_l^2} \right)^{1/4}}$$

(13)

Fig. 13 indicates that the Eq. (12) is able to correlate reasonably well the void fraction to the vapor quality by setting $C_0 = 1.2$. The relative deviation is below 20% for the case with $\alpha \geq 0.25$, while large deviation appears if $\alpha < 0.25$. Note that $\alpha = 0.25$ is often noted as a critical value for the transition from bubbly flow to slug flow in pipes (Taitel et al., 1980). Furthermore, the results suggest that when the flow enters the film regime, $\alpha$ becomes greater than approximately 0.68, and Eq. (12) tends to under-predict the $\alpha$, which indicates the performance of the model depends somehow on the fluid regimes. In this respect, the model constant needs to be tuned in order to evaluate better the void fraction in the PHE. The modified version is given as

$$\alpha = \frac{u_g}{C_0 u_m + C_1 u_{dr}}$$

(14)

with

$$C_0 = 1.03 \left( \frac{1-x}{X} \right)^{0.02}, \quad C_1 = 1 \quad \text{for } \alpha \geq 0.25$$

and

$$C_0 = 1.03 \left( \frac{1-x}{X} \right)^{0.02}, \quad C_1 = \left( \frac{1-x}{X} \right)^{0.125} \quad \text{for } \alpha < 0.25$$

As shown in Fig. 13(b), the modified model yields a better prediction of the mean void fraction in this cross-corrugated channel with the deviation far less than 20% for the most cases.

In Fig. 13, the flow regimes are classified on the plot by the dash boundary lines. It seems that the void fraction can be used as a discriminant to distinguish the flow regimes in cross-corrugated channels. For instance, it is bubbly flow if $\alpha < 0.25$, and it is most likely to be film flow if $\alpha > 0.68$. Hence, it would be possible to derive a void fraction based discriminant for flow regimes. That would make the ascertaining of flow regimes in the PHE more straightforward and easier.

Fig. 13. Computed mean void fraction $\alpha$ versus the gas quality $x$ at different mass fluxes $G$ (left side); the deviation of different void fraction models from the CFD results (right side).
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