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ABSTRACT

Current super-resolution ultrasound methods are mainly
based on image processing. Sharpness-based localization
is an alternative to such methods for scatterer localization
in the axial direction, and can be implemented both using
image and signal data. A 7-MHz, 192-element, linear array
transducer (λ=212 µm) and the Synthetic Aperture Real-
time Ultrasound System (SARUS) were used to image a
wire-target (point scatterer) at different depth positions. The
method predicts a depth estimate and its difference from the
true scatterer position demonstrates its accuracy. This aver-
age difference can be as low as 27.41 µm (or ≈ λ/8) for the
image-derived sharpness and drops to 2.84 µm (or ≈ λ/75)
when the signals are used. These figures were calculated
for a 8 mm depth range, which can be extended subject to
further processing. Intermediate processes between the raw
ultrasound data acquisition and the image formation such
as interpolation and logarithmic compression compromise
the overall performance of the method when using image
data. Such details may be significant when reconstructing
micro-vessels of the order of tens of micrometres in diameter.

Index Terms— Axial localization, multiple focusing,
normalized sharpness, super-resolution ultrasound, ultra-
sound scatterers

1. INTRODUCTION

Super-resolution ultrasound allows the reconstruction of the
micro-vasculature by localizing individual contrast microbub-
bles (MBs) that are injected into the micro-circulation. The
MBs are efficient point scatterers and by using MB localiza-
tion algorithms, it was possible to acquire transcranial images
of the vascular structure [1], and to achieve in-vivo imag-
ing of rodent microvessels with diameters in the range of
10 µm [2–4]. These algorithms in their vast majority depend
on image processing, and provided images of resolution be-
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yond the diffraction limit, which is comparable to the wave-
length (λ). However, there is consensus that signal processing
can achieve greater precision due to several distortions asso-
ciated to the image formation stage (i.e. quantization errors,
interpolation, logarithmic compression), and subsequently to
the localization algorithms (image binarization, thresholding,
frame rejection) [5, 6].

While several beamforming methods aim to improve lat-
eral resolution [7,8], the use of multi-focal imaging combined
with the simple metric of sharpness provided a viable solution
to obtain high accuracy axial localization of ultrasound scat-
terers [9]. The method originates from biological microscopy
[10, 11] where it has been used in particle tracking applica-
tions. The localization of a point scatterer is accomplished
by the formation of overlapping sharpness curves (S-curves).
These are created by using multiple foci during receive beam-
forming, by measuring the sharpness values from individual
point-spread-functions (PSFs), and by plotting these sharp-
ness values over depth [9,12]. In [9] particularly, it was shown
that using unfocused ultrasound transmission, and three fixed
foci during the receive processing of the transducer element
signals were adequate to achieve axial localization with an ac-
curacy of ≈ 10 µm over a depth range of 15 mm. The sharp-
ness metric which is defined as the integrated square intensity
over the emitter [13], can be calculated from images using
pixel intensities or from the beamformed ultrasound signals,
using signal amplitudes, hence resulting in two separate im-
plementations of the method. The objective of this work is to
compare the two implementations using either image or raw
ultrasound data, explain the nature of their differences, and
suggest further improvements to increase the achieved accu-
racy. This is accomplished by performing an experimental
wire-target study.

2. METHODS

2.1. Sharpness-based Localization

The axial localization is achieved by combining the data from
all S-curves using a maximum likelihood estimation (MLE)
algorithm with a calibration standard. The MLE involves the
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Fig. 1. Flow chart of ultrasound data acquisition and receive processing for
the implementation of the normalized sharpness method.

sharpness data probability density function (PDF). This is a
Gamma distribution showing the probability that a particular
sharpness value will be measured at a particular depth and
using a particular receive focus from the PSF of a point scat-
terer. The calibration standard consists of reference S-curves
that are matched with the measured sharpness values. The ref-
erence data are obtained by performing repetitive sharpness
measurements, by calculating the mean sharpness values and
their standard deviations from these measurements, and by in-
terpolating the statistical measures to provide adequate sam-
pling. A flow-chart of the sharpness-based method is shown
in Fig. 1, and a more detailed description can be found in [9].
In short, the element signals after scanning a point scatterer at
a depth position are acquired and stored, and the acquisitions
are repeated for a specific depth (z) range. The raw ultrasound
signals are then beamformed off-line with the conventional
delay-and-sum (DAS) beamformer and fixed receive focus-
ing. A normalized version of the sharpness metric is then
calculated from a small region of interest (ROI) including the
main-lobe of a single PSF, by:
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where S is the normalized ultrasound sharpness measured

from either the recorded pixel intensities nk, of K pixels in
total (k = 1, . . . ,K), or from the squared envelope detected
data amplitudes |Eq|2, of Q samples (q = 1, . . . ,Q).

2.2. Experimental Setup

A copper wire with a diameter equal to 0.07 mm was mounted
on the AIMS III positioning system (Onda Corporation, Sun-
nyvale, CA, USA) to create a custom phantom. The wire
was attached to the positioning system between metal rods
allowing it to be lowered into a water tank and to be moved
in the axial direction. A 7-MHz, 192-element linear array
was positioned above the wire in such way so that it is de-
picted as a point scatterer in the ultrasound image, and was
then employed to scan the custom phantom. The initial wire
position was (x,z)=(0,40) mm. After an ultrasound transmis-
sion, the wire was moved to the next axial position using the
high precision positioning system, which was controlled by a
Matlab (MathWorks, Natick, MA, USA) interface. Data were
produced between 32.5 mm and 47.5 mm from the transducer
face (15 mm in total), in 139 steps with a distance (z-step)
of 108.7 µm between successive wire-target positions [9].
The speed of sound was calculated to c = 1484 m/s based on
the water temperature [14] and the wavelength was 212 µm.
All measurements were performed by the 1024 channel ex-
perimental Synthetic Aperture Real-time Ultrasound System
(SARUS) [15], and the data were sampled at 35 MHz. The
raw data from one plane wave (PW) emission were acquired
from all 192 transducer elements individually in receive. The
data acquisition was repeated 10 times for each wire-target
axial position, resulting in 10 frames per position. All data
were beamformed to three different foci in receive with the
use of an in-house programmed beamformation toolbox BFT
III [16]. The three receive foci were selected to be at 38 mm,
40 mm, and 42 mm respectively. The resulting sharpness data
were interpolated by a factor of 1000.

2.3. Data Analysis

A set of three sharpness values as measured from a single
wire-target data acquisition are used as input to the algorithm
and the output is a depth position estimate. The accuracy of
the normalized sharpness method is measured by the depth
deviation of the method’s z-estimate to the true scatterer po-
sition, ddev. The true scatterer position is precisely known
due to the AIMS III system described above. Depth estimates
for all acquired datasets are predicted and compared with the
actual positions. The ddev results from the root mean square
error (RMSE) from all 10 repetitive measurements. The nor-
malized sharpness method does not perform uniformly for the
whole displacement range [9] and the average ddev is calcu-
lated for several smaller depth ranges, with the objective to
exploit the areas where the rate of sharpness change is max-
imum (S-curves slopes). For this reason, the displacement
edges, where the neighbouring sharpness values are similar,



are not taken into consideration during the ddev calculation.
The standard deviation dSD, of the average ddev is calculated
as an extra indicator of the measurements’ uncertainty.

3. RESULTS AND DISCUSSION

Fig. 2 shows five random PSFs corresponding to five different
axial positions, where the receive focus was set to 40 mm, are
shown as an example. The normalized sharpness was calcu-
lated by the pixels/raw signals included in the white box with
dimensions 2.3 mm × 2.3 mm shown in Fig. 2(a). This re-
gion was represented by 80×80 square pixels of image data
while the matrix including the equivalent envelope detected
data samples had dimensions 22× 109. Hence the normal-
ized sharpness calculation was different in the two cases re-
sulting in different localization accuracy. In Fig. 3(a) a set of
three image-derived S-curves are shown alongside the accu-
racy of the depth deviation to true scatterer position (ddev). In
the figure, the peak sharpness value was measured to 6.26×
10−6 around 38 mm depth for the curve corresponding to the
shorter receive focus (38 mm), while the lowest sharpness
value was 3.22× 10−6 for the same curve. The latter value
was equivalent to 51.4% of the peak sharpness and all mea-
sured sharpness values were within this range. This process-
ing resulted in an average ddev equal to 63.67 µm (≈ λ/3)
for the entire depth range between 32.5 mm and 47.5 mm.
The dSD for the same depths was calculated to 102.35 µm
(or ≈ λ/2) due to the presence of several low precision es-
timates (≥ λ) associated mainly to the wire-target displace-
ment edges. The method’s performance varied significantly
with depth, and this led to dSD being considerably higher than
the average ddev. Hence, a more reliable and improved re-
sult was obtained when the displacement edges were excluded
from the average calculation. For the 8 mm depth range be-
tween 36 mm and 44 mm, the average ddev reduced greatly to
27.41 µm (≈ λ/8), with a similar dSD (26.32 µm).

(a) 32.5 mm (b) 36.25 mm (c) 40 mm (d) 43.75 mm (e) 47.5 mm

Fig. 2. Exemplary beamformed responses for five different axial wire-target
positions during the experimental measurement. The receive focus was set
to 40 mm, and the dimensions of each image were 6 mm × 6 mm. A 60 dB
dynamic range of display was used. The normalized sharpness was calculated
by the pixels/raw signal samples included in the box shown in (a).

Fig. 3(b) shows a set of three S-curves and the accuracy in
the wire axial localization based on the signal-derived sharp-
ness processing. In the figure, the peak sharpness value was
measured to 8.93× 10−3 around 38 mm depth for the curve
corresponding to the shorter receive focus (38 mm), while the
lowest sharpness value was 3.68× 10−3 for the same curve,
around 32.5 mm depth. The latter value was equivalent to

41.2% of the peak sharpness which demonstrates higher rate
of sharpness change in the signal domain compared to image
one. A high rate of sharpness change is a crucial charac-
teristic for the method’s performance [9]. Therefore this
result highlights the advantage of assessing the sharpness
values using the signal data. This advantage was translated
to the wire depth position being consistently estimated with
sub-wavelength precision. The signal processing resulted in
an average ddev equal to 10.21 µm (≈ λ/21) for the entire
depth range between 32.5 mm and 47.5 mm. The dSD for the
same depths was calculated to 16.11 µm (or ≈ λ/13). The
above results further improved when the displacement edges
were excluded from the average calculation. For the 8 mm
depth range between 36 mm and 44 mm, the average ddev
reduced greatly to 2.84 µm (≈ λ/75), with an equally low
dSD = 2.53 µm.

Fig. 3. A set of three (a) image- and (b) signal-derived S-curves from the
wire-target moving in the axial direction. Data were generated by unfocused
PW ultrasound transmission and by beamforming with three different foci in
receive. The estimated depth deviation to the true wire-target position (ddev)
is also plotted over axial distance in both (a) and (b) in red.

As outlined in [9], more than three foci in receive can
be used to create more S-curves and cover an increased and
more realistic penetration depth. Although this is not lim-
ited to a specific number, 11 foci were selected for the last
part of this work and were combined with the sharpness data
processing in the signal domain. The receive foci were set
successively from 35 mm to 45 mm with 1 mm distance be-
tween them. The resulting S-curves can be found in Fig. 4(a),
and the ddev in Fig. 4(b), where the logarithmic scale in the
y-axis was abandoned since no individual ddev value higher
than 26 µm (≈ λ/8) was measured. From the Fig. 4(b), it
is shown that increasing the number of S-curves further im-
proved the results acquired previously. The smallest average
ddev, thus maximum accuracy, was calculated for a 4 mm area
between 38 mm and 42 mm, and had a value equal to 1.08 µm
(≈ λ/200) with the dSD being 1 µm. When a longer 13 mm
distance was considered, from 33 mm up to 46 mm, the cal-
culated average ddev remained relatively low and was equal
to 2.87 µm (≈ λ/74) with a similar dSD (2.85 µm). Thus, by



increasing the number of S-curves it was possible to extend
the super-resolution axial localization accuracy for almost the
entire displacement range.

Fig. 4. (a) A set of eleven normalized S-curves from the wire target moving in
the axial direction. Data were generated by unfocused PW ultrasound trans-
mission and by beamforming with eleven different foci in receive. Eleven
sharpness values for each scatterer position result in average ddev equal to
2.87 µm for a 13 mm distance as shown in (b).

4. CONCLUSION

Two implementations of the normalized sharpness method
involving image and raw signal data, for the precise axial
localization of ultrasound scatterers were examined and com-
pared in-depth, using experimental wire-target data. The
method exploits the distinctive behaviour of a scatterer as it
moves through the axial direction, and attempts to link the
metric of sharpness with the axial position. The performance
of the method was found to be dependent on the rate of
sharpness change, the depth range of interest, and the num-
ber of overlapping sharpness curves, and may provide axial
localization with accuracy improved by two orders of mag-
nitude compared to that achieved by conventional imaging.
The signal processing resulted in almost tenfold localization
accuracy gains compared to the image processing, and it is
suggested that it should be preferred not only for the partic-
ular method but for super-resolution related applications in
general.
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