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Abstract

The optimal operation of the integrated electricity and heat systems (IEHS) can bring environmental benefits, reduce the operational cost, and achieve high penetration levels of renewables. This review aims to provide a comprehensive overview of the IEHS modeling and solution methods for the optimal operation. With respect to the optimal operation, the IEHS modeling is reviewed from five aspects, including the representation of dynamic characteristics, operational flexibility improvement, operation under uncertainty, joint dispatch of the electrical power system (EPS) and district heating system (DHS), and joint market clearing of the EPS and DHS. The solution methods for the optimal operation of the IEHS are divided into four groups according to the properties of optimization problems, i.e., methods for integrated energy flow calculation, methods for decentralized optimization, methods using relaxation and convexification techniques, and methods based on intelligent algorithms. The main characteristics, advantages, and limitations of the modeling and solution methods are detailed and compared. In the end, the current gaps and future research are summarized regarding the modeling and solution methods for the optimal operation of the IEHS.

Highlights

- The IEHS modeling considers dynamic characteristics, flexibility improvement, uncertainty, and joint dispatch and clearing.
- The IEHS solution methods in different situations
- Current gaps and future research of modeling and solution methods
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Abbreviations

<table>
<thead>
<tr>
<th>Abbreviation</th>
<th>Meaning</th>
</tr>
</thead>
<tbody>
<tr>
<td>IEHS</td>
<td>Integrated electricity and heating system</td>
</tr>
<tr>
<td>DHS</td>
<td>District heating system</td>
</tr>
<tr>
<td>EPS</td>
<td>Electrical power system</td>
</tr>
<tr>
<td>CHP</td>
<td>Combined heat and power</td>
</tr>
<tr>
<td>HPs</td>
<td>Heat pumps</td>
</tr>
<tr>
<td>EBs</td>
<td>Electric boilers</td>
</tr>
<tr>
<td>STs</td>
<td>Heat storage tanks</td>
</tr>
<tr>
<td>AC</td>
<td>Alternating current</td>
</tr>
<tr>
<td>LP</td>
<td>Linear programming</td>
</tr>
<tr>
<td>MILP</td>
<td>Mixed-integer linear programming</td>
</tr>
<tr>
<td>COP</td>
<td>Coefficient of performance</td>
</tr>
<tr>
<td>OCD</td>
<td>Optimality condition decomposition</td>
</tr>
<tr>
<td>SOCP</td>
<td>Second-order cone program</td>
</tr>
<tr>
<td>MAP</td>
<td>Master problem</td>
</tr>
<tr>
<td>SUP</td>
<td>Sub-problem</td>
</tr>
<tr>
<td>SP</td>
<td>Stochastic programming</td>
</tr>
<tr>
<td>RO</td>
<td>Robust optimization</td>
</tr>
<tr>
<td>DC</td>
<td>Direct current</td>
</tr>
<tr>
<td>CCP</td>
<td>Chance constraint programming</td>
</tr>
<tr>
<td>ADMM</td>
<td>Alternating direction method of multipliers</td>
</tr>
</tbody>
</table>
1. Introduction

The future energy systems are characterized by a high proportion of renewable energy. In Denmark, the target is to achieve a fully renewable-based energy system by 2050 [1, 2]. Renewable energy sources (RES) such as wind and solar power is uncertain and variable [3], which greatly challenges the secure operation of the electrical power system (EPS). Therefore, sufficient flexibility is needed to guarantee the power balance in the EPS [4, 5].
Among all choices to improve flexibility, the integration with the district heating system (DHS) [6] is a promising way due to its large thermal inertia [7]. To utilize the flexibility of the DHS, the optimal operation of the integrated electricity and heat system (IEHS) has become a research focus. According to recent studies, the optimal operation of the IEHS can bring environmental benefits, reduce the operational cost and improve the utilization of wind power due to its large flexibility [8, 9].

The IEHS modeling and solution methods are essential for the optimal operation. The modeling determines whether the operational characteristics and dispatch mechanism of the IEHS can be well reflected. The solution methods affect the computational efficiency and accuracy of the decision-making.

There are several challenges regarding the IEHS modeling for optimal operation. Firstly, it is hard to coordinate the EPS and DHS due to the different dynamic characteristics. As can be seen from Table 1, the dynamic characteristic of the DHS [10] is much slower than that of the EPS. This means the DHS is still in a dynamic process when the EPS reaches a steady state [11]. Therefore, the time delays and thermal dynamic characteristics in the pipelines of the DHS are non-negligible [12]. This also results in the difficulty of choosing a reasonable time resolution in the joint dispatch of two subsystems [13]. Secondly, the diverse flexible devices used for improving the operational flexibility of the IEHS differ greatly in operational characteristics, leading more complicated interactions among devices and subsystems. The coupling devices, such as the combined heat and power (CHP) units, heat pumps (HPs), electric boilers (EBs), interact with the EPS and DHS simultaneously [14]. The heat storage tanks (STs) influence the DHS, which indirectly affect the operation of the EPS [15]. Thirdly, more uncertainty sources and larger uncertainty are introduced into the IEHS, increasing the complexity of the dispatching. The uncertainties from the RES [16, 17], electricity prices [18], and heat demand [19] are all non-negligible in the IEHS. Besides, with the transition to a fully renewable-based energy system, the operation under uncertainty is more challenging both in the uncertainty modeling and balancing measures [20]. Fourthly, the joint dispatch and joint market clearing of the EPS and DHS are not well designed, which hinders the full utilization of the flexibility in the system. For example, the EPS and DHS belong to different operators in Denmark, and the heat dispatch is earlier than the power dispatch [21], which is not global optimal for the interactions with the electricity market [22].
Table 1 Comparisons of dynamic parameters for the EPS and DHS

<table>
<thead>
<tr>
<th>Energy system</th>
<th>Carrier of energy flow</th>
<th>Speed</th>
<th>Inertia</th>
<th>Response time</th>
</tr>
</thead>
<tbody>
<tr>
<td>EPS</td>
<td>Electricity</td>
<td>Near speed of light, $3 \times 10^8$ m/s</td>
<td>Small</td>
<td>Fast, second level</td>
</tr>
<tr>
<td>DHS</td>
<td>Heating energy flow</td>
<td>Slow, no more than 1.2 m/s</td>
<td>Large</td>
<td>Slow, hour level to day level</td>
</tr>
</tbody>
</table>

The challenges of the IEHS solution methods for optimal operation stem from the following reasons. Firstly, the electrical, thermal, and hydraulic processes are tightly coupled in the IEHS, leading to a large computational burden for the integrated energy flow calculation. Both the integrated and decomposed electrical-thermal-hydraulic solution methods [23, 24] have their limitations. Secondly, the EPS and DHS may belong to different system operators in the joint dispatch or market clearing, where the decentralized optimization method [25] is necessary to achieve the equilibrium among multiple operators. Currently, the decentralized optimization methods differ greatly in different optimization, both for the decomposition of subsystems and the information exchange [26, 27]. Thirdly, the nonlinear terms or nonconvex feasible region caused by device characteristics, network constraints, and optimization under uncertainty make the original problem computationally intractable. For example, the nonconvex operational region of CHP units [28], pressure drop constraints in the DHS [29], the coupling constraint of the mass flow rate and temperature [30], and the max-min operator in uncertainty optimization [31] all bring challenges to the optimization. To make the model tractable, the relaxation and convexification techniques are necessary to cope with these issues. Fourthly, part of the nonlinear optimization is still intractable by only relying on the relaxation and convexification techniques and off-the-shelf commercial solvers. The intelligent algorithms based on group optimization [32] or machine learning (ML) methods [33] can be alternative methods in such situations.

According to the challenges in the IEHS modeling and solution methods, the IEHS modeling is reviewed from five aspects of the optimal operation, including the dynamic characteristics of the DHS, operational flexibility improvement, operation under uncertainty, joint dispatch of the EPS and DHS, and joint market clearing of the EPS and DHS. The solution methods are divided in four groups, including methods for integrated energy flow calculation, methods for...
decentralized optimization, methods using relaxation and convexification techniques, and methods based on intelligent algorithms.

In order to help researchers build more reasonable models and develop more efficient solution methods, this work reviews the IEHS modeling by focusing on how to coordinate subsystems with different dynamic characteristics, how to model the operational characteristics of flexible devices and their interactions with other parts of the IEHS, how to represent and balance the uncertainties, how to design the joint dispatch and market clearing mechanisms of subsystems.

In the meanwhile, the review of the solution methods concentrates on the tradeoff between the tractability, accurate system characteristics, computational burden, computational efficiency, convergence rate, and optimality. The main characteristics, advantages, and limitations of each modeling and solution method are analyzed and discussed.

The rest of the review is organized as follows. Section 2 introduces the structure and characteristics of the IEHS. Section 3 presents the general formulation of the IEHS and the modeling from the five aspects for the optimal operation. Section 4 details four types of solution methods for the optimal operation of the IEHS. A summary and outlook on future research are given in Section 5, followed by conclusions in Section 6.

2. Structure and characteristics of IEHS

To achieve the optimal operation of the IEHS, the system operator needs to consider the feasible operational region of the whole system and each component. Therefore, having full knowledge of the structure and characteristics of the IEHS is the base of the modeling and solution methods. Fig. 1 illustrates the general structure of the IEHS, which is composed of the EPS and DHS. The two subsystems are introduced in subsections 2.1 and 2.2, respectively.
2.1. EPS

As shown in Fig. 1, the EPS is a set of all facilities and equipment for the generation, transmission and distribution of electricity.

2.1.1. Power plants

The power plants on the generation side are responsible for producing the electrical energy, which can be from thermal, hydraulic, nuclear, wind, solar power generation, etc. The conventional power units, such as thermal power units, need to consider the maximum and minimum output limits [34], ramping rate [35, 36], reserve capacity [37], and minimum online and offline time [38].

Different from the controllable conventional generators, the wind and solar power generation is non-dispatchable due to the uncertainty of wind and solar radiation [39]. It is necessary to use the flexibility to handle these uncertainties [40].
2.1.2. Transmission and distribution networks

The electrical energy from power plants is delivered to the users through the transmission and
distribution networks [41]. In the EPS, the decision-making for the optimal operation of the
transmission and distribution networks is usually separated with different system operators [42].
The direct current (DC) power flow method is widely utilized to model the transmission and
distribution network constraints, which limits the power flow on a line not exceeding its capacity
[43, 44]. Other research utilizes the alternating current (AC) method to model the power flow
[45, 46], which is more accurate than the DC method while having more complex constraints.

2.2. DHS

A detailed structure of the DHS is illustrated in Fig. 2, which includes the heat source, pipeline
network, heat exchange station, and heat load [12]. The following subsections describe these
four parts.

![Fig. 2. Structure of the DHS]

2.2.1. Heat sources

CHP units are the main heat sources in the DHS. According to the difference of exhaust steam
pressure, CHP units can be classified into the back-pressure unit and condensing unit.

Table 2 summarizes the main differences between the two types of CHP units for the structure,
energy efficiency, power and heat production relationship, and unit capacity. Those differences
lead to different models of them.
The back-pressure CHP units use low-pressure steam for heat supply [47] while condensing CHP units have one or more openings in its casing to extract steam, delivering both low pressure and medium pressure steam for heat supply [48].

As shown in Table 2, the back-pressure CHP units have higher energy efficiency than the condensing CHP units [49]. This is because all the exhaust steam of back-pressure turbines is utilized for heat supply. However, the back-pressure CHP units provide little flexibility to meet electrical loads due to the fixed power-to-heat ratio [50]. In comparison, the condensing CHP units are more flexible in adjusting power supply with a variable power-to-heat ratio [51]. As the back pressure increases, the generation capacity will be reduced. Therefore, the capacity of back pressure CHP units is usually smaller than the one of condensing CHP units.

**Table 2 Comparison between two types of CHP units**

<table>
<thead>
<tr>
<th>Type</th>
<th>Back-pressure unit</th>
<th>Condensing unit</th>
</tr>
</thead>
<tbody>
<tr>
<td>Structure and working principle</td>
<td><img src="image" alt="Steam turbine" /> <img src="image" alt="Generator" /> <img src="image" alt="Heat user" /></td>
<td><img src="image" alt="Steam turbine" /> <img src="image" alt="Generator" /> <img src="image" alt="Heat user" /> <img src="image" alt="Condenser" /></td>
</tr>
<tr>
<td>Energy efficiency</td>
<td>70% ~ 85%</td>
<td>No more than 45%</td>
</tr>
<tr>
<td>Relationship between heat and power</td>
<td>Electricity is decided by heat power.</td>
<td>The ratio of heat and electricity can be adjusted.</td>
</tr>
<tr>
<td>Unit capacity</td>
<td>Usually with a small capacity [50]</td>
<td>More than 100 MW [52]</td>
</tr>
</tbody>
</table>

Besides, CHP units can be connected to different grid levels. The centralized CHP units are connected to the DHS at the transmission level; the decentralized CHP units are connected to the DHS at the distribution level; the micro-CHP units are utilized at the building level [4].

Apart from the CHP units, the HPs, EBs, and STs could also provide heat for the DHS as auxiliary heat sources. The EBs consumes electrical energy to generate heat with a relative low energy conversion efficiency, usually around 0.9 [53]. Ref. [54] introduces the operation
principle of an HP system. Approximately 75% of the energy sources of an HP come from the
air, ground, or water, and about 25% of the total energy is used to transform the energy from
nature to useful heat. Therefore, the HPs usually have a higher energy efficiency than EBs. The
STs release the stored energy to provide heat.

2.2.2. Network of pipelines

Similar to the EPS, the DHS can also be divided into a transmission system (primary pipe
network) and a distribution system (secondary pipe network), as shown in Fig. 2.

The primary pipe network refers to pipelines that transfer heat from the heating plant to the
heat station. The secondary pipe network refers to pipelines that transfer heat from the heat
station to the heat user. The water in primary and secondary pipelines is physically isolated by
the heat exchange station [26], which returns water back to the heat source directly in the
primary network. With the physical isolation, the two networks can have different mass flow
rate and pressure.

The temperature and pressure of the DHS usually vary from country to country. In most
primary networks, the maximum supply water temperature is not more than 140 °C. Most of the
primary heat networks operate at below 140 °C and some of them operate at even below 80 °C
[55]. The primary return water temperature ranges from 35 °C to 55 °C [56]. In Denmark, the
supply and return temperature of the secondary network is around 70 °C and 40 °C, respectively.

The pressure of the primary network can reach 25 bar. In most cases, the pressure is below
16 bar. In the secondary networks, the pressure of the connected buildings is from 6 to 10 bar
[55].

Fig. 3 is a general structure of the primary pipelines to illustrate the operational characteristics
of the DHS, which are outlined as follows:

- The pipeline network has two processes, i.e., the hydraulic process and thermal process.
The hydraulic process relates pressures and mass flow rates, and the thermal process is
about temperature changes and heat exchange. These two processes are tightly coupled.
- In any loop composed of water pump and pipes, the pressure drop is zero. For any node,
the outflow equals inflow.
- The mass flow rate and pressure drop in supply and return pipes are symmetrical, which
means $M_{i,j}^{S} = M_{i,j}^{R}$ and $P_{i}^{S} - P_{j}^{S} = P_{j}^{R} - P_{i}^{R}$, where $i$ and $j$ are neighboring nodes, $M_{SR}$ is
the mass flow rate of supply/return pipes, and $P^{S/R}_{i,j}$ is the node pressure of supply/return pipes.

- For a pipeline, its inlet temperature is higher than outlet temperature due to the heat loss during the transmission, which means $T^{S/R}_{i,j} > T^{S/R}_{i,j}$. 

![Fig. 3. General structure of the primary pipelines.](image)

### 2.2.3. Heat exchange station

The heat exchange station is mainly used to reduce the water temperature in the primary pipelines so as to reduce heat loss during heat transfer will increase. Located at the end of the primary network and being responsible for the heat transfer, the heat exchange station is a heat load of the primary network [12], as illustrated in Fig. 2. The heat exchange station allocates the obtained heat to different users in the secondary network and is a heat source of the secondary network.

### 2.2.4. Heat load

The heat load in the central heating network can be the buildings in a neighborhood, town center or whole city. It is determined by the difference between indoor and outdoor temperatures [52]. Ref. [57] utilizes a discrete differential equation to model the heat load with the difference between the indoor and outdoor temperatures incorporated. Ref. [58] utilizes population
distribution data and the surface temperature data from the Modern Era Retrospective Analysis to determine the heat load within each city.

The heat load mainly has two features.

- Firstly, the heat load is usually considered as changing linearly with the outdoor temperature and the changes for all local heat loads in a network are simultaneous.
- Secondly, the proportion of any local heat load in the total heat load is constant when neglecting the small disturbances on the user side, such as the window opening behavior. The proportion does not change with the outdoor temperature.

3. Modeling of the IEHS optimal operation

3.1. General formulation of optimal operation of IEHS

A model for the optimal operation of the IEHS is composed of the objective function, constraints of the EPS and DHS networks, and coupling constraints of the EPS and DHS, as shown in Fig. 4.

The objective function usually reflects the system operational cost, while the constraints decide how accurately and efficiently the characteristics of the IEHS have been formulated. The objectives are usually about the optimal operational cost, maximum social welfare, maximum utilization of RES. The constraints represent the feasible region of each device and the whole system.

Take the modeling of the IEHS in the transmission network as an example. The general formulation is summarized in Table 3.
Table 3 General formulation of the optimal operation of the IEHS

<table>
<thead>
<tr>
<th>Terms</th>
<th>Formulation</th>
<th>Description</th>
</tr>
</thead>
<tbody>
<tr>
<td>Objective function</td>
<td>( f = \sum_{j=1}^{n} \sum_{i=1}^{m} f_{\text{C}}^{i,j} + \sum_{j=1}^{n} \sum_{i=1}^{m} f_{\text{other}} )</td>
<td>The total operation cost includes heat and power production cost ( f_{\text{C}}^{i,j} ), the power and reserve provision cost ( f_{\text{other}} ) for non-CHP units, and some other cost ( f_{\text{other}} ) for wind power curtailment, load shedding or slack variables.</td>
</tr>
<tr>
<td>Power balance</td>
<td>( \sum_{j=1}^{n} p_{\text{C}}^{j} + \sum_{j=1}^{n} p_{\text{U}}^{j} + \sum_{j=1}^{n} (p_{\text{up}} - p_{\text{down}}^{j}) = )</td>
<td>The power demand of users, HPs and EBs is balanced by the CHP units, non-CHP units, and wind farms. As the renewables may not be fully accommodated, the wind power curtailment needs to be considered in the power balance.</td>
</tr>
<tr>
<td>On/off status and minimum startup and shutdown time for non-CHP units</td>
<td>( u_{j,t} = I_{j,t} ) ( u_{j,t} \leq 1 ) ( u_{j,t} \leq 1 ) ( u_{j,t} \leq 1 ) ( u_{j,t} \leq 1 ) ( u_{j,t} \leq 1 )</td>
<td>The non-CHP units need to consider the unit commitment.</td>
</tr>
<tr>
<td>Transmission line capacity</td>
<td>( f_{\text{C}}^{i,j} + sf^{G} - sf^{W} (p_{\text{up}} - p_{\text{down}}^{j}) - f_{\text{C}}^{i,j} \leq f_{\text{C}}^{\text{max}} )</td>
<td>The DC power flow method is utilized to describe the power flow in each transmission lines.</td>
</tr>
<tr>
<td>Ramp limitation</td>
<td>( p_{\text{up}}^{j} - p_{\text{down}}^{j} \leq f_{\text{R}}^{\text{max}} (1 - u_{j,t}) + f_{\text{R}}^{\text{C}} ) ( p_{\text{up}}^{j} - p_{\text{down}}^{j} \leq f_{\text{R}}^{\text{max}} (1 - u_{j,t}) + f_{\text{R}}^{\text{C}} )</td>
<td>The ramp of non-CHP units is constrained by the upward/downward ramping rate and the on/off status of units. The ramp of CHP units is only limited by the ramping rate.</td>
</tr>
<tr>
<td>Reserve capacity</td>
<td>( \sum_{j=1}^{n} p_{\text{C}}^{j} \geq \sum_{j=1}^{n} p_{\text{C}}^{j} \geq \sum_{j=1}^{n} p_{\text{C}}^{j} \geq \sum_{j=1}^{n} p_{\text{C}}^{j} ) ( \sum_{j=1}^{n} p_{\text{C}}^{j} \geq \sum_{j=1}^{n} p_{\text{C}}^{j} ) ( \sum_{j=1}^{n} p_{\text{C}}^{j} \geq \sum_{j=1}^{n} p_{\text{C}}^{j} \geq \sum_{j=1}^{n} p_{\text{C}}^{j} ) ( \sum_{j=1}^{n} p_{\text{C}}^{j} \geq \sum_{j=1}^{n} p_{\text{C}}^{j} ) ( \sum_{j=1}^{n} p_{\text{C}}^{j} \geq \sum_{j=1}^{n} p_{\text{C}}^{j} )</td>
<td>Each component is limited by the maximum and minimum output or power.</td>
</tr>
<tr>
<td>Capacity limitation for each component</td>
<td>( p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} ) ( p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} \leq p_{\text{up}}^{j} )</td>
<td>The hydraulic process includes three groups of constraints. (a) represents the continuity of mass flow in any node. (b) represents the pressure drop in a loop is zero. (c) is about the relationship between the pressure drop and mass flow rate in a pipe.</td>
</tr>
<tr>
<td>DHS constraints [50, 61]</td>
<td>( h_{i}^{\text{C}} + h_{i}^{\text{H}} + h_{i}^{\text{H}} = C_{i} m_{i}^{\text{H}} (T_{i}^{\text{H}} - T_{i}^{\text{H}}) ) ( C_{i} m_{i}^{\text{H}} (T_{i}^{\text{H}} - T_{i}^{\text{H}}) = H_{i}^{\text{H}} ) ( (T_{i}^{\text{H}} - T_{i}^{\text{H}}) = \Delta h_{i} ) ( \sum_{h_{i}^{\text{H}}} m_{i}^{\text{H}} T_{i}^{\text{H}} = \sum_{h_{i}^{\text{H}}} m_{i}^{\text{H}} T_{i}^{\text{H}} ) ( T_{i}^{\text{H}} \leq T_{i}^{\text{H}} \leq T_{i}^{\text{H}} ) ( T_{i}^{\text{H}} \leq T_{i}^{\text{H}} \leq T_{i}^{\text{H}} )</td>
<td>The thermal dynamic process includes the heat balance in heat sources and heat exchange station, represented by (a) and (b), temperature drop in a pipe, represented by (c), mixture of mass flow in a node, represented by (d), and the temperature limitations of supply and return networks, represented by (e) and (f).</td>
</tr>
</tbody>
</table>
Coupling constraints of the EPS and DHS [62]

- CHP: \( h_c^{\text{UP}} = g\left(p_c^{\text{UP}}\right) \)
- HPs: \( h_{hp}^{\text{UP}} = \eta_{hp} p_{hp}^{\text{UP}} \)
- EBs: \( h_{eb}^{\text{UP}} = \eta_{eb} p_{eb}^{\text{UP}} \)

The relationship between heat and power production of CHP units, which differs when the unit type is different. The constraints for CHP will be detailed in the subsection 3.1.4.

The relationship between heat production and power consumption for HPs.

The relationship between heat production and power consumption for EBs.

It should be noted that the formulation in Table 3 is just a fundamental form. It can be revised or simplified when the operational environment changes, such as the joint operation modes of subsystems, owners of flexible devices, voltage level of the EPS and so on. These formulations can be changed when the modeling focuses on different aspects. The further explanation for the formulation is described in the following subsections.

3.1.1. Objective function

The cost items in the objective function in Table 3 includes the start-up cost, power and heat production cost, penalty cost of wind power curtailment, reserve cost, penalty cost of slack variables, and so on.

For the joint operation of the EPS and DHS, when the operation mode of multiple subsystems is different, the objective function in Table 3 changes. For example, when the joint operation mode of subsystems is based on the centralized operation, the cost relates to both power and heat production, while when the joint operation mode is based on the decentralized operation, the cost is divided into two parts according to the entities where the cost belonged to.

When the electricity market is accounted for, the objective function is related to the maximum welfare instead of the fuel cost. In the market without unit commitment, the startup cost of units will not be included. Therefore, the objective function should be set according to the operational condition of the system.

3.1.2. Constraints of EPS

Due to the diverse market setup and different joint operation modes of subsystem, the security constraints that need to be considered in the EPS are different. For example, in the power grids of China [63] and the PJM market [64] in the USA, unit commitment is considered. Therefore, the on/off status and minimum startup and shutdown time constraints will be necessary.
However, in some other places, such as the Nordic electricity market, only the constraints of economic dispatch are needed.

The constraints that all systems must consider are the power balance constraints and transmission line constraints. The power flow constraints in Table 3 is based on the linear DC power flow method, which is widely utilized in the transmission network due to its high accuracy of approximation. At the distribution level, the nonlinear AC power flow is also a common method to model the energy flow [65].

3.1.3. Constraints of DHS

The heat network model has two processes, i.e., the hydraulic process and thermal process. The hydraulic process is about the fluid condition, and the thermal process is about temperature changes and heat exchange [29]. These two processes are tightly coupled, leading to a highly nonlinear model of the DHS.

For the modeling of the hydraulic process in Table 3, $A_b$ is the node-branch incident matrix, $m_b$ is the mass flow rate of pipeline $b$ in period $t$, $M_b$ is the outflow of each node, $B_b$ is the loop-branch incident matrix, $h_b$ is the pressure drop in pipeline $b$ in period $t$, and $K$ is the resistance coefficient.

For the modeling of the thermal process in Table 3, $T_{ambient}$ is the time-varying ambient temperature, $T_{in}^{SR}$ and $T_{out}^{SR}$ are temperatures at the beginning and end of a pipeline, $\lambda$ is the insulation coefficient of the pipes, $L$ is the length of the pipes, and $T_{nt}$ is the temperature of node $n$ after mixing.

It should be noted that the hydraulic and thermal constraints in Table 3 are mainly for the primary heat network. For the secondary heat network of the DHS, little work has considered its modeling due to the widely distributed heat consumers, extremely complicated topology, and rare measuring points in the secondary pipelines.

Except for the basic hydraulic and thermal constraints in Table 3, recent studies have devoted to formulating more accurate network constraints. Ref. [29] considers the flow direction in the pipelines by introducing binary variables to represent flow direction. Ref. [66] accounts for the
time delay of temperature changes in mass flows by formulating temporal coupling constraints in the DHN.

3.1.4. Coupling constraints

As can be seen from the coupling constraints listed in Table 3, the EPS and DHS are mainly coupled by CHP units and other flexible devices such as HPs and EBs. Table 3 gives the coupling constraints of HPs and EBs. This section only details the constraints of CHP units.

As stated in Section 2.2.1, CHP units are mainly classified into the back-pressure unit and condensing unit. Table 4 shows their feasible region of heat and power production. The details can be found in [67] for the feasible region of CHP units.

<table>
<thead>
<tr>
<th>Table 4 Comparison between two types of CHP units</th>
</tr>
</thead>
<tbody>
<tr>
<td>Types</td>
</tr>
<tr>
<td>-------</td>
</tr>
<tr>
<td>Back-pressure type</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Condensing type with convex feasible region</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td>Condensing type with nonconvex feasible region</td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
<tr>
<td></td>
</tr>
</tbody>
</table>
For back-pressure units, the electricity production changes linearly with heat production, as shown in Table 4.

For condensing units, its feasible region is surrounded by several operational curves. When the feasible region is convex, the linear combination of the convex hull's extreme points can be utilized to describe its feasible region [15, 68].

In contrast, if the feasible region is nonconvex, it will be firstly divided into two convex sub-regions 1 and 2. Then each sub-region is modeled with the traditional method and they are combined by introducing binary variables $I_{1}^{\text{CHP}}$ and $I_{2}^{\text{CHP}}$. Refs. [28] and [69] give detailed models for the nonconvex feasible region of the CHP unit.

In summary, the modeling of CHP units depends on the actual type in the system. The modeling of back-pressure and condensing CHP units with the convex feasible region is in linear forms, while the condensing units with the nonconvex feasible region is in a mixed-integer form.

3.2. IEHS modeling

Fig. 5 summarizes the IEHS modeling for optimal operation from five aspects, i.e., the operation considering dynamic characteristics of the DHS, operation with flexibility improvement, operation under uncertainty, joint dispatch of the EPS and DHS, and joint market clearing of the EPS and DHS.
3.2.1. Modeling for operation considering dynamic characteristics of DHS

As mentioned in the introduction, the speed of electrical energy is near the light, which means the power flow is instantaneously balanced in the EPS. The rate of heat transfer in the DHS is much slower than the speed of electrical energy. This means that the former is still in a dynamic process when the latter reaches a steady state. Therefore, it is not necessary to consider the dynamic characteristics of the EPS during the power balance while it is non-negligible to consider the dynamic characteristics of the DHS in the heat transfer. Neglecting the dynamic characteristics of the DHS may result in an infeasible or suboptimal solution.

According to whether the dynamic characteristics of the hydraulic process and thermal process in the DHS is considered, the IEHS modeling can be classified into three categories. Fig. 6 compares the main difference between them.
The steady-state model usually neglects the time delays and thermal dynamics in the pipelines [70], as well as the variable mass flow rate. Refs. [66] and [71] only consider the balance between the heat demand and heat production when formulating the steady-state model. Although the model is easy to be established and computationally tractable, it may fail to give a realistic result after neglecting the dynamic characteristics.

In contrast, the quasi-dynamic model considers the time delays and thermal dynamics in the pipelines. The temperature of the pipeline changes with time and location. Essentially, the pipeline temperature is a binary partial differential equation with respect to time and location. However, the IEHS modeling based on the partial differential equation is computationally intractable. To handle this challenge, Ref. [11] utilizes Taylor expansion and finite differential method to discretize the partial differential equation of pipelines into nonlinear algebraic equations, by choosing a time step $\Delta t$ and distance step $\Delta x$. Fig. 7 shows the basic idea of the finite difference method.

Most research [7, 29, 60] neglects the distance step $\Delta x$ when building the quasi-steady model because the mass flow rate is usually assumed to be a constant. However, it is still a challenge to choose a reasonable time step $\Delta t$ for the DHS. On the one hand, the time step represents the
time resolution of scheduling. When the time step of the DHS differs from that of the EPS, the
synergy of different time resolutions of scheduling for two subsystems will be a challenge. On
the other hand, the time step influences the approximation accuracy and the computation burden
simultaneously. A large time step may cause the heat imbalance in the source side and consumer
side due to the low approximation accuracy for the time delay and thermal dynamic
characteristic in the pipelines. In contrast, a fine time step may bring a high computation burden.
At present, most research sets the time resolution of the DHS scheduling as the same with the
EPS, little work has considered how to identify the optimal time resolution for the DHS. Ref.
[13] investigates the influence of the time resolution on computational accuracy and efficiency.
Other research about the quasi-dynamic model focuses on describing the time delay of
transmission and the thermal dynamic characteristic. Ref. [26] models the temperature mixing
and heat loss in the same equation. Besides, it builds the relationship between the temperature
of a node and its child nodes’ temperatures of past periods to reflect the time delay characteristic.
Refs. [19] and [72] apply the node method to model the quasi-dynamics of temperature.
In the DHS, there are two regulation modes, i.e., quality regulation and quantity regulation.
The former has a constant mass flow rate and variable supply temperature, while the latter has
a variable mass flow rate and constant supply temperature. A lot of research on the quasi-
dynamic model is based on the quality regulation [73], and other research considers the quantity
regulation [74].
The dynamic model considers the variable mass flow rate on the basis of the quasi-dynamic
model. In the hydraulic process, the mass flow rate is adjusted by the opening degree of the
regulating valve and the circulating pump, the modeling of which is usually complicated. Refs.
[75, 76] propose a dynamic model of the DHS, which considers the variable mass flow rate.
However, this model does not combine the EPS and DHS. When the EPS and DHS are
integrated, the complexity of calculation will not be avoided due to the highly nonlinear
characteristic of the hydraulic process. Therefore, it is still a great challenge to apply the
dynamic model due to the requirement of computational efficiency.
In summary, most of the current research is based on the quasi-dynamic models due to its
tradeoff between the accuracy and computational efficiency.
3.2.2. Modeling for operation with flexibility improvement

Improving the operational flexibility is an important aspect of the optimal operation of the IEHS, which can help reduce energy cost and increase accommodation of renewables. Different flexible devices, such as the EBs, HPs, STs, and heat pipes, can be used to improve operational flexibility. However, due to different operational characteristics and interactions with other parts of the IEHS, these flexible devices should be modeled differently. For example, the HPs and EBs can provide flexibility by changing their energy consumption behaviors, while the STs provide the flexibility for the DHS by heat load shifting. The pipelines can be seen as a special heat storage device to provide flexibility due to its thermal inertia. These differences can further influence the other parts of the IEHS, such as the operational region of CHP units, and energy balance and transmission.

IEHS modeling with STs.

The modeling of heat storage devices usually considers three sets of constraints, the heat energy levels, maximum energy capacity, and heat charging/discharging rate. Ref. [29] utilizes heat accumulators and waste heat from industrial activities to harvest the extra flexibility from the DHS by considering the three sets of constraints. Ref. [15] proposes a more detailed model of STs, considering the mixing of hot water and cold water in the processes of heat storage and heat discharging. Apart from the three sets of constraints, Ref. [28] considers the heat loss and extra heat generation of a heat buffer in a micro-grid with CHP units. Ref. [77] proposes a multi-scale model of STs, which is based on the partial differential equation. However, such a model is highly nonlinear, limiting its application in the modeling of the IEHS.

IEHS modeling with EBs.

Even without high energy efficiency as the HPs, the EBs are low-cost solutions. In Ref. [72], the heat output of an EB is linearly related to electricity consumption by a constant converting efficiency. Besides, the electricity consumption of the EB has a capacity constraint. Considering the local market policy, Ref. [62] formulates the total operational cost model of EBs with the subsidy and tax cost included. Indices for quantifying flexibility provided by EBs and HPs are proposed in Ref. [78] based on their technical constraints and operating points.

IEHS modeling with HPs.

The flexibility of HPs is a highly discussed topic both at the consumer side and grid side.
At the consumer side, domestic HPs have been researched for their flexibility function. Ref. [79] reviews the HP system at the building level and their applications for voltage control, congestion management and provision of spinning and non-spinning reserve. Ref. [80] introduces metrics applicable for different stakeholders to quantify building-to-grid demand response flexibility from the HP aggregation. Ref. [81] has a debate on the energy efficiency and economic potential of flexible HP control methods, which points out installing HP in domestic is hard to achieve cost savings at present. The existing research usually utilizes the first order differential equation of temperature to model the residential HPs [82], in which the HPs adjust the temperature by changing its on/off status. Ref. [83] explores the opportunity to couple CHP and HPs by modeling new energy efficiency equations. With the fast increase of HPs in Denmark, Ref. [84] optimizes the heat usage in a single-family house to achieve the minimum cost of electricity usage according to the forecasted weather and energy prices.

At the grid side, centralized HPs are usually coordinated with the CHP units to provide flexibility for the IEHS. Centralized HPs are usually on a large scale, about 660 MW of heat pumps were operational in Stockholm of Sweden in 2016 [85]. Ref. [86] shows that large-scale HPs are especially promising for efficiently reducing the wind power curtailment.

In Europe, most of the HP systems are connected to a hydronic system and a thermal storage tank, which are used for heating buffer [87]. In Germany, about 90% of the existing and 80% of the newly built buildings are equipped with a thermal storage tank when an HP unit is used. Therefore, this fact should also be accounted for when modeling the HPs [88].

The coefficient of performance (COP), which is defined as the ratio of usable heat and the needed electricity. The modeling of COP differs for HPs with different energy sources. For example, the COP of an air-source HP is strongly dependent on the ambient temperature, which is not a constant as the ground-source HP. Ref. [27] utilizes piecewise linear approximation to model the COP of an HP.

**IEHS modeling with heat storage by pipelines and buildings.**

Apart from the above devices, the heat storage of pipelines could also provide flexibility. Unlike the EPS, the heat change in the DHS is a slow process. The balancing process between heat production and heat demand will cover several dispatch intervals. Consequently, the heat storage property of the pipeline can be exploited to enhance the flexibility of the DHS. Refs.
[30] and [61] exploit the energy storage capability of a district heating network to tackle the lack of flexibility.

However, the time delay in the pipeline network makes the pipeline storage hard to be used as a storage unit. Compared with pipeline storage, the building storage is a more feasible way due to the direct interaction with heat consumers. Some work formulates the building storage model for the optimal operation of the IEHS, by utilizing the equivalent thermal parameter method and allowing the temperature of heat consumers to fluctuate within a predefined range [7, 73].

3.2.3. Modeling for operation under uncertainty

The uncertainties in the IEHS are from multiple sources, such as renewable energy, heat demand, electricity prices, etc. To guarantee the secure operation of the IEHS, the system operator should account for all the possible uncertainties which may occur in real-time. The stochastic programming (SP) [89] and RO [90] are the two most popular decision-making tools under uncertainty.

Fig. 8 compares the main difference between the RO and SP. Generally, the SP adopts a scenario set to describe the uncertain characteristic of renewable energy. It minimizes the expected total cost under all scenario constraints. The SP has the challenge of balancing computation accuracy and efficiency [59]. In contrast, the RO usually models the uncertainty as an easy-to-obtain box set with budget constraints but suffers from the conservative solution [91].

![Fig. 8. The main difference between the RO and SP](image)

The modeling based on the SP technique for the optimal operation of the IEHS usually utilizes two-stage or multi-stage framework to bridge the links between day-ahead and real-time
operation. Ref. [92] formulates a two-stage SP model that bridges the day-ahead and real-time
operation in multi-energy systems, in which the uncertainty of wind power is depicted by a set
of generated scenarios. Ref. [93] adopts the two-stage SP to build the market clearing model so
as to alleviate the operational risk associated with uncertainties of renewable energy in the IEHS.
Ref. [39] utilizes a finite set of scenarios to model uncertainties of wind power, electricity
demand, and participants’ offer. Ref. [94] formulates a day-ahead optimization model based on
the two-stage SP, considering uncertainties of outdoor temperature, electricity and hot water
consumption, dwelling occupancy, and imbalance prices. Different from the traditional two-
stage SP, Ref. [95] proposes a three-stage SP model for the short-term operation scheduling of
a CHP system, where the uncertainties of day-ahead electricity prices and heat demand are
included in the form of scenarios.

A scenario generation method accounting for the correlations of renewables is proposed in
Ref. [96], which is validated effective in reducing the operation cost of the EPS. Ref. [14]
utilizes the Gaussian mixture model and exponential function method to generate wind power
scenarios with spatial and temporal correlation in the decision-making of the stochastic optimal
operation of the IEHS. However, only the correlation between wind farms is considered.

In the IEHS modeling based on the RO, the affinely adjustable RO and two-stage adaptive
RO are the two mainstream modeling approaches accounting for uncertainties. Ref. [97]
formulates the IEHS model based on the affinely adjustable RO, considering the uncertainties
of electricity price and heat demand. Usually, the regulation of units is a linear function of the
uncertain parameters in the affinely adjustable RO model. Therefore, models based on the
affinely adjustable RO are computationally tractable. Refs. [19] and [98] utilize a two-stage
adaptive RO model to exploit the influence of uncertainties of the DHS on the operation of the
IEHS. Ref. [19] considers the uncertainties pertaining to pipeline parameters and ambient
temperature. Ref. [98] considers uncertainties of solar radiation and electricity and heat demand
with predefined scenario sets. Besides, the N-1 constraints of the worst-case scenario are also
considered to guarantee robust and feasible solutions. The two-stage adaptive RO model has a
more complicated structure than the affinely adjustable RO, but it characterizes more flexibility
to regulate the day-ahead operational point in the real-time recourse stage.

To reduce the conservativeness of the traditional RO, several measures have been proposed,
such as advanced uncertainty sets, the distributionally RO, as well as RO variants. The advanced
uncertainty sets [99-102] reduce the conservativeness of the RO by accounting for the spatial or
temporal correlations of renewables. However, the exploitation of advanced uncertainty sets is
mainly used in the EPS. The distributionally RO reduces the conservativeness by minimizing
the expected total operation costs under the worst-case distribution instead of the worst-case
scenario [103, 104]. Ref. [105] applies this method in the IEHS modeling considering wind
power uncertainties. A variant of RO, namely, the information gap decision theory, is proposed
in Ref. [106] to evaluate a profitable operation strategy for CHP units in the electricity market.
This method reduces the conservativeness by limiting the minimum required or preferred reward
value of the objective.

Apart from the popular SP and RO decision-making methods, a few studies utilize the chance
constraint programming (CCP) method to cope with the uncertainty in the IEHS. Ref. [107]
utilizes the CCP to obtain the optimal energy flow of the IEHS under the uncertainty of
electricity, heat loads and solar power. In the modeling for CCP, the security constraints are
satisfied with a predefined probability. The nature of the CCP is similar to the SP, which also
utilizes the scenarios to represent the uncertainty. Therefore, this method is not extensively
reviewed.

3.2.4. Modeling for joint dispatch of EPS and DHS

In the operating environment without market setup, the schedule is made by the dispatch
center. According to whether the EPS and DHS belong to the same dispatch center, the joint
dispatch of the EPS and DHS can be divided into centralized and decentralized dispatch.

In the centralized dispatch, the EPS and DHS belong to the same dispatch center, which has
the whole system’s information and can dispatch the EPS and DHS simultaneously to fully
utilize the flexibility from the DHS. This may be practical for a small microgrid managed by a
single control center. However, in a larger area, such as at a city level, there may be multiple
DHSs, and the DHS and EPS usually belong to different control centers. For those who do not
want to disclose and share their information, it is infeasible to perform the centralized
optimization.

To solve this challenge, Ref. [108] develops a new dispatch scheme in the modeling from the
perspective of the EPS, which not only considers flexibility utilization from the DHS but also
accounts for the private information protection of the DHS. In the proposed method, the operator
of the DHS sends a modified model of flexible feasible region to the dispatch center of the EPS in a more condensed and privacy-preserved way, but still provides enough information for the EPS dispatch center to complete the integrated dispatch.

Some other researchers are more inclined to establish a decentralized dispatch scheme to use DHS’s flexibility, due to the fact that the EPS and DHS still belong to different entities at the current stage. Ref. [76] models two sub-problems, namely, the EPS sub-problem and DHS sub-problem, based on the decentralized operation. Each subsystem iteratively exchanges information with others to complete the integrated dispatch. Eventually, each subsystem achieves its optimal operating point and meets the flexibility requirement. The key point in the decentralized dispatch is to design the exchange information in a way to have better privacy protection and less communication burden.

3.2.5. Modeling for joint market clearing of EPS and DHS

The IEHS modeling for joint market clearing of the EPS and DHS can be divided into sequential clearing and decentralized clearing according to the clearing order of the two subsystems.

Take Denmark as an example of the sequential clearing. At present, the electricity market and heat market are independent, run by different utilities. The electricity trade is cleared in the Nord Pool, while the heat dispatch is run by the Varmelast.dk [21]. In the Nordic electricity market, the day-ahead market is cleared at noon, during which the market operator runs a market clearing process aimed at maximizing social welfare dispatch to determine the prices for participants [109].

The daily heat plans in the Greater Copenhagen area are generated based on the procedure in Fig. 9 with communication between CHP plants and Varmelast.dk, an independent market operator. Ref. [110] describes this procedure in detail. In Fig. 9, the heat dispatch is determined by Varmelast.dk before 9:00 am. The Varmelast.dk determines the least cost heat dispatch to meet heat demand according to the heat bid curve, which includes the available capacities and marginal cost of each CHP plant. With the received heat order, the heat producers send detailed plans to Varmelast.dk for hour-by-hour heat production of each unit and marginal prices for changing heat production. At last, the Varmelast.dk makes the final heat plan considering the
hydraulics in the DHS [1]. The final heat plan is made before 10:30 am and is before the day-ahead electricity market clearing.

![Diagram of daily heat plans]

When the sequential clearing is adopted, the heat production of CHP is determined in the heat-clearing process, extremely limiting the power production of CHP in the EPS. Therefore, the current clearing order for heat and electricity is not suitable for promoting the flexibility to accommodate more renewable energy.

To deal with the challenge in sequential clearing, several studies have explored new market clearing schemes in their modeling for the IEHS to achieve the overall efficiency improvement and fair allocation of heat and power production. Ref. [22] proposes a new market structure to exploit the synergy of two markets. The model still follows the existing market-clearing order of heat and electricity. However, it adopts a stochastic hierarchical optimization model to take account of the flexibility needed in the EPS. At the upper-level, the heat operator minimizes the cost of heat, while accounting for the flexibility requirements of the followers in the day-ahead electricity market. The day-ahead electricity market clearing under different scenarios is
explicitly modeled in the lower level optimization problems. Ref. [97] develops a two-stage decision-making model to maximize the profits in the day-ahead heat market and electricity markets. Ref. [45] proposes a new heat-power market scheme in which the heat market and power market are treated equally and cleared by different operators. Different from the traditional constant heat prices, it determines the heat prices by optimal heat flow.

Similar to the decentralized dispatch without market setup, the decentralized clearing is also researched to protect the information of each participant. In Ref. [27], a market-driven model is proposed to achieve the decentralized operation of the EPS and DHS. In the proposed joint market clearing scheme, the EPS operator clears the distribution power market given the demands from the DHS. Simultaneously, the DHS operator determines the optimal heat allocation strategy with given nodal electricity prices. The coordinated optimization between the two subsystems turns into a Nash-type game, and the market equilibrium is the point neither system has an incentive to alter their strategies.

In summary, the modeling for the IEHS market clearing is mainly based on the sequential clearing and decentralized clearing to take account of the mutual influence between subsystems. Fig. 10 compares the main difference between sequential clearing and decentralized clearing.
Sequential clearing

Day-ahead market of heat
Disclosure of heat plan at 10:00 of the previous day

Day-ahead market of electricity
Disclosure of power plan at noon of the previous day

Predicted electricity price
Fixed heat demand

Aiming at maximum social warefare

Decentralized clearing

Synergy of two markets and co-clearance of heat and electricity
Disclosure of heat and electricity production at the same time of the previous day

Instantaneous communication
Electricity price
Heat demand

Aiming at the maximum revenue of heat production
Aiming at the market equilibrium where each subsystem achieves their optimal operation

As can be seen from Fig. 10, one of the main differences is the market clearing time. In the sequential clearing, operators make decisions according to predicted or known information. Even though the instantaneous communication is not needed, the predicted information has uncertainty and the known heat information may limit the feasible region of subsequent electricity optimization.

In comparison, in the decentralized clearing, the two subsystems are more interactive, exchanging information iteratively until the equilibrium is reached. With such a scheme, the flexibility needed by the EPS is more easily to be satisfied, and the heat production can be more...
cost-effective according to the actual clearing price. However, instantaneous communication is required due to the simultaneous optimization.

4. Solution methods for optimal operation of IEHS

The IEHS model for optimal operation has complex network constraints and system characteristics, which brings a large computational burden and nonlinear and nonconvex properties. Great efforts have been made to seek better decision-making tools for the optimal operation of the IEHS. Existing research on the solution methods of the IEHS for optimal operation is summarized in this section according to the four most common situations, as illustrated in Fig. 11. The following subsections detail these solution methods.

Fig. 11  Solution methods for the optimal operation of the IEHS in four common situations

4.1. Solution methods for integrated energy flow calculation

The combined energy flow in the IEHS can be calculated by two kinds of methods, i.e., the integrated and decomposed electrical-hydraulic-thermal methods. The former solves the integrated energy flow as a whole while the latter solves the energy flow in different subsystems sequentially.

The integrated method usually utilizes the Newton-Raphson iteration to solve the energy flow in different subsystems simultaneously. Ref. [70] utilizes the Newton-Raphson iteration to solve the steady-state power flow considering electrical power, natural gas, and district heating. The general iterative form of the Newton-Raphson method for nonlinear equation $F(x) = 0$ is as follows [23]:

$$x^{i+1} = x^i - J^{-1}F(x)$$ (1)

where $F(x) = 0$ represents all constraints of the IEHS system, $i$ is the index for iterations, $x$ is the vector of variables, $J$ is the Jacobian matrix, which is the first order derivative of $F(x)$
with respect to $x$, and $\Delta F(x)$ is the left hand side of $F(x) = 0$.

The integrated method based on Newton-Raphson iterations needs fewer iteration steps. However, it may have the convergence problem if the initial condition is not properly set. Besides, when more complicated constraints are considered, this method may no longer be applicable. For example, when the mass flow direction is considered, the solution in the current iteration will vary significantly if the direction of mass flow in some pipes vary, leading to the difficulty to converge.

Different from the integrated method, the decomposed method calculates each subsystem sequentially, as shown in Fig. 12. The results for one subsystem are the inputs of the other subsystem. Usually, the EPS is solved firstly. Then the DHS is calculated with the fixed electricity as input parameters of coupling components. Besides, when the mass flow rate of the DHS is specified, the DHS can be further decomposed into the independent hydraulic model and thermal model. As the hydraulic process is faster than the thermal process, the hydraulic model is solved before the thermal model.

![Fig. 12 The iteration procedure for the decomposed method](image)

The decomposed method has better convergence than the Newton Raphson method. Besides, with the decomposition, the energy flow after a disturbance is easy to be analyzed. For example, Ref. [24] utilizes the decomposed method to solve and analyze the energy flow after disturbance. As the EPS and DHS have different dynamic response time, the energy flow in different stages after the disturbance is usually different. In such a situation, the node type of the heat network will change during different stages after the disturbance. With the decomposition, the DHS can change its node type conveniently.

However, the decomposed method may suffer from the calculation burden problem. According to [60], the number of iterations increases with the size of networks for this method. Therefore, it will be a challenge for the decomposed method to guarantee the computation time.
4.2. Solution methods for decentralized optimization

The decentralized optimization method is used for situations where the EPS and DHS belong to different operators, as stated in subsections 3.2.4 and 3.2.5. The compact form of the formulation in Table 3 for the IEHS is summarized as follows [26]:

\[
\begin{align*}
\min & \quad f_E(x_E) + f_H(x_H) \\
\text{s.t.} & \quad A_E x_E \leq b_E & (a) \\
& \quad A_H x_H \leq b_H & (b) \\
& \quad C_E x_E + D x_H \leq h & (c)
\end{align*}
\]  

(2)

where \( x_E \) and \( x_H \) represent the variables of the EPS and DHS, respectively; \( A_E, A_H, C, \) and \( D_H \) are coefficient matrices; \( b_E, b_H, \) and \( h \) are coefficient vectors; (2.a) and (2.b) are constraints of the EPS and DHS, respectively, and (2.c) is the coupling constraint.

The basic procedure of the decentralized optimization is illustrated in Fig. 13, which can be summarized as follows.

- **Step 1:** The EPS operator calculates its initial solution based on its own information, then the derived optimal solution is sent to the DHS. The interactive information from the EPS can be the clearing price, power of CHP units, power consumption of HP devices, and so on. The interactive information differs in different decentralized schemes.

- **Step 2:** The DHS operator calculates its optimal solution with the information from the EPS. Then the interactive information from the DHS is generated, which can be the heat supply from CHP units, power flow on the line connected to the EPS, the feasibility cuts, the optimal cuts, and so on. This information also differs in different decentralized schemes.

- **Step 3:** With the updated information from the DHS, the EPS operator calculates its optimal solution once again.

- **Step 4:** If the difference between the optimal solution in the current iteration and the one in the last iteration is within the predefined range, then terminate the procedure and output the optimal solution as the final decision; otherwise, return to Step 2 and repeat the procedure.
The solution methods for decentralized optimization have been adopted in several work in the field of the IEHS. The main difference between them lies in how to decompose the original problem in (4) and how to choose the exchanged information.

In Ref. [18], the CHP units, non-CHP thermal units, and wind farms belong to the EPS operator, while the heating boilers belong to the DHS operator. The heat balance constraints for nodes which has CHP and heat boilers are chosen as the coupling constraints. The Benders decomposition has been utilized to generate feasible cuts or optimal cuts of the interactive information. The convergence criterion is whether the difference of optimal solutions of the EPS between two consecutive iterations is less than the predefined tolerance.

Different from Ref. [26], the CHP units in Ref. [72] belong to the DHS operator. Therefore, the EPS and DHS will influence the power flow of transmission lines together, and the power flow constraint on the tie-lines connecting the EPS and DHS is chosen as the coupling constraint between two subsystems. The optimality condition decomposition (OCD) [111, 112] method is adopted to generate interactive information. Compared with Ref. [26], less interactive information is needed for the OCD method, and only the Lagrange multipliers of the tie-line constraints and the phase angles of the two ends of the tie-line are needed. Therefore, such a decomposition scheme is more beneficial to protect the privacy and achieve a fully distributed solution. However, the authors neglect the condition that a nodal bus contains both the EPS and DHS components. It is necessary to exploit decomposition schemes applicable to more complicated coupling conditions in the future.

The decentralized optimization method in Ref. [27] considers the market setup, and the interactive information from the EPS to the DHS is the local marginal price and the offered heat
price of CHP units belonging to the EPS; while the information from the DHS to the EPS is the power demands of HPs and electricity bids of CHP units belonging to the DHS.

The alternating direction method of multipliers (ADMM) is an alternative method to construct a solution framework for decentralized optimization. Ref. [13] utilizes the ADMM to solve the decentralized dispatch of the IEHS, in which the balance constraint between the heat generation and heat demand is selected as the relaxed constraint. Ref. [44] utilizes the ADMM to solve the decentralized optimization of multiple IEHSs with wind power uncertainty incorporated. In the proposed method, the multiple IEHSs are coupled by the tie-line power flow constraints, which can be decomposed by the ADMM.

In summary, the aim of the decentralized optimization methods is to keep each sub-system’s information private during the decision-making, while achieving the global or near-global optimum of the whole system. As the decision-making for each subsystem can be performed by off-the-shelf solvers, the optimization of each subsystem is not the core of the decentralized optimization. The main concerns of solution methods for decentralized optimization lie in how to design the decomposition scheme and how to update and exchange information, as well as how to design the update strategy.

4.3. Solution methods using relaxation and convexification techniques

To make the optimization of the IEHS computationally tractable, a lot of research utilizes relaxation and convexification techniques to approximate the intractable original optimization problem into a linear programming (LP) problem or a mixed-integer linear programming (MILP) problem. These techniques can be used for all the modeling in Section 3.2.

The relaxation and convexification techniques can be classified into multiple categories according to their application scenario, which are detailed in the following subsections.

Convexification of device characteristic

The CHP units may have a nonconvex feasible region as illustrated in subsection 3.1.4. Ref. [28] divides the original nonconvex feasible region of CHP units into two separate convex regions and introduces binary variables to indicate which region is reached. As there is only one region reached at a time, the sum of two binary variables is set as 1. This method achieves the convexification of the feasible region by increasing variables and constraints. Ref. [69] utilizes
Benders decomposition to separate heat and electricity variables, and the nonconvex feasible region can be more accurately represented.

Most references set the COP of HPs as a constant value, and the function of the operational cost of HPs is in a linear form. However, if HPs take the ambient air as their energy sources, their COP will be variable due to the obvious diurnal air temperature variation during a day. The operation cost function of HPs with variable COP is nonlinear, which cannot be solved directly. For the nonlinear cost function of HPs, Ref. [27] firstly proves the convexity of the HPs’ feasible operation region and then reformulates the original cost function with a canonical second-order cone constraint and a set of polyhedral constraints, both of which are compatible with second-order cone program (SOCP) solvers.

**Simplification and relaxation for network constraints**

In the EPS, the network constraints are nonlinear when the AC power flow is modeled at the distribution level. The branch flow model [113] has been widely adopted to transform the original optimization problem into a SOCP through two relaxation steps. However, the convex relaxation may not be exact, leading to a difference with the actual optimal solution. To solve this challenge, Ref. [114] proposes the sequential SOCP approach to recover the actual optimal solution.

As can be seen from Table 3 in Section 3.1, both the mass flow rate in the hydraulic process and the supply and return temperatures in the thermal process are variables. Three characteristics result in the nonlinearity of the DHS network.

The first one is the pressure drop constraint, in which the pressure drop along the pipe is related to the square of the mass flow rate. Such an equation is nonconvex. In Ref. [29], this constraint is convexified to a conic constraint as,

$$K \cdot m_{bt} \cdot m_{bt} \leq h_{bt}$$

where ≤ is used to limit the maximum pressure, but not affecting the optimization results.

The second one is the exponential term in the temperature loss constraint, expressed as

$$T_{o_{bt}}^{SR} - T_{b_{bt}}^{Ambient} = (T_{o_{bt}}^{SR} - T_{b_{bt}}^{Ambient}) e^{-\frac{L}{C_p m_{bt}^{SR}}}.$$  

In this equation, since $\lambda L \leq C_p m_{bt}^{SR}$, the approximation that $e^{-x} \approx 1-x$ can be utilized [115]. Then the temperature loss constraint can be approximately expressed as,
Substitute (4) into the heat loss equation \( \Delta Q_{bt}^{SR} = C_p m_{bt}^{SR} (TO_{bt}^{SR} - T_{bt}^{Ambient}) \), (5) can be obtained,

\[
\Delta Q_{bt}^{SR} = \lambda L(TI_{bt}^{SR} - T_{bt}^{Ambient})
\]

The approximation for (4) and (5) has been validated in [116] by experiments in real heat systems, which shows that the difference between the inlet temperature of a pipeline and the ambient temperature is the main reason for the heat loss. This means the heat loss is independent of the mass flow rate and adjusting the inlet temperature is the sole measure to change losses. The approximation for the heat loss constraint has been adopted by several work.

Besides, on the basis of (5), Ref. [29] further simplifies the heat loss of a pipeline, estimated by,

\[
\Delta Q_{bt}^{SR} = \lambda L(T_{ref}^{SR} - T_{bt}^{Ambient})
\]

where \( T_{ref}^{SR} \) is the reference temperature of a supply/return network, leading to the heat loss to be a constant. This simplification is established based on the fact that the supply/return temperature is close to the given temperature level.

The third one is the product of the mass flow rate and supply/return temperatures. Two types of methods have been developed to solve this problem.

The first type of method treats one of the variables as a constant according to the adopted heat regulation mode. The quality regulation mode and quantity regulation mode are the two main techniques to satisfy the heat demand. The former treats the mass flow rate as a constant while the supply temperature is variable. In contrast, the latter considers a variable mass flow rate and a constant supply temperature. With one set of variables fixed, the constraints are linear. Ref. [72] adopts the quality regulation mode to linearize the constraints. Ref. [74] utilizes the quantity regulation mode to linearize the constraints.

The second type of methods utilizes the convexification technique to cope with the nonlinear terms, in which both mass flow rate and temperature are variables. Ref. [29] reformulates the nonlinear terms into SOCP forms.
In summary, the simplification and convexification of the nonlinear terms should rely on the specific characteristics of the network constraint. These techniques should be carefully designed to maintain the accuracy of the approximation.

**Reformulation for nonlinear terms**

The modeling of the IEHS for RO is computationally intractable due to the nonlinear terms. The affinely adjustable RO needs to transform a constraint with uncertainty variables into a deterministic one through the robust counterpart of the single inequality constraint [97]. The two-stage adaptive RO is more complicated in calculation due to the min-max-min operator.

The abstract form of the two-stage adaptive RO problem is as follows,

\[
\begin{align*}
\min_{X,Y,Z} & \{ f(X) + \max_{Z} \min_{Y} c^T Y \} \\
\text{s.t.} & \quad g(X) \leq b \quad \text{(a)} \\
& \quad HX + NY \leq h - (E,Z^+ - E,Z^-) \quad \text{(b)}
\end{align*}
\]

where \( X \) is the decision vector of the first stage, and \( Y \) is the deterministic decision vector of the second stage, and \( Z = \{Z^+,Z^-\} \) is the uncertainty decision vector of the second stage. \( H \) and \( N \) are the coefficient matrices; \( b, c, \) and \( h \) are the coefficient vectors.

Solving (7) has two difficulties: the first is that the min-max-min optimization problem cannot be solved directly; the other is the max-min problem in the second stage is nonlinear and nonconvex.

For the first difficulty, the decomposition method such as Benders and C&CG [19] are usually utilized to decompose the original problem into a master problem (MAP) and a sub-problem (SUP), as shown in (8) and (9), respectively.

**MAP:**

\[
\begin{align*}
\min_{X,Y,Z} & \{ f(X) + \eta \} \\
\text{s.t.} & \quad g(X) \leq b \quad \text{(a)} \\
& \quad \eta \geq c^T Y, \forall l \leq k \quad \text{(b)} \\
& \quad HX + NY \leq h - (E,Z^+ - E,Z^-), \forall l \leq k \quad \text{(c)}
\end{align*}
\]

**SUP:**

\[
\begin{align*}
R(X^*) = \max_{Z} \min_{Y} c^T Y \quad & \quad \text{(a)} \\
\text{s.t.} & \quad HX^* + NY \leq h - (E,Z^+ - E,Z^-), \forall \pi \quad \text{(b)}
\end{align*}
\]

The MAP and SUP are solved iteratively until the gap between the upper and lower bounds is smaller than a pre-defined tolerance.
The second challenge is to solve the max-min problem. Ref. [117] transforms the max-min problem into equivalent KKT conditions with complementary constraints using the strong dual theory. Then the binary variables are introduced to transform the complementary constraints into mixed-integer constraints which can be solved directly. However, due to the increased binary variables, the solution method based on the KKT conditions usually has a high computational burden. Some other research transforms the max-min problem into its dual optimization problem through the weak duality, as shown in (10).

\[
\begin{align*}
\max_{Z^+, Z^-} & - (h - E^T Z^+ + E^T Z^- - HX^+)^T \pi \\
\text{s.t.} & \quad c + N^T \pi = 0; \quad \pi \geq 0; \quad Z^+, Z^- \in \{0, 1\}
\end{align*}
\]

(10)

However, the equivalent form in (10) still cannot be solved directly due to the bilinear terms \(Z^+ \pi\) and \(Z^- \pi\). The big-M method with the global optimum [118] and the outer approximation method with the local optimum [119] have been utilized to cope with the bilinear terms. Ref. [43] proposes a convex hull relaxation method to cope with the nonlinear terms, and validates its better performance than the big-M and outer approximation methods.

Fig. 14 summarizes the above solution methods for the max-min problem.

The existing solution methods for the max-min problems are mainly applicable for the EPS scheduling, in which the second-stage constraints are linear. However, the IEHS model based on RO is much complicated due to the nonlinearity of the DHS networks and the different types of uncertainties belonging to different owners. When the nonlinearity is accounted for in the second stage, how to solve the max-min problem with nonlinear constraints will be a new challenge worthy to be exploited in the future.
4.4. Intelligent algorithms

The intelligent algorithms are independent of the types and characteristics of the optimization problem. This type of methods can be utilized to solve the IEHS optimization problem with nonlinear and nonconvex characteristics. The intelligent algorithms, such as gravitational searching [120], group search optimizer [121], and particle swarm optimization [122, 123], have been used to solve the optimal operation of the IEHS. To test the performance of an intelligent algorithm, the quantitative benefits such as the economic efficiency, iteration number, and computation time are usually compared [120]. A more detailed review of the application of intelligent algorithms in the IEHS can be seen in [32].

Even though traditional intelligent algorithms can cope with nonlinear optimization problem, there are two limitations for their application in practice. On the one hand, the intelligent algorithms have low convergence rate [124], failing to satisfy the requirements for online calculation. On the other hand, this type of methods cannot guarantee a stable solution [125]. This is because their performance depends on the initial condition and the values of controllable parameters, which differ in different optimization problems and need a lot of trials to determine the best values.

With the development of artificial intelligence, some research applies the ML methods to the optimization of the IEHS. Ref. [126] utilizes deep reinforcement learning (DRL) to determine the wind power distribution in the EPS and DHS. Ref. [33] proposes an advanced DRL algorithm, i.e., distributed proximal policy optimization (DPPO), to solve the economic dispatch of the IEHS. Ref. [127] proposes a model-free DRL based approach for the real-time dispatch of a residential multi-energy system, which avoids the operational model and parameter forecasting. The application of ML methods in the decision-making of the IEHS is at an early stage, and the relevant research is still limited. This type of methods usually need large amounts of historical data and a lot of time will be used for off-line training. Besides, the parameters in ML methods have a great influence on the solution performance.

5. Summary and future work

5.1. Summary of the IEHS modeling

In Table 5, the research on IEHS modeling for optimal operation is summarized and compared, with all references listed.
Table 5 Comparison of IEHS modeling for optimal operation in different situations

<table>
<thead>
<tr>
<th>IEHS modeling</th>
<th>References</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td><strong>Steady-state model</strong></td>
<td>[66], [70], [71]</td>
<td>Neglect the association of the current state with the previous state for the DHS, e.g., the lack of consideration for time delays and thermal dynamic characteristic in the pipelines.</td>
</tr>
<tr>
<td><strong>Modeling for operation considering dynamic characteristics of the DHS</strong></td>
<td>[11], [13], [19], [26], [72], [73], [74]</td>
<td>Consider the thermal process, while keeping the mass flow rate constant. The current temperature of one node is influenced by the former temperature of its child node and the ambient temperature.</td>
</tr>
<tr>
<td><strong>Quasi-dynamic model</strong></td>
<td>[75], [76]</td>
<td>Consider the dynamics of both the thermal process and hydraulic process. The temperature and mass flow rates are both variables. The model is highly nonlinear and nonconvex.</td>
</tr>
<tr>
<td><strong>Dynamic model</strong></td>
<td>[62], [72], [78]</td>
<td>The heat production of EBs changes linearly with the power consumption.</td>
</tr>
<tr>
<td><strong>IEHS with EBs</strong></td>
<td>[27], [79], [80], [81], [82], [83], [85], [86], [87], [88]</td>
<td>Most HPs have a linear relationship between heat production and power consumption. Parts of HPs have variable COP, leading to a nonlinear model. The HPs are usually equipped with STs. Besides, the HPs can be equipped at the source side and consumer side.</td>
</tr>
<tr>
<td><strong>IEHS with HPs</strong></td>
<td>[15], [28], [29], [77]</td>
<td>The water inlet and outlet process, temperature mixing, and energy storage changes are needed.</td>
</tr>
<tr>
<td><strong>IEHS with STs</strong></td>
<td>[7], [30], [61], [73]</td>
<td>The pipelines and buildings can be seen as virtual flexibility devices. The pipeline storage is achieved by utilizing the thermal inertia, but the pipelines can only store a small part of the heat. The buildings store and release heat energy by changing the indoor temperature of heat users. To guarantee the comfort of users, the indoor temperature should be within a predefined range.</td>
</tr>
<tr>
<td><strong>IEHS considering pipeline storage and building storage</strong></td>
<td>[14], [39], [92], [93], [94], [95], [96]</td>
<td>The uncertainties of renewable energy, heat demand, electricity prices are represented by scenarios. The two-stage optimization framework is usually adopted. Considering the correlation of uncertainties can improve economic efficiency.</td>
</tr>
<tr>
<td><strong>Modeling for operation under uncertainty</strong></td>
<td>[19], [97], [98], [103], [104], [105], [106]</td>
<td>The uncertainties are represented by box set with budget constraints. Affinely adjustable RO, adaptive RO, and distributionally RO are usually adopted for modeling. The decision based on RO is conservative.</td>
</tr>
<tr>
<td><strong>IEHS utilizing SP technique</strong></td>
<td>[107]</td>
<td>Guarantee the security constraints with a probability and simulates the uncertainties with scenarios.</td>
</tr>
<tr>
<td><strong>IEHS utilizing RO technique</strong></td>
<td>[108]</td>
<td>The EPS and DHS are modeled together and the optimal operation of these two subsystems are determined simultaneously by the single dispatching center. It is mainly suitable for a small microgrid managed by a single control center.</td>
</tr>
<tr>
<td><strong>IEHS utilizing the CCP technique</strong></td>
<td>[76]</td>
<td>The EPS and DHS belong to different system operators, and the interactive scheme modeling for information exchange is needed in the modeling.</td>
</tr>
<tr>
<td><strong>The centralized dispatch</strong></td>
<td>[22], [45], [97]</td>
<td>The sequential clearing of the EPS and DHS conforms to the current market policy, with the clearing of the DHS prior to the EPS. However, the flexibility of the DHS cannot be fully utilized and the decision is not global optimal.</td>
</tr>
<tr>
<td><strong>The decentralized dispatch</strong></td>
<td>[27]</td>
<td>The decentralized market clearing is more interactive, which is beneficial to promote flexibility and save cost, but interactive scheme design is needed in the modeling.</td>
</tr>
</tbody>
</table>
5.2. Summary of solution methods

Table 6 summarizes and compares the solution methods for different situations and using different techniques, with all references listed.

Table 6  Comparison of solution methods for optimal operation of IEHS in different situations

<table>
<thead>
<tr>
<th>IEHS solution methods</th>
<th>References</th>
<th>Characteristics</th>
</tr>
</thead>
<tbody>
<tr>
<td>Integrated electrical-hydraulic-thermal method</td>
<td>[70]</td>
<td>The method based on Newton-Raphson iteration calculates the nonlinear algebraic equations of the whole system until the convergence criterion is met. It may have the convergence problem if the initial condition is not properly set.</td>
</tr>
<tr>
<td>Decomposed electrical-hydraulic-thermal method</td>
<td>[24], [60]</td>
<td>Calculate each subsystem sequentially until the convergence criterion is met. It has better convergence than integrated method but may have high computational burden for large-scale systems.</td>
</tr>
<tr>
<td>OCD</td>
<td>[18], [26], [27], [111], [112]</td>
<td>Calculate each subsystem by their own operators while keeping part of the information private to the others. The key points are how to design adequate decomposition scheme and how to update and exchange information.</td>
</tr>
<tr>
<td>ADMM</td>
<td>[13], [44]</td>
<td>It is limited to the convex optimization problem and may have convergence problem if the parameters are not properly set.</td>
</tr>
<tr>
<td>Convexification of device characteristic</td>
<td>[27], [28], [69]</td>
<td>Computationally tractable after relaxation and convexification, without iteration procedure.</td>
</tr>
<tr>
<td>Simplification and relaxation for network constraints</td>
<td>[29], [113], [114], [115]</td>
<td></td>
</tr>
<tr>
<td>Reformulation for nonlinear terms</td>
<td>[19], [43], [97], [117], [118], [119]</td>
<td>Suitable for optimization problem with nonlinear terms which are intractable by other methods. It may suffer from low computational efficiency and unstable solution.</td>
</tr>
<tr>
<td>Traditional method based on group optimization</td>
<td>[32], [120], [121], [122], [123]</td>
<td>A lot of time is needed for off-line training. The parameters in the ML method have a great influence on the optimization performance.</td>
</tr>
<tr>
<td>ML method</td>
<td>[33], [126], [127]</td>
<td></td>
</tr>
</tbody>
</table>

5.3. Future work

For the IEHS modeling and solution methods for optimal operation, the following aspects can be researched in the future work.

In the operation considering dynamic characteristics of the DHS, if the DHS could be modeled in a linear form or an easily tractable form for the dynamic characteristics, it will be more preferred. In addition, it is worthwhile to exploit a reasonable time resolution for the joint dispatch of the EPS and DHS in the modeling to properly coordinate the difference in dynamic
characteristics. In the operation with flexibility improvement, the modeling for schemes promoting the participation of flexible devices can be explored to further increase the flexibility of the system. Flexibility devices can also be made to achieve economic efficiency by providing ancillary services. For example, during periods of high availability of renewable energy, the HPs and EBs can generate more heat to gain benefits from low electricity prices. In the operation under uncertainty, the scenario set for SP and uncertainty set for RO considering the correlations of different uncertainties can be researched to improve the economic efficiency. In the joint dispatch and market clearing of the EPS and DHS, designing reasonable interactive mechanisms between subsystems to harvest more flexibility will be a trend for a fully renewable-based energy system.

In solution methods for integrated energy flow calculation, how to improve the convergence performance of the integrated method and how to reduce the computational burden of the decomposed method can be further explored. In solution methods for decentralized optimization, decomposition scheme suitable for more complex coupling constraints need to be exploited, especially when uncertainties are incorporated in the interactive information. The convergence rate of the ADMM method can be improved by accelerating techniques. In solution methods using relaxation and convexification techniques, the nonlinear terms or nonconvex optimization can be reformulated by using proper simplification or state-of-the-art equivalent transformation in mathematics. In solution methods based on the intelligent algorithm, the ML method is still at an early stage and shall be further studied.

6. Conclusions

The IEHS modeling and solution methods are essential for the optimal operation of the IEHS. This paper reviews the IEHS modeling from five aspects of the operation, including the dynamic characteristics of the DHS, operational flexibility improvement, operation under uncertainty, joint dispatch of the EPS and DHS, and joint market clearing of the EPS and DHS. The solution methods are reviewed in four groups, including methods for integrated energy flow calculation, methods for decentralized optimization, methods using relaxation and convexification techniques, and methods based on intelligent algorithms.
In the modeling for the operation considering dynamic characteristics of the DHS, the quasi-dynamic model is the most widely researched, which can strike a balance between the tractability and accuracy. The dynamic model will also be encouraged if it can be formulated in a tractable form.

In the modeling for the operation with flexibility improvement, different flexible devices have different operational characteristics and interaction scheme with other parts of the IEHS, leading different constraints for the device and system.

In the modeling for the operation under uncertainty, the uncertainties mainly come from RES, electricity prices, power loads, and heat demand. The modeling using SP usually utilizes a scenario set and two-stage optimization framework to represent and balance uncertainty while the modeling using RO gives priority to the security but suffers from conservativeness. The spatial and temporal correlation of uncertainties can be further exploited to improve the economic efficiency.

In the modeling for joint dispatch of the EPS and DHS, the centralized dispatch is mainly for small-scale grid while the decentralized dispatch focuses on designing reasonable interactive schemes with private information protected and computation burden reduced.

In the modeling for joint dispatch of the EPS and DHS, the sequential market clearing has limited flexibility due to the clearing order. In comparison, decentralized market clearing is much easier to achieve the equilibrium of the EPS and DHS. However, it needs the synergy of clearing guidelines between two subsystems.

In the solution methods for integrated energy flow calculation, the integrated method solves the nonlinear algebraic equations iteratively. It is sensitive to the initial solution and may have convergence issues. The decomposed method is much easier to be convergent, but it may have a large computation burden for the large-scale system.

The solution methods for decentralized optimization are suitable for situations where the EPS and DHS belong to different operators. The existing decomposition schemes of the EPS and DHS differ greatly in the interactive information and update strategy. The design of the interactive information and their presentation form are the key sections of this type of methods, which depends on the system characteristics and joint dispatch and market clearing schemes of the EPS and DHS. The main challenge for this method is the increased computation burden after some equivalent transformation.
The solution methods using relaxation and convexification techniques are compatible with the other solution methods, which are widely utilized and can be a basis of other methods. The relaxation and convexification techniques should be properly designed, considering both the mathematical features and physical system characteristics.

The solution methods based on intelligent algorithms may have a high computational burden and unstable solution. The traditional intelligent algorithms can be utilized when the nonlinear terms of the optimization are not easy to be transformed and the requirement of calculation time can be met. The ML method needs a large amount of historical data for training, but it can be model-free. The ML method is at an early stage and can be further exploited.

**Acknowledgements**

This work was financially supported in part by the Innovationsfond, Denmark, through the project “Using flexible district heating with heat pumps for integrated electricity and heat dispatch with renewables (HEAT4RES)” (8087-00003A), and in part by the Ministry of Science and Technology, China under the project (2018YFE0106600).

**Appendix**

To guarantee the high quality of this review paper, a comprehensive search of peer-reviewed journals, conferences, reports, and websites, were completed on a wide range of keywords, including the integrated electricity and heat system, district heating system, electrical power system, optimal operation, combined heat and power units, heat pumps, electric boilers, storage tanks, uncertainty modeling, stochastic programming, robust optimization, electricity markets, dynamic characteristics, centralized dispatch, decentralized dispatch, decentralized market clearing, sequential heat and electricity market clearing, unit commitment, economic dispatch, Newton-Raphson method, decomposed method, ADMM method, decentralized optimization, relaxation and convexification, intelligent algorithms, and machine learning, etc. Five main databases were searched including Elsevier, Springer, IEEE, DTU Findit, and Google scholar. In addition, the literature review section in the found references was searched for additional articles.
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