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Abstract

For many years, research on optical communication technologies have been
driven by the ever-increasing demand for higher capacity, lower costs and
more energy efficiency. To avoid a capacity crunch, the design of future
systems needs to be constantly upgraded. Thus, new advanced digital signal
processing (DSP) systems need to be developed in order to meet the require-
ments of coherent optical communication systems of next generations.

In this context, the contributions presented in this thesis relate to the main
topic of DSP for coherent optical communication systems and more specif-
ically in the subsequent subjects: (a) clock recovery; (b) transceiver cal-
ibration; and (c) carrier phase recovery (CPR). Regarding (a), original
contributions to the study of fully digital clock recovery are presented. Nu-
merical performance investigations are shown for both polarization division
multiplexing (PDM) and spatial division multiplexing (SDM) systems. For
(b), it is demonstrated novel methods for calibration of both transmitters
and receivers. At the transmitter-side, an application of a cooperative coevo-
lutionary genetic algorithm (CC-GA) is discussed. The original contribution
comprises the calibration of time skews between electrical components, bias
voltages and amplitude imbalances, and it presents novel parameters that
can be used for calibration of transmitters. Also, it is demonstrated a joint
chromatic dispersion (CD) and time skew estimator for coherent optical
receivers. Numerical and experimental performance evaluations are carried
out for both methods. Finally, concerning (c), a new algorithm based on
principal component analysis (PCA) is proposed for hardware-efficient CPR.
The method is compared to state-of-the-art methods by means of simulations
and experiments, and outperforms both in computational complexity and
overall performance.
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Resumé på Dansk

I årevis har forskning i optisk kommunikation været drevet af kravet om
øget kapacitet, reducerede udgifter samt stigende energi effektivitet. For at
undgå et kapacitetsnedbrud, skal designet af fremtidens systemer konstant
opgraderes. Dette dikterer at nye avancerede digitale signalbehandlings
(DSB) systemer skal udvikles for at sikre at kravene dikteret af næste gener-
ations kohærente optiske systemer kan opfyldes.

I denne sammenhæng vil bidragene præsenteret i denne afhandling overord-
net være relateret til DSB møntet på kohærente optiske kommunikations
systemer og mere specifikt adresserer (a) klok gendannelse, (b) sender/mod-
tager kalibrering samt (c) fase gendannelse af bærebølgen (CPR). Hvad angår
(a) så bliver der ved studiet af et komplet digital klok gendannelse præsen-
teret nye originale bidrag. Numeriske undersøgelser af ydeevnen af både
polarisations sammenflettede (PMD) og rummelig sammenflettede (SDM)
systemer bliver præsenteret. I (b) bliver unikke nye metoder til kalibrering af
både sender og modtager demonstreret. I sender siden bliver en applikation
af den såkaldte kooperative ko-evolutionære generisk algoritme (CC-GA)
diskuteret. Det nye bidrag består både af en kalibrering af tidsforvridningen
mellem elektriske komponenter, bias spændinger og amplitude ubalancer,
samt introduktion af en ny parameter som kan benyttes til kalibrering af
senderen. Desuden bliver en estimeringsparameter til optisk kohærente
modtagere som kombinerer kromatisk dispersion (CD) og tidsforvridning
demonstreret. Evaluering af begge teknikker er foretaget både numerisk
og eksperimentelt. Afslutningsvis vil der for emnet (c) blive foreslået en
ny algoritme baseret på en principal komponent analyse (PCA) der med-
fører en hardware effektiv CPR. Denne metode er blevet sammenlignet
med state-of-the-art teknikker både ved hjælp af simuleringer samt eksperi-
menter, og den nye foreslåede algoritme yder langt bedre både hvad angår
beregningsmæssig kompleksitet samt ydeevne generelt.
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1
Introduction

R
ECENT PROGRESS in information and digital communication tech-
nologies has been continuously driving deep transformations in
how our society works [1, 2]. Reliable communications enable

the development of high-bandwidth applications such as on-demand media
streaming, cloud storage and distributed computing, as well as low-latency
applications such as voice-over-IP, automatic stock trading and online gaming.
One of the key factors of these changes is the development of communi-
cations through optical fibers, due to its high bandwidth and the low loss
of modern fibers. Optical fibers are becoming ubiquitous as they move
from the early applications in long and ultra-long haul intercontinental
communications into even shorter distances such as data center networks
[3].

The evolution of optical communication systems differs from other well
known and broadly used types of communication systems. Due to strong
bandwidth and power limitations, a wide range of sophisticated modulation,
coding and signal detection techniques were developed for wired (copper)
and wireless communication systems [4–6]. These methods relied on modu-
lating the information into degrees of freedom such as the amplitude and
the phase of a high frequency electrical signal, as well as a complex scheme
of reception based on a local oscillator that would interfere with the received
signal creating an amplified and coherent copy of the signal in a much lower
frequency, easier to process. While some of these techniques have been
adapted for optical communications systems during late 1980’s and early
1990’s with the purpose of reach extension [7–9], the coherent detection
lost space, both in academia and industry, to the breakthroughs represented
by the development of signal amplification by erbium-doped fiber amplifiers
(EDFAs) [10], and techniques for wavelength division multiplexing (WDM)

1



[11, 12], solving temporarily power and bandwidth limitations, respectively.
Together with the development of optical devices, these technologies en-
abled systems with up to 80 channels per fiber operating at data rates up
to 40 Gb/s per channel and with a simple on-off keying (OOK) modulation
technique, direct detection and chromatic dispersion (CD) compensated
optically by dispersion compensating fibers (DCFs) or fiber Bragg gratings
(FBGs) [13].

In the late 2000’s, advances in microelectronics contributed to the develop-
ment of high-speed and accurate analog-to-digital converters (ADCs) and
digital-to-analog converters (DACs), allowing the comeback of the coherent
detection in optical communications. It had no longer the main purpose
of only signal amplification, but to allow for compensation of all the linear
(and even some nonlinear) impairments in the digital domain through the
employment of advanced digital signal processing (DSP) techniques [14–
16]. The digital compensation of CD enabled substantial cost reductions
by the elimination of passive optical signal processing components from
the transmission link [17], while the digital compensation of polarization
mode dispersion (PMD) enabled the utilization of signals employing polar-
ization division multiplexing (PDM), which doubled the capacity of standard
single-mode fibers (SMFs) [18–20]. Coherent detection also enabled the use
of higher-order modulation formats such as quadrature phase shift keying
(QPSK) and m-ary quadrature amplitude modulation (QAM) [21–24]. At
present, field trials of a single-carrier 600 Gb/s signal, employing modula-
tion formats up to 64QAM and symbol rates up to 69 GBd, were shown for
metropolitan distances [25].

Since the advent of internet, the demand for digital information has been
growing in an exponential fashion, and it is expected to continue growing,
reaching 399 exabytes per month of overall IP traffic by 2022 [26]. This will
be mainly driven by the improvement of already existing services, as well as
emerging applications such as internet of things (IoT), smart cities and big
data. In order to keep track of the ever-increasing demand, next generations
of optical communication technologies need to improve data throughput
reducing the cost per bit and increasing the energy efficiency. The paths
towards these important objectives require the solution of a plethora of
practical problems. On the one hand, low power and highly integrated
optical devices are extremely necessary. On the other hand, advanced signal
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processing tools and novel concepts are essential to improve the use of
resources available in the optical networks.

The approaches to upgrade the capacity of the current optical communica-
tion systems relate to the enhancement of spectral efficiency and rely on
increasing the number of levels in one or more of the dimensions available
for modulation and multiplexing of electromagnetic waves [22, 27, 28].
Increasing the modulation order is typically associated to fiber nonlinearities
that appear due to the stronger launch power needed to counterbalance
the amplification noise, providing a better signal-to-noise ratio (SNR) [29,
30]. It also imposes other practical limitations as the requirement for more
precise DACs and ADCs, lasers with lower linewidths [31] and better control
of the modulator voltages [32], while the transceiver calibration becomes
more stringent [33–35].

Alternatively, space can be added as another multiplexing dimension in
spatial division multiplexing (SDM) systems, multiplying the capacity of
the optical channel by the number of spatial channels being used [36–39].
These systems rely in highly complex multiple-input multiple-output (MIMO)
signal processing techniques at the receiver-end in order to compensate for
the random coupling between cores and/or modes [40–42]. Therefore, the
success of these systems greatly depends on the design of reliable multi-core
fibers (MCFs) and multi-mode fibers (MMFs), SDM-compatible amplification
and routing schemes, and the feasibility of the advanced DSP techniques
that are needed.

In this context, the aim of this thesis is to advance the field of coherent optical
communications, to explore the feasibility of current generation algorithms
in next generation systems and to investigate, create and demonstrate new,
state-of-the-art algorithms for next generation DSP-based coherent optical
transceivers. Furthermore, methods from artificial intelligence (AI) and
machine learning areas are also investigated.

1.1 Structure and scope

A significant portion of the advancements in the coherent optical communi-
cation field can be associated to the progress of DSP subsystems. Critical
functionalities such as synchronization, channel equalization and decoding
are performed effectively and efficiently with DSP. Moreover, in recent years,
AI and machine learning have gained more and more attention in the optical
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communications community [43–48] because of their endless application
possibilities and apparently lower complexity in solving some problems.

The subject matter of this thesis entails advanced DSP techniques to be used
in next generation coherent optical communication transceivers.

This thesis interpolates material from three conference papers [C1–C3],
two journal papers [J1, J2] and one still unpublished journal submission,
researched by the author within the duration of the Ph.D. project. This thesis
is structured as follows.

Chapter 2 provides a brief theoretical foundation for the basics of coherent
optical communications that will be necessary in the remainder of the thesis.
Transmitter and receiver concepts are discussed and a linear fiber model
comprising random spatial coupling is presented. Furthermore, receiver-side
DSP blocks are discussed.

Chapter 3 investigates the performance and feasibility of clock recovery in
both PDM and mode division multiplexing (MDM) systems. MDM is a partic-
ular case of SDM in which few-mode fibers (FMFs) are used. Furthermore,
the foundations of clock tone amplitude, which will be used in the next
chapter is presented.

Chapter 4 proposes a method for joint optimization of transmitter inter-
polarization (XY) and in-phase/quadrature (IQ) time skews, amplitude
mismatches, and bias voltages. The method is based on a cooperative
coevolutionary genetic algorithm (CC-GA) with fitness functions extracted
from a reference directly-detected QAM signal generated at the transmitter.
It works as a calibration method, and it can find the parameters that generate
the best possible constellation.

Chapter 5 proposes a low-complexity scanning method for joint estimation
of receiver IQ time skews and CD. The proposed method is experimentally
demonstrated and show good time skew and CD accuracy.

Chapter 6 proposes a low complexity, modulation order independent, non-
data-aided (NDA), carrier phase recovery method for synchronous decoding
of arbitrary QAM constellations, suitable for parallel implementation. The
proposed method is based on principal component analysis (PCA) and outper-
forms the well known and widely used blind phase search (BPS) algorithm
at low SNR values, showing much lower cycle slip rate.

Finally, Chapter 7 concludes this thesis and proposes ideas for future works.
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2
Fundamentals of Coherent Optical
Communication Systems

A
SHORT SUMMARY of coherent optical communication systems is
presented. The concepts shown here emphasize the main top-
ics present in the subsequent chapters of this thesis. Detailed

discussion on the subject can be found in the references [15, 19, 22, 49–
53].

2.1 Coherent optical communication systems

A typical communication system, as shown in Figure 2.1, can be described
by three basic elements: the transmitter, who sends a message; the receiver,
who receives a message; and the channel, the physical media connecting
them [54]. The main purpose of the transmitter is to convert the message
signal from an information source into a format that is possible to transmit
through the channel. When this signal is propagated, it is distorted due to
channel imperfections, interference from other sources, and additive noise.
Thus, the received signal is a corrupted version of the transmitted signal.
Therefore, the receiver acts on the received signal in order to reconstruct
a recognizable form of the original message that was generated by the
information source.

Optical communication systems are particular systems where the information
is carried from the transmitter to the receiver using light. Consequently,
the transmitter needs to encode the message into an optical signal, and the
receiver needs to be able to extract the information carried by the optical
carrier, compensating for possible distortions caused by channel propagation.
Due to the immunity for electromagnetic interference, low attenuation, and
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Figure 2.1.: Basic elements of a communication system.

high bandwidth, the optical fiber is the preferred channel for long distance
optical communications. Although other media such as the air could be
also used as a media for optical communications, in this thesis only the
case where the optical fiber is the media is considered. Therefore, “optical
communications” and “fiber-optic communications” are two terms that will
be understood as synonyms.

The first implementations of optical communication systems uses intensity
modulation and direct detection (IM-DD), encoding information on the
amplitude of the optical signal, typically by encoding 1’s and 0’s into the
presence or absence of light, respectively. These systems use photodetectors
as receivers that convert the received optical signal amplitude into electri-
cal current. They get deteriorated from propagation impairments such as
chromatic dispersion (CD) and polarization mode dispersion (PMD), which
need to be compensated before optical-to-electrical signal conversion.

In contrast, the use of a coherent front-end together with a local oscillator
laser enables the recovery of the full electrical field of the received signal, i.e.,
all the available orthogonal dimensions can be used to encode the data. This
is particularly important because it allows the compensation of propagation
impairments through digital signal processing. Such systems are shown
in Figure 2.2. At the transmitter, the information is encoded with forward
error correction (FEC) codes, and the bits are mapped into a modulation
format. Pulse shaping controls the spectrum to increase spectral efficiency
and reduce nonlinear impairments. Afterwards, pre-equalization corrects for
the overall response of the digital-to-analog converter (DAC) and electrical
drivers, and possibly for the effects the signal could face during propagation
through the optical fiber. The signal is then converted to the electrical
domain by a DAC and fed to an external optical modulator, in which the
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signal will be modulated in an optical carrier provided by a continuous-wave
(CW) laser. The signal is propagated through the optical channel, which
consists basically of optical fiber spans, and possibly optical amplifiers and
filters, until it reaches the receiver. There, the signal is converted to electrical
baseband by beating with a local oscillator (LO) laser and photodetected.
Then, the signal is sampled to the logical domain by a analog-to-digital
converter (ADC). Digital signal processing (DSP) functions of equalization,
synchronization, demodulation and error correction are performed in order
to compensate for the channel propagation impairments and retrieve the
information originally sent.

Original
information

T
x

 D
SP

FEC encoding

Symbol mapping

Pulse shaping

(Pre)-equalization

Digital-to-Analog 
Converter

External 
Modulator

Laser
Optical 
Channel
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P

FEC decoding

Demodulation

Synchronization
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Analog-to-Digital 
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Optical Fiber

Amplifiers

Filters

Transmitter ReceiverChannel
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Figure 2.2.: Block diagram of a DSP-based coherent optical commu-
nication system.

2.2 Transmitters

2.2.1 Continuous-wave lasers

A laser is a device that emits light through a process of optical amplifica-
tion based on the stimulated emission of electromagnetic radiation [51].
Therefore, a CW laser is a laser that produces a continuous output beam in
a defined wavelength.
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Considering phase and amplitude noises, the output electrical field, ~sCW (t),
of a CW laser can be written as

~sCW (t) =
Æ

Ps +δP (t)exp
�

j
�

ωs t +φs +φns (t)
�	

~ps, (2.1)

where Ps means the mean output power of the laser, δP (t) is the power fluc-
tuation induced by the spontaneous emission photons,ωs is the laser angular
frequency, φs is the starting phase of the laser, φns (t) is the phase noise,
and ~ps is a bi-dimensional vector indicating the direction of polarization in
space. For simplicity, only linear polarization is considered.

The phase noise can be modelled by a Wiener process [55],

φns(t) = φns(t − T ) +∆φns(t), (2.2)

where T is the time period between consecutive samples and ∆φns is the
random phase increment that can be modelled by a zero-mean Gaussian
process with variance given by

E
�

∆φ2
ns

	

= 2π∆ν |T | , (2.3)

where ∆ν is the laser linewidth (LW).

2.2.2 Digital modulation formats

The transmitter maps a sequence of binary digits (the original information)
into a set of corresponding signal waveforms. With the number of possible
waveforms being 2b, where b is the number of bits. Each of these waveforms
may differ in parameters such as phase, frequency, amplitude, polarization
state, time, and spatial state [28], and can be described by a vector of
orthogonal basis [56]. For example, an intensity modulated signal such as on-
off keying (OOK), can be represented by a 1-dimensional vector representing
amplitude, while a signal modulated with quadrature amplitude modulation
(QAM) can be represented by a 2-dimensional vector (or a complex number)
representing the in-phase and quadrature components of the signal, in which
its angle mean the phase of the signal and its norm is the amplitude of the
signal. Although polarization multiplexed (PM) signals can be represented
by 4-dimensional vectors representing the in-phase and quadrature of each of
the orthogonal polarization, they are typically represented by two separated

8 Chapter 2 Fundamentals of Coherent Optical Communication Systems



2-dimensional vectors due to the difficulty to graphically represent a 4-
dimensional space. Figure 2.3 shows some examples of modulation formats
used in optical communications.
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Figure 2.3.: Example of modulation formats commonly used in co-
herent optical communications. (a) binary phase-shift keying (BPSK),
1 bit/symbol; (b) quadrature phase shift keying (QPSK), or alterna-
tively, 4-ary QAM (4QAM), 2 bit/symbol; (c) 8-ary phase-shift keying
(PSK) (8PSK), 3 bit/symbol; (d) 16QAM, 4 bit/symbol; (e) 64QAM, 6
bit/symbol; (f) 256QAM 8 bit/symbol; (g) PM-16QAM, 8 bit/symbol;
(h) PM-256QAM, 16 bit/symbol.

2.2.3 External modulators

An in-phase/quadrature (IQ) modulator is commonly employed to generate
high-order modulation formats in high symbol rate optical communica-
tion systems. This kind of modulator is typically based on two parallel
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Mach-Zehnder modulators (MZMs) embedded inside another MZM [52]
(Figure 2.4).

vp

vci(t )

vcq(t )

sin(t ) sout(t )

Parent 
MZM

Children MZMs

Figure 2.4.: In-phase/quadrature modulator. Based on [J1].

The two inner MZMs are commonly labeled as children modulators while the
outer MZM is known as the parent modulator. They are used, respectively, to
generate the in-phase (I) and quadrature (Q) components of the signal and
to control the phase between these components, orthogonalizing them. If
attenuation is omitted, the modulated signal coming from the IQ modulator,
~sout(t), relates to its input, ~sin(t), by

~sout(t) =
~sin(t)

2

�

cos

�

πvci(t)
2Vπ

�

+ exp

�

j
π

Vπ
vp

�

cos

�

πvcq(t)

2Vπ

��

, (2.4)

where Vπ is the halfwave voltage, vp is the parent bias voltage, vci(t) and
vcq(t) are electrical modulating driving signals, and the indexes i and q
indicate which are related to the in-phase and quadrature components,
respectively. The halfwave voltage is the voltage necessary to phase-delay
an optical signal by π rad. The parent bias is the voltage which controls the
phase between I and Q components, being responsible to guarantee a π/2
phase shift orthogonality, ideally set at Vπ/2. vci(t) and vcq(t) are given by

vci(t) = v̇ci + v̈ci(t),

vcq(t) = v̇cq + v̈cq(t),
(2.5)
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where v̈ci(t) and v̈cq(t) are the electrical waveforms carrying information,
and v̇ci and v̇cq are the children bias voltages, also known as operation
points.

A polarization diversity modulator can be used to produce a PM signal. This
kind of modulator, shown in Figure 2.5 can be realized in an integrated
manner by two IQ modulators and a 90° polarization rotator [57]. Each of
the inner IQ modulators has its bias voltage inputs to control them. Then,

~sout(t) =
~sin(t)

4

��

cos

�

πvcix(t)
2Vπ

�

+ exp

�

j
π

Vπ
vpx

�

cos

�

πvcqx(t)

2Vπ

��

~x

+

�

cos

�

πvciy(t)

2Vπ

�

+ exp

�

j
π

Vπ
vpy

�

cos

�

πvcqy(t)

2Vπ

��

~y

�

,

(2.6)

where ~x = ~ps and ~y =

�

0 -1
1 0

�

~ps are orthogonal polarization direction

vectors. The bias voltages and the signals are distinguished in relation to
which IQ modulator they relate by the inclusion of the additional indexes x
and y , indicating the horizontal polarization (X) and the vertical polarization
(Y), respectively.

π/2IQ 
Modulator

IQ 
Modulator

Polariz. 
Rotator

sin(t ) sout(t )

Figure 2.5.: Polarization-diversity optical modulator.
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2.2.4 Signal generation with high-order modulation formats

In an ideal scenario, the parent bias should be set as vp = Vπ/2, with
the driving signals swinging with peak-to-peak voltages of 2Vπ around the
children bias voltages of v̇ci = v̇cq = −Vπ, in order to generate a standard
single polarization QPSK signal. In this manner, the output signal would
have the highest power efficiency and the maximum extinction ratio. The
electrical field transfer function of the children MZM for this configuration
is shown in Figure 2.6(A-a), and the resulting constellation is shown in
Figure 2.6(B-a).

For higher-order QAM modulation formats, the sinusoidal transfer charac-
teristics of the IQ modulator generate an undesired nonlinear distortion
on the output signal if driving peak-to-peak voltages of 2Vπ are applied.
Figure 2.6(b) shows the electrical field transfer function and the resultant
constellation for a 16QAM signal under these conditions.

Three approaches are typically used in order to avoid this non-linearity. The
first approach would be to generate the components with low peak-to-peak
voltages, so the modulator would be operating in the quasi-linear region.
Figure 2.6(c) shows an example of this approach. Using the approximation
cos(θ +π/2)≈ θ , when θ � 1, and rewriting si(t) = π

�

v̈ci(t) + Vπ
�

/2Vπ,
sq(t) = π

�

v̈cq(t) + Vπ
�

/2Vπ, and vp = Vπ/2, then, for small si(t) and sq(t)
peak-to-peak voltages,

~sout(t)∝ ~sin(t)
�

si(t) + jsq(t)
�

. (2.7)

The second approach is to digitally pre-distort the driving signals in the sense
that the input signals revert the sinusoidal transfer function of the optical
modulator. Figure 2.6(d) show an example of this approach. Considering a
parent bias voltage of vp = Vπ/2 and children bias voltage of v̇ci = v̇cq = −Vπ,
and the pre-distorted signals as

vci(t) =
2Vπ
π

arcsin
�

si(t)
	

, (2.8)

vcq(t) =
2Vπ
π

arcsin
�

sq(t)
	

, (2.9)

where si(t) and sq(t) are the desired signal components at the IQ modu-
lator output, the same output signal as Eq. (2.7) would be achieved. The
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(A-a) (B-a)

(A-b) (B-b)

(A-c) (B-c)

(A-d) (B-d)

Figure 2.6.: Example of single-polarization QAM generation.
(A) Electrical field transfer functions. (B) Constellation diagrams.
(a) QPSK with maximum swing voltage. (b) 16QAM with maximum
swing voltage. (c) 16QAM with smaller swing voltage operating in
the quasi-linear region. (d) Pre-distorted 16QAM with maximum
swing voltage. Based on [J1].

advantage of the first approach is that no digital pre-distortion is needed,
but it would increase the insertion loss in the modulator. On the other
hand, the second approach would be more efficient but the electrical drivers
would suffer from nonlinearities due to the high output voltage. A possible
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third approach would be to generate the signal at intermediate peak-to-peak
voltages, avoiding the nonlinear region of the electrical drivers but using
pre-distortion to compensate the nonlinearity from the modulator, benefiting
from both approaches.

Using a polarization diversity modulator, a PM-QAM signal linearized by
either pre-distorting the electrical input signal or operating in the quasi-linear
region, is

~sout(t)∝ ~sin(t)
��

si x(t) + jsqx(t)
�

~x +
�

si y(t) + jsq y(t)
�

~y
	

. (2.10)

2.3 The fiber-optic channel

An optical fiber is a dielectric cylindrical waveguide used to transmit light
between its two ends. It is typically made of silica (SiO2), with its transver-
sal dimensions in the order of magnitude of a human hair. These fibers
are commonly used for communications due to the lower loss and higher
bandwidth in comparison with other forms of communication. The fiber is
divided into two regions, the core and the cladding. Each region is doped
with different chemical elements during the fabrication process in order
to force the refractive-index of the core, n1, to be slightly higher than the
refractive-index of the cladding, n2, therefore, making it possible for the
light to be confined inside the core of the optical fiber, accordingly to the
total reflection principle [51].

2.3.1 Fiber modes

An optical mode is a particular solution to the wave propagation equation
that satisfies the appropriate boundary conditions and has the property that
its spatial distribution does not change during propagation [51].

As the transverse refractive index profiles of the majority of commercial
optical fibers are radially symmetric, and their small refractive index contrast
between core and cladding, it could be assumed the propagating modes to
be weakly guided. Thus, the calculation of the fiber modes can be greatly
simplified and the modes can be described as linearly polarized (LP) modes
[58].
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Figure 2.7.: Electrical field amplitude profile representation of all
the 15 LP modes of a step-index fiber with V = 7.5. The blue and
red colors mean positive and negative values of the electrical field,
respectively.

The normalized frequency, V , is an important dimensionless parameter
commonly used for determining the number of modes that an optical fiber
can support. For an step-index fiber, V is given by

V =
4πa
λ

q

n2
1 − n2

2, (2.11)

where λ is the vacuum wavelength, and a is the radius of the fiber core. If
a fiber is designed so that V < 2.405, it will only support the LP01 mode,
and therefore this fiber is called single-mode fiber (SMF). Alternatively, if
V > 2.405, the fiber will support more modes, being called multi-mode fiber
(MMF). In this context, a few-mode fiber (FMF) is a MMF that supports
only a small number of modes. Tab. 2.1 shows the cutoff frequencies for
the first 15 LP modes [58–61], and Figure 2.7 shows the electrical field
amplitude profiles of all the modes of a fiber with normalized frequency
V = 7.5. It is important to note that each of the LP modes support two
orthogonal polarization states (degenerate modes). Therefore, the number
of degrees of freedom in a fiber is equal to two times the number of modes.
This is particularly important for the analyses presented in Chapter 3.
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LP modes Cutoff V

LP01 0
LP11a + LP11b 2.405
LP21a + LP21b + LP02 3.832
LP31a + LP31b 5.136
LP12a + LP12b 5.520
LP41a + LP41b 6.380
LP22a + LP22b + LP03 7.016

Table 2.1.: Cutoff frequencies for linearly polarized modes. The
LP modes of the left column are supported, together with the above
modes for the V -values greater than the right column.

2.3.2 Dispersion

Generically, dispersion is any phenomenon caused by distinct components
of a signal travelling through a media with different velocities. This can
broaden the signal being transmitted causing inter-symbol interference (ISI)
and can be caused by different reasons. In this subsection, the effects and
the main causes of the different kinds of dispersion in optical fibers will be
introduced and discussed.

2.3.2.1 Chromatic dispersion

Chromatic dispersion is a particular type of dispersion in which the compo-
nents that travel with different velocities are the spectral components of the
optical signal. A given spectral component at angular frequency ω arrives
at the output of the fiber with group velocity, vg, defined as

vg =
�

∂ β

∂ω

�−1

=
1

β ′
. (2.12)

The time delay difference between two spectral components of the signal,
∆T , is given by

∆T =
∂ T
∂ω
∆ω=

∂

∂ω

�

L
vg

�

∆ω= L
∂ 2β

∂ω2∆ω= Lβ ′′∆ω, (2.13)

This actually has two reasons. The first is the frequency dependence of the
refractive index due to the material (known as material dispersion). And
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the second is that the wave’s phase velocity depends on its frequency due to
the waveguide geometry. In terms of transfer function, HCD(ω), neglecting
noise and nonlinearities, the output signal is related to the input signal due
to CD by

~Sout(ω) = HCD(ω)~Sin(ω), (2.14)

HCD(ω) = exp

�

− jDC
λ2 L
4πc

ω2 + j
DSλ

4 L

24π2c2ω
3

�

, (2.15)

where DC is the CD parameter, DS is the CD slope, related to third-order CD,
L is the length of the fiber, and λ is the central wavelength of the signal.

The parameters DC and DS are related to the propagation constant, β , by

DC = −
2πc

λ2

∂ 2β

∂ω2 , (2.16)

DS =
4π2c2

λ4

∂ 3β

∂ω3 +
4πc

λ3

∂ 2β

∂ω2 . (2.17)

It is important to note that for a MMF, as the propagation constant is different
for each mode, they will have different CD values.

2.3.2.2 Polarization-mode dispersion and modal dispersion

SMFs support two polarization modes. If the fiber core is perfectly symmetric,
the refractive index is exactly the same in the two orthogonal polarization
directions. However, asymmetries in the fiber core lead to birefringence,
thus, the signal velocities in each of the orthogonally polarized components
of the fundamental mode will be different. This is commonly referred to as
PMD.

If the birefringence along the fiber is ideally constant, then the differential
group delay, ∆T , is given by

∆T = L

�

�

�

�

�

1
vgx
−

1
vgy

�

�

�

�

�

= L
�

�

�β ′x − β
′
y

�

�

�= L∆β ′, (2.18)

where vgx and vgy are the group velocity in the vertical and horizontal
polarization directions and∆β ′ is related to the fiber birefringence. However,
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due to random coupling between modes, induced by random perturbations
of birefringence, and due to slow variations in the polarization states over
time, the average time delay between polarization states is given by

E {∆T}= DP

p
L, (2.19)

where DP is the PMD parameter, given by

DP =∆β
′
p

h, (2.20)

where h is the correlation length, i.e., the length over which the complex
polarization fields remain correlated.

Similarly, in MMFs the difference in the propagation constant between modes
will result in the spread of the optical pulse in time. This spread will increase
linearly with the distance for short length fibers operating in weak coupling
and with the square-root of the distance for long fibers operating in the
strong coupling regime. This is commonly referred to as modal dispersion
(MD).

2.3.3 Optical loss and gain

The power of an optical waveform decreases while travelling through an
optical media due to absorption, scattering, dirt in the connectors, fiber
splicing, etc [51]. The attenuation, α, is defined in units of decibels (dB).
The transfer function considering only attenuation is given by

~Sout(ω) = 10−α/20~Sin(ω). (2.21)

Some passive optical components can exhibit loss that depends on the
polarization or on the mode, these are referred as polarization-dependent
loss (PDL) and mode-dependent loss (MDL), respectively.

The losses in optical fibers are compensated with optical amplifiers. These
amplifiers are devices that transfers the energy from pump lasers into the
signal. They are generally made with fibers with some kind of doping
material, being the most common the erbium-doped fiber amplifiers (EDFAs).
Alternatively, stimulated Raman scattering can also be used for optical signal

18 Chapter 2 Fundamentals of Coherent Optical Communication Systems



amplification. The gain, G, is also measured in units of dB, and the transfer
function considering only gain is given by

~Sout(ω) = 10G/20~Sin(ω). (2.22)

2.3.4 Spatial multiplexers and demultiplexers

In mode division multiplexing (MDM) systems, the signal coming from the
transmitter needs to be multiplexed into the MMF for the transmission and
demultiplexed after it. This can be done by a photonic lantern [62].

The photonic lanterns are low-loss devices used to either multiplex signals
into a MMF or demultiplex signals from a MMF. They are made from adia-
batically merging several single-mode cores into one multimode core. Thus,
providing an interface between multi-mode and single-mode systems, where
the precise optical mapping is unimportant [62], or even desirable [63].

2.4 Coherent optical receivers

In principle, a coherent receiver is a set of devices that tries to convert
all the orthogonal information present in an optical signal wave into the
electrical domain by beating it with a waveform generated in a LO laser.
Thus, allowing it for further DSP treatment for proper extraction of the
information bits.

This section will shortly introduce the components of a coherent front-end
for optical communications, as well as the DSP used to properly recover the
signal.

2.4.1 Photodetector diode

A photodetector diode (PD) is an optoelectronic device that converts the
power intensity of an input optical signal, Sin(t), into an output electrical
current, iout(t), given by

iout(t) = R
�

�~sin(t)
�

�

2
+ is(t) + iT (t), (2.23)

where R is the PD responsivity and is(t) and iT (t) are the shot and thermal
noises, respectively [51].
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PDs are used in direct detection systems to extract the information carried
in the amplitude of optical signals.

2.4.2 Polarization diversity coherent receiver

A basic schematic of a polarization diversity coherent receiver is shown
in Figure 2.8. In this type of receiver, a polarization multiplexed signal
is converted into four lines of digital data, representing the in-phase and
quadrature of each orthogonal polarization. For this, the incoming signals,
both from the fiber and from the LO laser are polarization separated with
polarization beam splitters (PBSs) and mixed in a pair of 90° optical hy-
brids. The hybrid is a device that allows the detection of the in-phase and
quadrature components of an optical signal [52].
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Figure 2.8.: Schematic of a polarization diversity coherent receiver.
LO: local oscillator; PBS: polarization beam splitter; BPD: balanced
photodetector; ADC: analog-to-digital converter.

If the two inputs of a polarization diversity coherent receiver are the received
optical signal, ~sin(t), and a signal from a CW laser acting as a local oscillator,
~sLO(t), then, its outputs are

iout,i x(t) =ℜ
�

~sHLO(t)

�

1 0
0 0

�

~sin(t)

�

, (2.24)

iout,qx(t) = ℑ
�

~sHLO(t)

�

1 0
0 0

�

~sin(t)

�

, (2.25)

iout,i y(t) =ℜ
�

~sHLO(t)

�

0 0
0 1

�

~sin(t)

�

, (2.26)

iout,q y(t) = ℑ
�

~sHLO(t)

�

0 0
0 1

�

~sin(t)

�

. (2.27)
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The output currents of the balanced photodetector diodes (BPDs) are sam-
pled in an ADC bank for further DSP treatment of the signal.

2.4.3 Receiver DSP

The DSP at the receiver should perform three basic functions [3]:

Equalization: Its main purpose is to try to revert and mitigate the ISI accu-
mulated by the signal along the transmission through the optical system.
This is caused by linear fiber transmission effects such as CD and PMD
(or MD), filtering from optical add-drop multiplexers (OADMs), and
imbalances from the optical and electrical components composing the
transmitter and the receiver front-ends. As some of these channel impair-
ments are quasi-static and others are dynamic, it is beneficial to separate
the equalization into static and dynamic filters.

Synchronization: Both the electrical and the optical oscillators from the
transmitter and receiver are free-running. Synchronization is then needed
to match the phase and frequency of these oscillators. This includes digital
clock and timing recovery, as well as carrier frequency and phase recovery.

Decision and decoding: The recovered signal needs now to be converted
into bits, retrieving the original information by decoding the signal with
error correcting codes.

2.4.3.1 DSP chain

A common structure of signal processing in coherent optical receivers is
shown in Figure 2.9.

Front-end corrections: It is necessary to compensate mismatches of am-
plitude, phase and timing between all the received signal components.
Methods for estimation, compensation and/or mitigation of these impair-
ments are included in this function [C3, 64, 65, C4].

CD estimation and static equalization: CD causes ISI that is typically long
in time and has a time-invariant source, meaning that long static finite
impulse response (FIR) filters can be used for compensation [15, 19,
66]. These are all-pass filters with length proportional to the amount
of accumulated CD (therefore, scaling linearly with the transmission
distance), and proportional to the square of the symbol rate. Although
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Figure 2.9.: Example of a DSP sequence at a coherent optical re-
ceiver. The black arrows represent the flow of information data,
while the red arrows represent feedback and feedforward data for
algorithms update. CD: chromatic dispersion; FEC: forward error cor-
rection; MIMO: multiple-input multiple-output; Z: number of spatial
degrees of freedom.

FIR filters can be implemented in time-domain, long filters are preferably
implemented in frequency-domain, using overlap-and-save or overlap-
and-add methods. The complexity of these filters are a main concern in
application specific integrated circuit (ASIC) design and can be respon-
sible for up to 70% of area usage in a chip [67]. To reduce complexity,
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operation in rates lower than 2 samples per symbol (undersampling) [68],
and sub-band filtering are possible [69]. The exact accumulated CD is
unknown prior to transmission and can be estimated during initialization
[70]. In Chapter 5, a method for jointly estimate CD and time skew is
proposed [C3].

Timing synchronization and resampling: The signal needs to be resam-
pled to exactly 2 samples per symbol for further processing. A feedback
control loop is responsible to estimate and compensate for the clock
deviance and timing jitter from the transmitter and receiver clock sources
[71], as well as the timing jitter imposed by equalization-enhanced phase
noise (EEPN) [72–74]. The main algorithms for this task is the Gardner
timing error detector (TED) [75], and others that are either equivalent
[76] or based on it [77–80]. Parallel implementation is needed for oper-
ation in reduced ASIC clock frequency [81]. The theoretical formulation
and analysis of these algorithms in both polarization division multiplex-
ing (PDM) and spatial division multiplexing (SDM) systems is presented
in Chapter 3 [C2, J2].

Dynamic MIMO equalization: For PDM systems, PMD causes a time-vary-
ing mixture of the two polarization components, and also a small dis-
persion compared to CD. Dynamic 2×2 multiple-input multiple-output
(MIMO) equalizers composed of 4 FIR filters in a butterfly configuration
are used to separate the information from the two polarizations while
tracking state of polarization (SOP) changes, compensating for residual
CD, and performing matched filtering. These filters are typically much
shorter than the FIR filters for CD compensation. Equalizing the signal
with 2 samples per symbol allows for compensation of residual timing
mismatches [82]. The equalizer is updated by algorithms such as con-
stant modulus algorithm (CMA), that is a fully blind algorithm that is
better suitable for QPSK signals [83, 84], and frequently used for start-up
process; radially directed equalizer (RDE), that is similar to CMA, but use
multiple rings [85]; and least mean square (LMS), that is more precise
than RDE but needs a signal without phase noise, thus requiring feedback
from the phase estimator [22, 86].

For SDM systems, higher-order MIMO equalization is expected to be
necessary [42, 87–92]. In these systems, the main concerns are the
number of FIR filters, that can scale up with the square of the number of
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spatial degrees of freedom, and the length of the filters that are expected
to be much larger than in the PDM case.

Carrier frequency synchronization: Free-running lasers are used in coher-
ent optical communications to reduce cost. Thus, an offset between the
central frequency of the transmitter and receiver lasers will exist and be
time-variant. A coarse estimation of the frequency offset, to reduce the
complexity of further fine estimation and extend its range, can be made
by analyzing the spectrum of the received signal [93, 94]. Fine frequency
offset estimation can be made either in time domain [95] or in frequency
domain [96, 97], extracting the information from the equalized signal.

Carrier phase recovery: The combination of laser phase noise from both
the transmitter and receiver lasers needs to be compensated for proper
decoding of the received signal. Although some feedback methods were
proposed in literature [48, 85], the feedback latency and need for parallel
processing make them prohibitive. Feedforward methods such as Viterbi-
Viterbi (V&V) [98, 99] and blind phase search (BPS) [31] are commonly
used in practical implementations. These methods usually suffer from
cycle slips, in which π/2 phase rotations can lead to burst errors. They
can be avoided by using FEC [100], pilot-tones [101], or filtering [102,
103]. In Chapter 6, a novel carrier recovery method based on principal
component analysis (PCA), with reduced cycle slip rate and performance
improved at low signal-to-noise ratio (SNR) values is proposed.
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3
Clock Recovery for Coherent
Single-Mode and Multi-Mode Optical
Systems

T
HE DATA need to be processed synchronously in coherent optical
communication systems. This can be made by transmitting through
the optical fiber a pilot clock tone together with the signal. This

would be an inefficient approach to clock recovery due to the increased
overhead. Alternatively, extracting the clock information from the data
itself requires that channel and transceiver impairments such as chromatic
dispersion (CD), polarization mode dispersion (PMD) and time skew are at
least partially compensated prior to clock recovery [104–108]. Therefore,
the clock recovery process in these systems needs to be performed in the
digital domain rather than in the analog domain.

Digital signal processing (DSP)-based coherent optical receivers started to
be deployed targeting systems operating at 100 Gb/s per channel, employ-
ing polarization division multiplexing (PDM) and advanced modulation
formats, and using single-mode fibers (SMFs) as transmission media [15,
109]. In order to continue meeting the ever growing demand for data rates,
it is expected that future systems will exploit the space dimension for data
transmission in spatial division multiplexing (SDM) systems [3].

SDM is a promising technology that may provide interface data rates for
future 10 Tb/s per channel and beyond systems [110, 111]. It can be
realized either by multiplexing the signal in several cores using multi-core
fibers (MCFs) as the transmission channel, several modes using few-mode
fiber (FMF), or even by a combination of the two using MCFs with multimode
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cores. SDM systems using only FMFs as transmission channel are better
known in literature as mode division multiplexing (MDM) systems. For
systems employing MCF, a relatively low degree of crosstalk between cores
can be achieved. In contrast, this is a challenging task for systems employing
FMF, where a high degree of mode crosstalk may occur [63].

The scientific community has mainly prioritized research on the equaliza-
tion schemes for mode mixing and delay spread mitigation [42, 87–92].
Strong mode coupling regime has been shown to be preferable in terms
of equalizer impulse response length [63] and nonlinearity tolerance [112,
113]. Nevertheless, most experimental demonstrations have been in the
weak or intermediate coupling regimes [90]. Very limited attention has been
paid to the impact of mode mixing on clock recovery performance and its
practicability in such systems.

In PDM systems, the clock recovery is generally performed before dynamic
multiple-input multiple-output (MIMO) equalization by extracting a clock
tone from the signal and them resampling it into the correct clock frequency.
It is done before the MIMO equalization rather than after it in order to avoid
the long feedback delay introduced by the equalization that would reduce
the capacity to track fast clock jitter, reducing the overall performance. In
MDM systems, it is expected that the computational complexity of MIMO
equalization is even higher than in PDM systems, making it essential for the
clock recovery be performed before MIMO equalization. If the clock tone
cannot be extracted due transmission and transceiver front-end impairments,
the remaining part of the DSP chain may fail [104, 106, 107]. Therefore, it is
necessary to investigate the tolerance of clock recovery for MDM systems.

In PDM systems through SMFs, the clock tone vanishing can be mitigated
by a simple polarization rotation method [108] and compensation of the
transmitter time-skew between polarizations [J1]. However, in MDM sys-
tems, the combination of mode coupling and inter-modal dispersion in a
FMF can significantly affect the performance of the timing synchronization
methods, degrading them. In the strong coupling regime, even with low
group delay (GD) spread, the clock tone completely vanishes, making clock
recovery challenging.

A detailed numerical analysis of fully digital clock recovery in high-speed
coherent optical communications systems is presented. The results consider
both PDM signal transmission in a SMF and MDM signal transmission in
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a FMF. The results and analyses presented here are based on the results
originally presented in the author’s work [C2, J2].

This Chapter is structured as follows. Section 3.1 presents a review of
clock recovery in coherent optical receivers and it shows common algorithm
implementations. Section 3.2 defines the propagation model for single-
mode and multi-mode optical fibers, as well as a model considering inter-
polarization (XY), inter-modal and in-phase/quadrature (IQ) time skews.
From Sec. 3.4.1 to 3.4.5, a numerical analysis of the performance of clock
recovery in single-mode fibers is presented. This analysis considers the
impact of pulse shaping, residual chromatic dispersion, time skews (both
XY and IQ) and PMD. Section 3.4.6 analyzes through simulations the clock
recovery performance in MDM systems under different coupling regimes
considering modal dispersion (MD). The Chapter is summarized in Section
3.5.

3.1 Clock recovery in coherent optical receivers

Synchronization between the clocks generated at the transmitter and the
receiver is mandatory for the appropriate extraction of the transmitted
information in communication systems [15]. The primary purpose of symbol
synchronization is to detect the best decision instant in which the signal has
the maximum signal-to-noise ratio (SNR) and energy, performing it with the
best achievable precision.

A number of solutions available in the research literature today are based
in data-aided (DA) algorithms [114], involving the transmission of a pre-
determined training sequence or a reference clock signal together with the
transmitted signal. Nonetheless, solutions of this kind demand either a
higher power signal, in order to transmit an off-band pilot clock tone, or
transmission at higher symbol rates, in order to include a symbol overhead,
hence penalizing the overall system performance. Differently, non-data-
aided (NDA) solutions extract the inherent timing information directly from
the received signal. For that reason, the performance of this kind of so-
lutions depends strongly on the quality of the clock information that is
derivable from the received signal. High noise, inter-symbol interference
(ISI), crosstalk and bandwidth constraints are the main impairments for
these methods.
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3.1.1 Feedback timing synchronization methods

One of the most well-known time synchronization algorithms was proposed
3 decades ago by Gardner [75]. His proposed algorithm is based in a
feedback loop and needs only two samples per symbol, which implies low
computational complexity. Figure 3.1 presents a common implementation
of the method.

Timing 
Error

Detector

NCO

P+I
Controller

Buffer Interpolator Signal outSignal in

Figure 3.1.: Timing recovery implementation. NCO: numerically
controlled oscillator; P+I: proportional-plus-integral. Continuous
lines: data signal flow; Dashed lines: control signal flow.

The assumption behind Gardner’s method is that as m-ary phase-shift keying
(PSK) signals ideally have constant modulus, then, the signal energy is at
its maximum when the signal is decided at the optimum instant, while it is
attenuated during the transitions between its constellation points. In order
to depict it, Figure 3.2(a) illustrates a quadrature phase shift keying (QPSK)
constellation in red circles and the non-return-to-zero (NRZ) transitions
between the symbols in blue lines, Figure 3.2(b) shows the eye diagram
of the in-phase component of the QPSK signal and Figure 3.2(c) shows
the eye diagram of the QPSK signal energy. It is possible to observe that
the average signal energy is lower at the transitions than at the optimum
decision instant.

By regulating the sampling instant of the signal, the algorithm maximizes
the energy of the received signal. Therefore, the timing error detector block
shown in Figure 3.1 computes, for every symbol, the Gardner timing error
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Figure 3.2.: Ideal QPSK signal with NRZ pulse shape. (a) Constel-
lation (red circles) with its transitions between symbols (blue lines);
(b) Eye-diagram of the in-phase component; (c) Eye-diagram of the
signal energy (blue lines) and average energy in function of time
(black dashed line). T is the symbol period. Based on [J2].

function, eGard[n], which is the derivative of the energy of the interpolator
output, b(nT ). Then,

eGard[n] =
�

b̄(nT )b(nT )
�′
= b̄′(nT )b(nT ) + b̄(nT )b′(nT )

=
�

b′i(nT )− j b′q(nT )
�

�

bi(nT ) + j bq(nT )
�

+
�

bi(nT )− j bq(nT )
�

�

b′i(nT ) + j b′q(nT )
�

= 2bi(nT )b′i(nT ) + 2bq(nT )b′q(nT ),

(3.1)

where n is a discrete index indicating the n-th symbol, T is the symbol
period, Pb(nT ) is the power of the interpolator output, bi(nT ) and bq(nT )
are, respectively, the real and imaginary parts of b(nT ). The prime symbol
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( ′) means the first derivative, and the overbar (¯) express the complex
conjugate. Approximating b′(nT ) numerically,

b′(nT ) =
1
2

�

b
�

nT +
T
2

�

− b
�

nT −
T
2

��

, (3.2)

and making b[n] = b(nT/2+ T/2), then

eGard[n] = bi[2n− 1]
�

bi[2n]− bi[2n− 2]
�

+ bq[2n− 1]
�

bq[2n]− bq[2n− 2]
�

=ℜ
�

b̄[2n− 1] (b[2n]− b[2n− 2])
	

,

(3.3)

where b[n] is the n-th sample of b(t) with 2/T sampling rate, and ℜ{}
indicates the real part. Averaging through N symbols, the timing error
function,

ẽGard[n] =
1
N

N−1
∑

i=0

eGard[n− i]. (3.4)

is known in the literature as the S-curve [75, 115] and it is used to control
if the signal is early or late in comparison to the optimum decision instant.
Figure 3.3 displays, for an ideal NRZ-QPSK signal, all the possible eGard[n]
outputs in blue, and the S-curve, êGard[n], in black.
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Figure 3.3.: Gardner’s S-curve, in black, and the values that eGard[n]
assume for an ideal QPSK signal, in blue. Based on [J2].

A proportional-plus-integral (P+I) controller is responsible to filter the timing
error output, controlling the frequency and phase of a numeric controlled
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oscillator (NCO) that drives a timing signal to the interpolators, locking
when the timing error function reaches zero (in the middle of the S-curve).

The Gardner’s timing error detector function can also be computed in fre-
quency domain by [115]

ẽGard[n] =
2
K

K/2
∑

k=1

�

sin
�

2πk
K

�

ℑ
�

B[k, n]B̄[k+ K/2, n])
	

�

, (3.5)

where ℑ{} indicates the imaginary part, B[k, n] is the discrete Fourier trans-
form (DFT) of a block of samples that starts in b[2n] and ends in b[2n+K],
and K is the DFT block length. The equation above is analogous to the one
presented by Godard [76],

ẽGod[n] =
2
K

K/2
∑

k=1

�

ℑ
�

B[k, n]B̄[k+ K/2, n]
	

�

, (3.6)

and has been proven to produce comparable results in relation to the Gardner
clock recovery method [115].

The performance of the timing synchronization process is strongly related to
the amplitude of the S-curve, with higher values yielding better performance
and values close to zero indicating loss of synchronization. The S-curve
amplitude is known as clock tone amplitude (CTA) and it is possible to
compute it by the absolute value instead of the imaginary part either in
Eq. 3.5 or Eq. 3.6 [108]. For simplicity, in this Chapter, the CTA is computed
as

CTA=

�

�

�

�

�

K/2
∑

k=1

B[k]B̄ [k+ K/2]

�

�

�

�

�

. (3.7)

As the CTA value computed from Equation 3.7 depends on K and the signal
power, the normalized CTA, given by the CTA value divided by the maximum
CTA value possible, will be used as performance metric.

3.1.2 Modified Gardner phase detector

The method proposed by Gardner and explained in the previous section
relies that the signal has an NRZ or return-to-zero (RZ) pulse shape. The
CTA is directly proportional to the roll-off of signals with raised cosine (RC)
or root raised cosine (RRC) pulse shape, as for these pulse shapes, the signal
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is filtered more at the frequency where the clock tone is, therefore, the
Gardner method is not suitable for signals with spectrally-efficient schemes
that rely on quasi-Nyquist pulse shape. A common modification on the phase
detector used to circumvent this limitation is to consider its inputs as the
energy of the input signal instead of considering its inputs as the raw signal
[78, 79]. The modified phase detector is given by

emod[n] = |b[2n− 1]|2
�

|b[2n]|2 − |b[2n− 2]|2
�

,

= b2
i [2n− 1]

�

b2
i [2n]− b2

i [2n− 2]
�

+

b2
q[2n− 1]

�

b2
q[2n]− b2

q[2n− 2]
�

.

(3.8)

The assumption behind this modified method is similar to Gardner’s method.
For a low roll-off RC or RRC signal, the average signal energy tends to be
constant, therefore, the energy maximization is unreliable in this case. If
the input signal is squared, the optimum decision instant is the point of
minimum energy. Figure 3.4 and Figure 3.5 depicts curves for a QPSK signal
using a RC pulse shape with 0.1 roll-off. Figure 3.4(a) illustrates the ideal
constellation in red circles and, in black lines, the transitions between the
symbols. Figure 3.4(b) shows the eye diagram of the in-phase component.
Figure 3.4(c) shows the eye diagram of the signal energy. Figure 3.4(d)
shows the eye diagram of the absolute squared signal energy. Figure 3.5(a)
and 3.5(b) show, respectively, the S-curves for the Gardner’s method and the
modified method. It is possible to observe that the average of the absolute
squared signal energy (Figure 3.4(d)) has its lower point at the optimum
decision instant, hence the inverted S-curve in 3.5(b) when in comparison
to the one obtained in Figure 3.3.

3.2 Numerical fiber propagation model

In this Section, the numerical fiber propagation model used in the analyses is
presented. This model considers the random couplings between polarizations
and modes during fiber transmission.
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Figure 3.4.: Ideal QPSK signal with RC pulse shape and roll-off of
0.1. (a) Constellation (red circles) with some transitions between
symbols (blue lines); (b) Eye-diagram of the in-phase component;
(c) Eye-diagram of the signal energy (blue lines) and average energy in
function of time (black dashed line). (d) Eye-diagram of the squared
signal energy (blue lines) and average squared energy in function of
time (black dashed line). T is the symbol period.

3.2.1 Single-mode fibers without coupling between
polarizations

If nonlinearities and noise are ignored, the propagation of an optical signal
through a SMF can be described, in discrete frequency domain, by

~Sout[Ω] =MMM[Ω]~Sin[Ω], (3.9)

where MMM[Ω] is a discrete frequency domain 2×2 matrix that expresses the
transfer characteristics of the optical fiber supporting 2 polarizations, and
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Figure 3.5.: S-curve, in black, and the values that it could assume,
in blue; QPSK signal, RC pulse shape, roll-off of 0.1; (a) Gardner’s
method; (b) Modified method.

~Sin[Ω] and ~Sout[Ω] are, respectively, the input and output electrical field
vectors in the discrete frequency domain.

Since the fabrication process of SMFs are not perfect, orthogonal polarization
states propagate through the optical fiber at different speeds, a phenomenon
known as birefringence. Without coupling between polarization modes, the
fiber transfer characteristic can be described by [116, 117]

MMM[Ω] = VVVΛΛΛ[Ω]UUUH, (3.10)

where VVV and UUU are random unitary matrices that express coordinate base
transformations that are necessary due to the unknown spatial direction of
the birefringence. The H symbol indicates the matrix conjugate transpose.
VVV and UUU are defined by

VVV ,UUU def=

�

cos(θ ) sin(θ )e jφ

− sin(θ ) cos(θ )e jφ

�

, (3.11)

where θ and φ are, respectively, random azimuth and ellipticity angles
of the unitary rotation matrices. ΛΛΛ[Ω] is a diagonal matrix that describes
the linear propagation in each of the polarization directions, and includes
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polarization-dependent loss (PDL), differential group delay (DGD) and CD.
ΛΛΛ[Ω] is expressed by

ΛΛΛ[Ω] = diag
�

Λ1[Ω] , Λ2[Ω]
�

, (3.12)

where

Λ1[Ω] = exp

�

g1

2
− j
τL
2
Ω − jDC

λ2 L
4πc

Ω2 + jDS
λ4 L

24π2c2Ω
3

�

, (3.13)

Λ2[Ω] = exp

�

g2

2
+ j
τL
2
Ω − jDC

λ2 L
4πc

Ω2 + jDS
λ4 L

24π2c2Ω
3

�

, (3.14)

where ~g =
�

g1, g2

�>
is the PDL vector, τ is the DGD, related to PMD, DC is

the CD parameter, DS is the fiber dispersion slope, related to third-order CD,
and L is the total optical fiber length.

3.2.2 Single-mode fibers with strong coupling between
polarizations

Birefringence vary randomly throughout the length of an optical fiber be-
cause of bends and stretches. This makes the design of long optical fibers
without coupling between polarizations unattainable. Therefore, DGD can
be a limiting factor for optical communications. To overcome this issue,
SMFs are fabricated with intentional birefringence in order to average out
the GD throughout the signal propagation [51]. A common numerical ap-
proximation for the fiber propagation model is to express the optical fiber as
the concatenation of shorter fiber segments (Figure 3.6), with slightly longer
length than the length over which the complex polarization fields would
remain correlated [117, 118]. Each of these segments have no coupling
between polarizations, but both random rotations at the input and at the
output occur and the DGD for each fiber segment is kept constant and not
null.

Ωin S       ΩΩ Ω Ω

Figure 3.6.: Depiction of the fiber model used throughout the Chap-
ter. The fiber is considered as a concatenation of shorter fiber seg-
ments. Based on [J2].
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The signal at w-th fiber segment output, ~S(w)out (Ω), is related to its input signal,
~S(w)in (Ω), by

~S(w)out [Ω] =MMM (w)[Ω]~S(w)in [Ω], (3.15)

where w is the fiber segment index and MMM (w) (Ω) is the transfer characteristics
matrix of the w-th segment. The full fiber transfer characteristic is, then,
given by

MMM[Ω] =
Ksec
∏

k=1

VVV (w)ΛΛΛ(w)[Ω]UUU (k)H. (3.16)

3.2.3 Multi-mode and multi-core fibers

In order to expand the model to include multi-mode fibers (MMFs) and
MCFs, the transfer function characteristic, MMM[Ω], can be extended, taking
the form of a Z × Z matrix, where Z is the number of all possible spatial
degrees of freedom. In this case, degrees of freedom can include both the
two polarizations in a SMF, in which Z = 2, as well as the spatial degrees
of freedom in either a MMF or a MCF, in which Z = 2P > 2, where P
is the number of fiber modes or fiber cores. ~Sin[Ω] and ~Sout[Ω] become
Z-dimensional input and output electrical field vectors in frequency domain.
The matrix ΛΛΛ(w)[Ω] can be expressed as

ΛΛΛ(w)[Ω] = diag
�

Λ1[Ω] , Λ2[Ω] , · · · , ΛZ[Ω]
�

, (3.17)

Λz[Ω] = exp

¨

g(w)z

2
− jτ(w)z Ω − j

DC ,zλ
2 Lsec

4πc
Ω2 + j

DS,zλ
4 Lsec

24π2c2 Ω3

«

,

z ∈ [1, 2, · · · , Z] , (3.18)

where Lsec is the length of each fiber segment, ~g(w) =
�

g(w)1 , g(w)2 , . . . , g(w)Z

�>

is the uncoupled mode-dependent loss (MDL) vector, ~τ(w) =
�

τ1
(w),τ2

(w), . . . ,τZ
(w)�>

is the GD vector related to the MD, ~DC =
�

DC ,1, DC ,2, . . . , DC ,Z

�>
is the CD,

and ~DS =
�

DS,1, DS,2, . . . , DS,Z

�>
is the fiber CD slope vector. The aforemen-

tioned vectors represent the respective impairment effect at each degree of
freedom during the signal propagation through the w-th fiber segment. VVV (w)

and UUU (w) are random Z×Z unitary matrices.
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In order to produce Z×Z random unitary matrices, Givens’ rotation matrices
[119], GGG(i, k,θi,k,φi,k), are used. These matrices basically describe rotations
relative to an axis, consequently, random rotations relative to all possible
axes are able to generate random unitary matrices. Therefore, UUU (w) and VVV (w)

are defined by

VVV (w),UUU (w) def=
Z−1
∏

i=1

Z
∏

l=i+1

GGG
�

i, l,θi,l ,φi,l

�

, (3.19)

where θi,l and φi,l are, respectively, random azimuth and ellipticity rotation
angles related to the rotation along the axis created by the i-th and the l-th
degree of freedom, and each element gm,n of GGG(i, l,θi,l ,φi,l) is given by

gm,n =











































cos
�

θi,l

�

, if m= n= i

cos
�

θi,l

�

e jφi,l , if m= n= l

sin
�

θi,l

�

e jφi,l , if m= i and n= l

− sin
�

θi,l

�

, if m= k and n= i

1, if m= n 6= i or m= n 6= l

0, otherwise.

(3.20)

Observe that for the single-mode case, Z = 2, the rotation matrix from
Eq. (3.19) assumes the same form of Eq. (3.11).

3.3 Time skew model

Another important parameter that may impair the clock recovery perfor-
mance is the time skew between signal components [J1]. So, apart from the
DGD, the signal components can be time mismatched due to propagation
differences in the electrical cables or other sources both at the transmitter
and the receiver. Time skews can be of two types, IQ time skews and XY, or
inter-modal, time skews.

3.3.1 Inter-polarization or inter-modal time skew

It is possible to model the XY or inter-modal time skews, WWW [Ω], as

WWW [Ω] = diag
�

exp{− jΩτ1}, exp{− jΩτ2}, · · · , exp{− jΩτZ}
�

, (3.21)
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where ~τX Y = [τ1,τ2, · · · ,τZ]
> is the time skew vector representing the time

skew in each degree of freedom. The received signal could be related to the
input signal by,

~Sout[Ω] =WWW Rx[Ω]MMM[Ω]WWW Tx[Ω]~Sin[Ω]. (3.22)

3.3.2 In-phase/quadrature time skew

Contrastingly, the IQ time skews are not possible to represent by matrix
multiplications, and could be considered as a nonlinear impairment in the
complex domain. If

~s(t) =











si1(t) + jsq1(t)
si2(t) + jsq2(t)

...
siZ(t) + jsqZ(t)











(3.23)

is the time domain vector representing the signal, then, the IQ time-skewed
signal, ~ş(t, ~τIQ), can be described by

~ş(t, ~τIQ) =











si1(t +τ1) + jsq1(t −τ1)
si2(t +τ2) + jsq2(t −τ2)

...
siZ(t +τZ) + jsqZ(t −τZ)











. (3.24)

where ~τIQ = [τ1,τ2, · · · ,τZ]
> represents the time skew between in-phase

and quadrature components in each of the degrees of freedom.

3.4 Clock recovery performance analysis

Throughout this section, the clock recovery performance is evaluated by the
CTA for the QPSK modulation format. Similar performance is expected from
higher-order quadrature amplitude modulation (QAM) modulation formats
as the spectral shape of these formats are invariant to the modulation order
[120].
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3.4.1 Impact of pulse shaping

A back-to-back (B2B) system with an ideal QPSK modulation format and
either RC or RRC pulse shapes are considered. The roll-off is swept from 0
to 1 and the CTA values using the gardner method and the modified method
are plotted in Figure 3.7. For this simulation, no other linear or nonlinear
impairment was considered.
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Figure 3.7.: Normalized clock tone amplitude for a QPSK signal
employing either raised cosine (continuous lines) or root raised cosine
(dashed lines) pulse shapes. CTA computed by the Gardner method
(blue curves) and the modified method (red curves).

As expected, for very low roll-off factors, the CTA of the Gardner’s method
tends to zero. The modified algorithm shows much higher CTA for RC pulse
shape in comparison with the RRC pulse shape for all roll-off factor values.
It is possible to observe that the modified method still has non-negligible
CTA for roll-off factor of 1. This result will be important on the development
of the transmitter optimization method presented in Chapter 4.

3.4.2 Tolerance to chromatic dispersion

A B2B system with an ideal QPSK modulation format, NRZ and RC with 0.1
roll-off factor, and 16, 32, 48, and 64 GBd symbol rates were considered. A
residual CD was swept and the normalized CTA are plotted in Figure 3.8.

The tolerance to CD is proportional to the square of the symbol period, and it
is higher for lower roll-off signals due to the increased spectral efficiency.
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Figure 3.8.: Normalized clock tone amplitude for a QPSK signal with
different symbol rates, employing: (a) NRZ pulse shape, computed
by the Gardner’s method; (b) RC with 0.1 roll-off factor, computed
by the modified method.

3.4.3 Time skew between polarizations in single-mode fibers

A B2B system with time skews at both the transmitter and receiver was
considered for the purpose of evaluation of the impact of time skews between
polarizations. Moreover, and for simplicity, only an azimuth rotation was
considered between the transmitter and the receiver. The transfer function
for this simulation is given by

~Sout[Ω]
~Sin[Ω]

=





e− jΩ
τRx

2 0

0 e jΩ
τRx

2





�

cos(θ ) sin(θ )
− sin(θ ) cos(θ )

�

�

e− jΩ
τTx

2 0

0 e jΩ
τTx

2

�

,

(3.25)

where τTx is the time skew between polarizations at the transmitter, τRx

is the time skew between polarizations at the receiver, and θ the rotation
angle considered. The received signal in both polarizations are

Sout,X[Ω] = e− jΩ
τRx

2

h

e− jΩ
τTx

2 cos(θ )Sin,X[Ω] + e jΩ
τTx

2 sin(θ )Sin,Y[Ω]
i

Sout,Y[Ω] = e jΩ
τRx

2

h

−e− jΩ
τTx

2 sin(θ )Sin,X[Ω] + e jΩ
τTx

2 cos(θ )Sin,Y[Ω]
i

.

(3.26)

Observe that in each polarization the received signal is a combination of the
transmitted signal in both polarizations with different timings due to the
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transmitter-side XY time skew. On the other hand, the receiver-side time
skew delays the transmitted signal components equally. Thus, it is expected
that the clock recovery performance should be invariant to the receiver time
skew but should be impaired by the time skew at the transmitter depending
on the polarization rotation during transmission. To show this behavior, an
NRZ-QPSK with symbol rate of 32 GBd was considered as the signal input.
The rotation angle was swept from 0 to 90 degrees, the transmitter time
skew was swept from 0 to 31.125 ps (equivalent to 1 symbol period) and the
receiver-side time skew was set to zero. The normalized CTA was extracted
from the signal from polarization X and the results are shown in Figure 3.9.
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Figure 3.9.: Normalized clock tone amplitude as a function of
rotation angle and transmitter-side inter-polarization time skew.

The CTA value fades completely when the rotation angle is at 45 degrees and
the transmitter-side inter-polarization time skew is half of the symbol period.
This behavior is similar to the impact from first-order DGD previously shown
by Zibar et al. [104, 106]. It is possible to conclude then that the mitigation
of XY time skews at the transmitter side is essential.

3.4.4 In-phase/quadrature time skew

A single polarization NRZ-QPSK signal in B2B with time skew between the in-
phase (I) and quadrature (Q) components was considered. The normalized
CTA is plotted in Figure 3.10.
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Figure 3.10.: Normalized clock tone amplitude as a function of the
in-phase/quadrature time skew for a single polarization NRZ-QPSK
signal.

The clock tone decreases to zero when the IQ time skew is equal to half of
the symbol period.

3.4.5 Polarization mode dispersion

In order to analyze the impact in clock recovery performance due to PMD in
SMFs, a simulation of a transmission link comprising a transmitter, a SMF
and a coherent receiver was considered. Signals at 32 GBd and NRZ-QPSK
modulation format, multiplexed in two orthogonal polarizations were gen-
erated at the transmitter. The transmission link was numerically simulated
and consisted of a 100-km SMF with strong coupling between polarizations
which was divided in 10000 sections of 10 m each [51]. No noise or lin-
earities were considered. The simulation setup is shown in Figure 3.11
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Figure 3.11.: General set-up for numerical simulation model of
polarization multiplexed systems. Based on [J2].
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The combination of different random Givens’ rotation matrices and GD values
for each fiber section was considered in order to evaluate the behavior of
timing recovery in relation to DGD. Each segment had a random rotation with
an angle uniformly distributed in the interval θ ∼ [0,2π). The uncoupled
DGD was swept between 0.005 and 500 ps/km. The coupled DGD, i.e., the
resulting DGD after the signal propagation through the whole fiber, was
measured by the maximum difference of the two eigenvalues of the matrix
HHH[Ω], defined by [63]

HHH[Ω] = j
∂MMM[Ω]
∂ Ω

MMMH[Ω], (3.27)

where the differentiation was computed numerically.

Similarly to the case with transmitter time skew, it is expected that the
CTA would vanish depending on the DGD value and the rotation angle. A
possible solution to maximize the CTA value is to execute a polarization
rotation in the digital domain prior to the clock recovery process [104,
108]. Therefore, it was considered both the CTA computed from a signal
received at the horizontal polarization, Sout,X[Ω] and the CTA computed
from a combination of the horizontal and vertical polarizations, Sout,XY[Ω],
given by

Sout,XY[Ω] = Sout,X[Ω]cos(φ) + Sout,Y[Ω] sin(φ), (3.28)

where φ is the angle that maximized the CTA, emulating the methods
proposed in [104, 108]. The results are shown in Figure 3.12.
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Figure 3.12.: Normalized clock tone amplitude of a 32 GBd NRZ-
QPSK signal as function of the resulting (coupled) DGD for a 100-km
single-mode fiber. Based on [J2].
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While using the digital polarization rotation method, the CTA remain at
the maximum level for coupled DGD values below 10 ps. Since a typical
modern standard SMF has PMD parameter around 0.1 ps/

p
km, the CTA

would only be degraded after 10000 km, requiring at least ten times this
transmission distance in order to the CTA drop to half of its maximum value.
Therefore, for practical applications of PDM systems in SMFs, the vanishing
of clock tone should be a problem with a known solution. It is important to
note that these distances were computed for a signal with 32 GBd, and the
requirements would scale inversely with the symbol rate. For instance, if
the symbol rate was 16 GBd, the distance needed for starting degrading the
CTA would be 20000 km, while for a 32 GBd signal, this distance would be
5000 km.

3.4.6 Modal dispersion

In order to analyze the effects to the clock recovery performance due to MD
in MMFs, a simulation of a transmission link comprising 6 transmitters, a
mode multiplexer, a 3-mode FMF, a mode demultiplexer and 6 coherent
receivers was considered. Signals at 32 GBd and NRZ-QPSK modulation
format, multiplexed in 3 modes with 2 degrees of freedom per mode, were
generated at the transmitter. The transmission link was divided in sections
of 10 km each. At the receiver DSP, the clock extraction and resampling
was considered before MIMO equalization and the clock extraction was
performed per mode. The simulation setup is shown in Figure 3.13.
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Figure 3.13.: General set-up for numerical simulation model of
multi-mode multiplexed systems. Based on [C2, J2].
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In order to evaluate the behavior of timing synchronization at different cou-
pling regimes, we swept the rotation distribution of the unitary matrices VVV (w)

and UUU (w) in Eq. (3.19), measuring the crosstalk, XT, into the fundamental
mode group due to high order mode groups by

XT=

∑Z
i=3 Pi

P1 + P2
, (3.29)

where Pi[Ω] is the power transferred from the first degree of freedom to the
i-th degree of freedom, and is computed by

Pi =
N
∑

k=1

�

M1,i[k]M̄1,i[k] +M2,i[k]M̄2,i[k]
	

, (3.30)

where Mr,i[k] is the element at the r-th column and i-th row of MMM[k],
which is the transfer matrix in discrete frequency domain. For simplicity
inter- and intra-mode group coupling were not distinguished, and no losses,
non-linearities, time skew or chromatic dispersion were considered.

The results for a 1000-km transmission in a 3-mode FMF (100 sections
of 10 km) is shown in Figure 3.14. This fiber has two mode groups, two
degrees of freedom (one mode) on fundamental group and four degrees
of freedom (two modes) in the second group. The strong coupling regime
was considered as when the crosstalk was approximately 3 dB, the weak
coupling regime when the crosstalk was lower than −18 dB and refer to
intermediate coupling regime for the region in-between. The results shown
are the average of 10 random simulations for each crosstalk value in a system
with no losses or chromatic dispersion.

The curves were parameterized by the uncoupled GD, ∆τ, which is the
time difference between the fastest and the slowest group velocity of the
modes. As expected for zero GD, the clock tone remained unchanged at the
maximum value irrespective of the crosstalk. Nevertheless, while increasing
the uncoupled GD, a dramatic drop in the clock tone quality was observed.
In the strong coupling case, an uncoupled GD of less than 0.03 ps/km was
required in order to still have a detectable clock tone higher than 50% of
the maximum value.

The behavior of CTA for strong coupling regime as a function of uncoupled
GD at different transmission distances was also evaluated. The CTA drops
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Figure 3.14.: Normalized clock tone amplitude as a function of
crosstalk between mode groups in a 1000 km transmission of a 3-
mode FMF for different values of uncoupled group delay. Based on
[C2, J2].

for lower values of uncoupled GD as the transmission distance increases,
therefore, the delay spread requirements are even more stringent for long-
haul MDM transmission. Results are shown in Figure 3.15.

 

Figure 3.15.: Normalized clock tone amplitude as a function of
uncoupled group delay between mode groups in a 3-mode FMF for
distinct transmission distances. Based on [C2, J2].

3.5 Summary

This Chapter analyzed through simulations the performance and feasibility
of NDA fully digital clock recovery algorithms for coherent optical commu-
nication systems. Tolerances to transceiver time skew, residual chromatic
dispersion, different pulse shapes, polarization rotation, and PMD were
demonstrated. In the next Chapter, an application of genetic algorithms
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for optimization of transmitters for use in high-order modulation formats,
which the cost functions are based on the CTA is presented.
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4
Transmitter Optimization using Genetic
Algorithm

T
HE GROWING DEMAND for higher bit rates and the necessity in re-
ducing the cost per bit in optical communication systems have
driven research in high-order modulation formats at high sym-

bol rates combined with coherent detection. Furthermore, high capacity
optical transmission has been widely investigated for long-haul links [3].
The continuous progress in electronics technology allowed state-of-the-art
optical transceivers to evolve from legacy intensity-modulation and direct-
detection based schemes to an association of multilevel modulation formats
and coherent detection employing digital signal processing (DSP) [15, 22,
121].

The quality of coherent optical communication transceivers relies on the
complexity involved in its manufacturing process. Front-end imperfections
generally impair the signal quality both during generation at the transmitter
and during reception at the receiver. Particularly, on the transmitter side,
these imperfections may be caused by possible length and attenuation mis-
matches in the electrical components, a gain mismatch in transimpedance
amplifiers (TIAs), and improper biasing of the optical modulator operation
points, causing timing misalignments of several picoseconds in between the
in-phase (I) and quadrature (Q) paths for both orthogonal polarizations,
gain and phase imbalances between components, arbitrary DC levels, as well
as nonlinearities caused by the sinusoidal response of the optical modulator.
Furthermore, the penalty on coherent systems due to these imperfections
scale up when using higher-order modulation formats and higher symbol
rates [22, 122, 123] and can heavily impact multi-subcarrier transmission
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systems [124, 125]. Similar problems could also arise on the receiver-side
for analogous reasons.

It is accepted that receiver-side complex-valued 2×2 multiple-input multiple-
output (MIMO) digital dynamic equalizers are able to compensate for
inter-polarization (XY) time skew, but could not compensate for the in-
phase/quadrature (IQ) imbalances either caused by malformed modulation
formats or IQ time skews [126]. Recently, some solutions were presented
based on adaptive MIMO equalizers. They are based in real-valued 4×4 [34]
equalizers, complex-valued 4×2 [33, 126] equalizers, and receiver-side pro-
cessing prior to MIMO equalization [35, 127]. However, these approaches
would step up the receiver complexity that would lead to increased power
consumption, being also impractical for already installed systems. None of
these methods take into consideration the impacts into the timing synchro-
nization process due to the IQ time skews and IQ imbalances existent at the
received signal [128]. Furthermore, effects such as phase noise, chromatic
dispersion (CD) and polarization mode dispersion (PMD) make it very diffi-
cult to distinguish between the impairments originated at the transmitter
from the those caused by the receiver front-end, weakening the suitability
of the use of such methods as just calibration processes.

Regarding time skews and IQ imbalances as static or very slow drifting
impairments, adaptive equalization for the purpose of mitigation of such
impairments is avoidable. In this manner, an alternative choice should be
to perform calibration of the transmitter’s front-end imbalances isolating
it from the receiver rather than trying to mitigate its impairments into the
receiver-side DSP. Then, rerunning the calibration process only periodically,
in order to handle the aging of the equipment.

With this approach in mind, a method based on reconfigurable interference
was proposed [129] for time skew estimation. This method requires a special
apparatus based on photonic integrated circuits. A method based on the
generation of arbitrary sine waves for self-calibration [130] and a method
based on clock tone amplitude (CTA) extraction of a direct-detected signal,
with the searching procedure performed by a simple genetic algorithm [C1]
were also proposed. These methods may have worse performance if the
transmitter bias voltages are not well set.

In this Chapter, a method to estimate and compensate for the front-end imper-
fections present in a polarization-diversity optical transmitter for high-order
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quadrature amplitude modulation (QAM) modulation formats is proposed.
This method is intended for joint calibration of transmitter IQ and XY time
skew, amplitude mismatch, and bias voltages. Moreover, the presented
method makes use of a cooperative coevolutionary genetic algorithm (CC-
GA) which converges to the best solutions through fitness functions extracted
from a directly detected reference signal while controlling the transmitter
during the calibration process. The results and analyses, both at simulation
and experimental levels that are presented here were based on the results
in the author’s original work in [C1, J1].

While this Chapter addresses the calibration of time skews and other impair-
ments in a polarization-diversity transmitter, the next Chapter will address
the time skew estimation and compensation on coherent receivers.

The structure of this Chapter is the following. Section 4.1 presents and re-
views a theoretical basis for the impairments that usually affect a polarization
diversity IQ transmitter and presents which information could be extracted
by direct detection of the generated signal and then used for calibration. Sec-
tion 4.2 introduces the proposed transmitter front-end calibration method
based on CC-GA. Section 4.3 analyzes the method by means of simulations
and demonstrates its estimating capabilities through experiments. Finally,
Section 4.4 summarizes the Chapter.

4.1 Theoretical framework

This Section presents common impairments that may occur in the process of
optical signal generation process and discusses how information on these im-
pairments can be extracted by direct detection and subsequent compensation
methods.

Section 4.1.1 provides a discussion of the effects of the transmitter-side
time skew. Section 4.1.2 discusses the effects of incorrect bias voltages in
the generation of QAM signals. Section 4.1.3 presents a definition of the
amplitude mismatch and an estimation method.

4.1.1 Impact of time skew in QAM signals

The timing error between two components of a signal may be defined as
a time skew. The time skew between the I and Q components of each
polarization in high-order QAM transmitters is often called the IQ time skew,
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whilst the time skew between orthogonal polarizations is generally referred
to as the XY time skews [129].

A typical origin of time skews is a discrepancy in the length of the electrical
lines at the transmitters. In Section 3.3, it was shown that both XY and IQ
time skews can potentially degrade the transmission performance into a
catastrophic level.

Considering that the I and Q components of a single-polarization optical
signal are time-skewed, then

Sout(t)∝ e jφ(t)
�

si (t) + jsq (t −τ)
�

, (4.1)

where eout(t) is a single polarization optical signal at the modulators out-
put, si(t) and sq(t) are the I and Q components of the signal, τ is the time
skew between the components I and Q, φ(t) is the phase of the transmitter
laser. For instance, Figure 4.1 displays power eye diagrams and constel-
lation/transition diagrams in a single-polarization quadrature phase shift
keying (QPSK) signal with non-return-to-zero (NRZ) pulse shaping for a few
selected IQ time skew values. The power eye diagrams are eye diagrams
made with the optical signal passed through a photodetector diode (PD),
therefore showing its power.

In Figure 4.1, the transitions between consecutive symbols can be seen to
cross farther away from the origin if IQ time skew values are increased.
Since the clock tone used to synchronize the receiver indirectly depends on
these transitions [128], the clock tone information can therefore be used as
an effective error function, so that pre-compensation time skew values can
be found that would maximize the clock tone.

The clock tone characteristics can be extracted in a directly-detected high-
order QAM signal [79], as shown in section 3.1.2. Therefore, it would
avoid interference from the laser phase noise if the time-skewed signal were
received by a single PD. If the responsivity of the PD is ignored, the output
current, i(t), from a single-polarization signal can be written as

i(t)∝
�

|si(t)|
2 + |sq(t −τ)|

2
�

. (4.2)

The signal directly detected (Eq. 4.2) is proportional to the sum of the power
of each optical signal component, i.e., the I and Q components.
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Figure 4.1.: IQ time skew effects in a single-polarization NRZ QPSK
signal. (A) Power eye diagrams. (B) Constellation diagrams (blue
circles) and symbol transition paths (black lines). (a) No time skew.
(b) Time skew equals to 15% of symbol period. (c) Time skew equals
to 30% of symbol period. (d) Time skew equals to half symbol period.
Based on [J1].

The CTA is the maximum value of the timing error detector characteristics
and it can be computed for the PD output current by [108]

CTA=

�

�

�

�

�

L/S
∑

k=1

I[k] Ī[k+ L − L/S]

�

�

�

�

�

, (4.3)

where I(k) is the L-sized discrete Fourier transform of the received photocur-
rent, i(t) from Eq. 4.2, and S ≥ 2 is the number of samples per symbol. The
CTA of the photodetected current is proportional to the sum of the clock
tones from each of the components of the optical signal. Ideally, the relation
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between CTA and the time skew, τ, normalized by the maximum possible
CTA, is

CTA(τ)
max(CTA(τ))

=

�

�

�

�

1
2
+

1
2

exp
�

j
τ

T

�

�

�

�

�

, (4.4)

where T is the symbol period. This relation is illustrated in Figure 4.2. The
CTA will have its maximum values for time skew τ = nT , ∀n ∈ Z, and its
minimum values for time skew τ = (n+ 1/2)T , ∀n ∈ Z. Consequently, a
time skew estimator based on the CTA maximization have its estimation
range limited by the interval −T/2< τ < T/2.
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Figure 4.2.: Theoretical curve of CTA relative to transmitter time
skew in a single-polarization signal. Based on [J1].

Equivalently, for a dual-polarization signal with time-skewed components,
the field can be written as

~sout(t)∝ e jφ(t)
¦�

si x (t) + jsqx

�

t −τx

�

�

~x +
�

si y

�

t −τxy

�

+ jsqy

�

t −τxy −τy

��

~y
©

, (4.5)

where ~x =
�

1 0
�>

and ~y =
�

0 1
�>

are, respectively, the direction vectors
of the horizontal polarization (X) and vertical polarization (Y), τx and τy are,
respectively, the IQ time skews between the components of the horizontal
and vertical polarizations, τxy is the XY time skew, i.e., the time skew between
these two polarizations, and si x(t), sqx(t), si y(t) and sqy(t) are, respectively,
the I and Q components of the horizontal polarization and the I and Q
components of the vertical polarization.

Rewriting the time skews in relation to the I component of the horizontal
polarization, τ1 = τx, τ2 = τxy, and τ3 = τxy +τy, then the photocurrent
generated after passing the dual-polarization signal through a PD is

i(t)∝ |si x(t)|
2 + |sqx(t −τ1)|

2 + |si y(t −τ2)|
2 + |sqy(t −τ3)|

2. (4.6)
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For the dual-polarization signal, the CTA behavior is similar to the single-
polarization case, as illustrated in Figure 4.3. The maximum CTA will only
be achieved when all the values of the time skews are null, as shown in
Figure 4.3(a).
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Figure 4.3.: Theoretical curves of CTA relative to transmitter time
skew in a dual-polarization signal varying two values of time skews,
while maintaining the remaining constant. (a) τ1 = 0; (b) τ1 = T/2.
Based on [J1].

4.1.2 Impact of improper biasing on QAM signals

In this subsection, it is discussed how poorly-calibrated modulator bias
voltages can impact the generated signal and what can be extracted from
the signal for calibration purposes.

4.1.2.1 Operation points variation

The children bias voltages are responsible to move the center location of
the signal constellation. They move it in a non-linear fashion due to the
sinusoidal transfer function of the IQ modulator. For small peak-to-peak
swing voltages, non-optimal children bias voltages change not only the
constellation points but also the symbol transition paths, as can be seen in
Figure 4.4(c). The transition paths cross farther from the zero and then,
analogously to the time skew case, affect the CTA absolute value. This
bias-dependent behavior of the CTA can be explored for the calibration of
optimum values for the children bias voltages.

Moreover, variations in the children bias voltages change the power of the
output optical signal, affecting the CTA in a different fashion. To avoid

4.1 Theoretical framework 55



 

Figure 4.4.: Different children bias operation points in a single-
polarization NRZ QPSK signal. (A) Electrical field transfer functions;
(c) Constellation diagrams (blue circles) and symbol transition paths
(black lines); (C) Eye diagrams of the signal energy; Children bias
voltages: (a) −Vπ; (b) −2Vπ/3; (c) −Vπ/3. Based on [J1].

interference from the signal power, a new metric is introduced, the modified
clock tone amplitude (MCTA),

MCTA=

�

�

�

�

�

L/S
∑

k=1

�

I[k] Ī[k+ L − L/S]
	

�

�

�

�

�

L
∑

k=1

�

I[k] Ī[k]
	

. (4.7)

The MCTA behavior for different values of the parent bias voltage, while vary-
ing the children bias voltages for a single polarization signal is demonstrated
in Figure 4.5. The maximum MCTA value appears when the children bias
voltages are optimum, and maintain a concave shape for different values
of the parent bias voltages, being robust to its variation. For the polariza-
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tion multiplexed (PM) case, the MCTA behaves similarly, having its global
maximum values for the optimum values of all four children bias voltages.
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Figure 4.5.: Theoretical curves of MCTA relative to children bias
voltages in a single-polarization NRZ QPSK signal with 4Vπ/5 peak-
to-peak swing voltages. Parent bias voltage: (a) Vπ/4. (b) Vπ/2. (c)
3Vπ/4. Based on [J1].

4.1.2.2 Adjustment of IQ phase

The parent bias voltages adjusts the constellation phases in each polarization.
It is possible to observe that the zero crossings are independent of the
parent bias voltage (Figure 4.6). Therefore, in order to find the optimum
values for these voltages, the CTA is not a suitable metric. Nonetheless,
it is clear by Figure 4.6 that when vp is correctly adjusted, i.e., there is
perfect orthogonality between I and Q components, the optical power of
all symbols symmetric symbols are equal. Meanwhile, if the parent bias
voltage diverge from its optimum value, the power corresponding to each of
the symbols disperse, increasing the power variance. In such manner, it is
possible to use the variance of the optical power signal, i.e., the variance of
the photodetected signal, as an indicator of the optimum value for the parent
bias voltage. So, if the children bias are correctly set, the variance will be
minimized when the parent bias is in its optimum value. Alternatively, the
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inverse of the variance could be maximized in order to find the optimum
parent bias values.

v p
 =
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π
/2
 

v p
 =

 2
V
π
/3

v p
 =

 V
π
/3

(a-A) (a-B)

(b-A) (b-B)

(c-A) (c-B)

Figure 4.6.: Different parent bias in a single-polarization NRZ QPSK
signal. (A) Power eye diagrams. (B) Constellation diagrams (blue
circles) and symbol transition paths (black lines). (a) Vπ/3 parent
bias. (b) Vπ/2 parent bias. (c) 2Vπ/3 parent bias. Based on [J1].

Figure 4.7(a) and Figure 4.7(c) show, respectively for the QPSK and 16QAM
modulation formats, the variance versus parent bias voltage curve for a PM
signal with optimum children bias voltages. Figure 4.7(b) and Figure 4.7(d)
show the inverse of the variance for the same cases. Although not shown
here, the variance curve have similar shape for QAM modulation formats of
higher orders.

4.1.3 Amplitude mismatch in QAM signals

An amplitude mismatch between components of the optical signal may
arise at the transmitter due to different attenuation in electrical paths and
mismatched gains in electrical driver amplifiers. For a transmitter without
time skew, operating at optimum bias voltages for QAM transmission and
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Figure 4.7.: Theoretical curve from the photodetected signal rela-
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Variance for NRZ QPSK. (b) Inverse of variance for NRZ QPSK. (c)
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Based on [J1].

swing voltages inside the linear region, the amplitude mismatched dual-
polarization optical signal can be written as

~sout(t) = e jφ(t)
¦�

Aixsix(t) + jAqxsqx(t)
�

~x +
�

Aiysiy(t) + jAqysqy(t)
�

~y
©

, (4.8)

where Aix, Aqx, Aiy, and Aqy are the amplitudes for each of the signal com-
ponents, and six(t), sqx(t), siy(t), and sqy(t) have unitary maximum ampli-
tude.

An iterative method to estimate and compensate for these amplitude imbal-
ances can be applied. It starts by defining amplitude imbalance correction
factors, Cqx, Ciy, and Cqy, for each of the components, except the I compo-
nent from the vertical polarization, that is used as a reference value. These
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correction factors are multiplied by the signal components in the digital
domain, before digital-to-analog conversion, such that the output signal is
approximated by

~sout(t) = e jφ(t)
¦�

Aixsix(t) + jCqxAqxsqx(t)
�

~x +
�

CiyAiysiy(t) + jCqyAqysqy(t)
�

~y
©

, (4.9)

A signal only with the I component of one of the polarizations is then
generated by “turning off” the other components, i.e., reducing their swing
voltages to zero. This turn-off procedure is possible only if the modulator
is correctly biased for a QAM transmission, so a zero voltage on the input
would result in minimum power on the output. Then, this single component
signal is photodetected and sampled, and its power is computed by

Pix =
N
∑

k=1

i(k), (4.10)

where i(k) is the sampled photodetected current, and N is the number of
samples acquired. Then, the power of each of the other components is
computed. The correction factor for the amplitude imbalance is updated by

Ch,new = Ch,old

√

√

√
Pix

Ph
, h ∈ {qx, iy, qy}. (4.11)

Due to the sinusoidal response of the modulators, these new correction
factors are not immediately the best values, needing some iterations to
converge to optimum values. After iterating the algorithm, the correction
factors will converge to assure that Aix = CqxAqx = CiyAiy = CqyAqy.

4.2 GA-based method for transmitter parameters
calibration

To estimate and compensate for the PM transmitter front-end imperfections
presented in the last section, it is possible to use the information extracted
from the directly detected signal to optimize the aforementioned transmitter
using a genetic algorithm and a turn-on/turn-off procedure. In this sec-
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tion the genetic algorithm is discussed and then the proposed method for
transmitter optimization is introduced.

4.2.1 Genetic algorithm for parameters optimization

Genetic algorithm (GA) is a particular class of evolutionary algorithms that
has been successfully used to optimize a great variety of problems [131–134].
A typical genetic algorithm uses techniques inspired by evolutionary biology,
as heredity, mutation, natural selection and crossover, being notably efficient
to find good solutions in problems with many variables, and in the presence
of noise. Thus, the GA is a suitable solution for transmitter parameters
optimization, due to the quantity of variables to optimize and the noise
present in CTA, MCTA and variance extraction processes. Additionally, it
enables avoiding local extrema (minima or maxima), if the population used
is big enough.

Generate 
initial 

population

Evaluate 
individuals

Elite selection

Stop?
No

Crossing over

Mutation

Select the best 
individual

Yes

Start

End

Next generation

Figure 4.8.: Genetic algorithm block diagram. Based on [J1].

Figure 4.8 shows the basic implementation of a GA. The idea behind a GA
is to optimize solutions, as living beings would evolve over generations in
wild nature. It begins by creating randomly a set of initial solutions. These
solutions are treated as individuals in a population and each variable of
a solution is their chromosomes. Each of the individuals is assessed by a
fitness function and genetic operations are then performed. The strongest
individuals are labeled the elite group while the weakest ones die and are
eliminated. A new offspring is then produced consisting of a pure copy of
the elite group, crossover of pairs of elite chromosomes and elite group
mutations. A new generation is then started and the process continues being
repeated until a stopping criterion is met. The stopping criterion may be if
the improvement between successive generations becomes insignificant or,
more often, if a certain generation is achieved.
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Tab. 4.1 shows a list of parameters of the PM optical modulator along with
the information that can be extracted from the the directly detected signal
and be used as fitness functions for optimization.

Table 4.1.: List of parameters along fitness functions

Parameter Variables Fitness function

Time skew τ1, τ2, τ3 CTA

Child bias voltage v̇cix, v̇cqx, v̇ciy, v̇cqy MCTA

Parent bias voltage vpx, vpy Variance

Amplitude mismatch Cqx, Ciy, Cqy Power per quadrature
and pol. component

Then, as the transmitter impairment optimization is a problem with multiple
fitness functions a multi-objective genetic algorithm (MO-GA) seems ap-
propriate [134]. There could nevertheless be multiple solutions to a single
problem leading to ambiguities and unsuitable solutions. On the other hand,
a cooperative coevolutionary approach of genetic algorithms (CC-GA) can
use partial fitness independence and provide faster and correct convergence
to the best solution [135].

A larger population is divided by the CC-GA into subpopulations that are
sequentially and iteratively resolved. Each subpopulation is referred to as
species and an individual from a species is referred to as a specimen. A
chromosome of a specimen consists of a subset of variables in the larger
population. In the cooperative evaluation of each specimen, the only in-
teraction between species is when the specimens evaluated are combined
with randomly selected specimens from the elite group of other species.
The combination of one specimen of each species forms a full chromosome
with all parameters. The CC-GA thus simulates the cooperative evolution of
different species in wildlife.

A larger problem can be reduced into three different species in the case of
optimization of transmitter parameters: the time skews (τ1, τ2, τ3), the
children bias voltages (v̇cix, v̇cqx, v̇ciy, v̇cqy), and the parent bias voltages
(vpx, vpy). The fitness functions from each of the species are the CTA, MCTA,
and the variance of the photodetected current, respectively. Figure 4.9
shows a block diagram of the CC-GA implementation. It starts by creating
a random population for each of the species. The data processing is done
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for one species at a time. For the first species, each specimen is randomly
associated with one specimen from each of the other species elite group.
For instance, if time skews are the first species, each time skews’ specimen
will be associated to one elite children bias voltages’ specimen and one
elite parent bias voltages’ specimen. These cooperative combinations are
evaluated though the first fitness function, and genetic operations of elite
selection, crossover and mutation are performed. It is important to note that
a one-to-one mapping is not necessary, so one specimen from a different
species’ elite group can be associated with more than one specimens of
the species being evaluated. The elite group for the first species is then
updated and the process is repeated regarding the next species. After the
last species evaluation, a new offspring is generated and then the whole
process is repeated until a stopping criteria is met. At that point the best
specimen of each species is selected, forming the final solution.
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Figure 4.9.: Cooperative coevolutionary genetic algorithm block
diagram. Based on [J1].

4.2.2 Proposed method: CC-GA + turn-on/turn-off procedure

An M -QAM reference signal is generated in the transmitter and used to
estimate the transmitter impairments. This reference signal should be a PM
signal operating in the quasi-linear region of the modulator, and should have
a certain pulse-shape, modulation format and symbol rate. To avoid the
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influence of transmitter laser phase noise and coherent receiver impairments,
the signal is detected by employing direct detection. The output photocurrent
is sampled in an analog-to-digital converter (ADC) with a sampling frequency
greater than twice the symbol rate being used.

The fitness functions are then calculated from the sampled signal. These
fitness functions are supplied to the CC-GA, which iterates the bias voltages
and time skews by evaluating the associated fitness functions. Between each
CC-GA generation, the best time skews and bias voltages are set and an
iteration of a turn-on/turn-off procedure as presented in Section 4.1.3 is done
for amplitude mismatch estimation and compensation. The best solution
is chosen as the finishing parameters when a stop criterion is met. The
schematic for the transmitter front-end calibration is presented in Figure 4.10.
Since all transmitter parameters are optimized after the calibration ends,
it is possible to change the reference signal to the signal to be transmitted
with a different pulse shape, modulation format, and/or symbol rate.
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Figure 4.10.: Proposed algorithm scheme. Based on [J1].

4.3 Results and analysis

In this Section, the performance and operation of the proposed CC-GA
method is analyzed by means of simulations and a demonstration is done
by an experiment.
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4.3.1 Simulation analysis

In order to evaluate the performance of the proposed method, the simulation
setup of Figure 4.11 was used. First, sequences of bits are generated at
a pseudo random bit sequence (PRBS) generator with length 31. These
sequences are mapped to a modulation format at 1 sample per symbol and
then filtered with a raised cosine (RC) pulse shape at 2 samples per symbol
and roll-off 1, emulating an NRZ pulse shaping. The signal is then quantized
with 8-bit resolution to emulate the limitations of a digital to analog converter.
The signal is then resampled to a new sampling rate with each of the signal
components being time delayed in order to account for the time skews. The
signal components are then low-pass filtered and have their peak-to-peak
values adjusted, emulating an electrical driver. The components are finally
fed to a PM modulator, with variable bias voltages. Noise is added to the
signal, which is then received in a PD. The cost functions are computed
from the photodetected signal and fed to a parameter controller that will
control the time skew, amplitude and bias voltage values accordingly to the
proposed method.

PRBS Gen.

Mapper

Pulse Shaper

Quantizer

Resampler

Electrical Driver

Laser Dual Pol. Mod.

Noise

+

Photodiode

Parameter 
Controller

(M)CTA/VAR/POW
computing

Figure 4.11.: Simulation setup for transmitter optimization evalua-
tion. Based on [J1].

Unless stated otherwise, all the simulation results were extracted by the
aforementioned setup with a PM NRZ 16QAM reference signal operating at
16 GBd. The quantity of symbols used for each fitness function computation
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was 16384. The optical modulator was an ideal PM modulator with Vπ =
4 V , and no additional time skew. The reference peak-to-peak input signal
voltages were selected to be 1.6 V, in order to operate inside the quasi-linear
region of the optical modulator when correctly biased. Noise was added to
the signal to guarantee an 18 dB OSNR (0.1 nm resolution) at the output
of the modulator. The number of generations considered for the genetic
algorithm was 50, and the time skew, child bias voltage, and parent bias
voltage populations were 60, 80, and 50 specimens, respectively, in which,
after each generation, 40% of the specimens were selected as elite, 50%
mutated, and 10% passed through a crossing-over process. The number of
simulation runs to compute the accuracy of the method was 100.

First, to evaluate the convergence speed of the proposed method, the above
- mentioned simulation parameters were used. The estimated parameters
after each generation are depicted in Figures 4.12 to 4.15. These estimated
values are the average of the values of all elite specimens. The expected
values for this simulation were−4 V for the children bias voltages (equivalent
to −Vπ), 90° for the IQ phase, 0 for the time skews and 1 for the relative
amplitudes.

Figure 4.12.: Evolution through generations of the estimated time
skew values. Based on [J1].

It is possible to observe in Figures 4.12 to 4.15 that after the 18th generation
all values seem to have converged to their expected value. This means that
3420 fitness-functions calculations and 54 power amplitude measurements
were needed to converge to the final estimated values. Thus, the total
calibration time would be limited by the amount of time needed for the IQ
modulator stabilization and the optimum population sizes for the proposed
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Figure 4.13.: Evolution through generations of the estimated child
bias voltage values. Based on [J1].

Figure 4.14.: Evolution through generations of the estimated IQ
phase imbalance values. Based on [J1].

Figure 4.15.: Evolution through generations of the estimated am-
plitude imbalance values. Based on [J1].
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algorithm. Nevertheless, if compared with full BER-based optimization, the
proposed method is believed to significantly reduce calibration time since it
significantly reduces the required data processing.

Another approach for convergence verification is to evaluate the evolution
of the fitness values used at the CC-GA algorithm. The aforementioned
evolution is depicted in Figures 4.16 to 4.18.

Figure 4.16.: Evolution through generations of the CTA fitness
values. Based on [J1].

Figure 4.17.: Evolution through generations of the MCTA fitness
values. Based on [J1].

If the average fitness values of all specimens approximate the fitness value of
the best specimen, all specimens are therefore close to the optimal solution.
A stopping criteria may be set when the average fitness function of all
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Figure 4.18.: Evolution through generations of the inverse of the
variance fitness values. Based on [J1].

specimens exceeds a percentage of the fitness value of the best specimen. In
this case, the stopping criteria would be 95.1%, 92.3%, and 95.5% for the
CTA, MCTA and inverse variance fitness functions.

To evaluate the proposed method performance the accuracy and precision of
the method was measured through Monte Carlo simulations. The accuracy
and the precision were assessed by the absolute mean estimation error and
the standard deviation relative to the target values, respectively. First, the
performance using reference signals with different modulation formats was
assessed by running the proposed method 100 times and then analyzing the
last 10 generations from each of the iterations. In this way, the data size
used to compute the mean and standard deviation was 1000. The results
for the absolute mean estimation error and for the standard deviation are
shown in Figure 4.19 and in Figure 4.20, respectively.

The standard deviations are one order of magnitude larger than the mean es-
timation error. This means that the method can be considered very accurate,
as the errors in the estimation process are more random than systematic.
The best reference signal in this case was the NRZ 16QAM that had standard
deviations of 0.56° for the IQ phases, 0.019 V for the children bias voltages,
0.24 ps for the time skews and 0.003 for the amplitude imbalance. The
distribution of the estimated values was Gaussian shaped, meaning that
99.7% of the estimations are expected to fall inside an interval of 3 times
the standard deviation.
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Figure 4.19.: Absolute mean estimation error compared to target
values for different modulation formats. Based on [J1].
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Figure 4.20.: Standard deviations for different modulation formats.
Based on [J1].

The proposed method was also characterized by testing the number of
symbols used to calculate each fitness function. The results are shown in
Figure 4.21 and Figure 4.22.

Again, the standard deviations are one order of magnitude larger than the
mean estimation error. Increasing the number of symbols used to compute
every fitness value will increase the precision of the method. The number
of symbols used in each fitness function computation will influence how
fast the method convergence speed can be. The results show that doubling
the number of symbols from 65536 to 131072 has a higher impact than
doubling further on.
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Figure 4.21.: Absolute mean estimation error compared to target
values for different number of symbols for each cost-function calcula-
tion with NRZ 16QAM reference signal. Based on [J1].
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Figure 4.22.: Standard deviations for different number of symbols
for each cost-function calculation with NRZ 16QAM reference signal.
Based on [J1].

The penalty in the optical signal-to-noise ratio (OSNR) required to achieve
a given bit error ratio (BER) due to each of the transmitter impairments
was measured as a performance metric. Signals operating at 16 GBd were
generated with QPSK, 16QAM and 64QAM as modulation formats and then
received in a common DSP-based PM coherent receiver with decision-directed
least-mean-square MIMO equalization, blind phase search carrier recovery,
and standard decision regions for bit demapping[15]. The OSNR penalty
was numerically measured when the signals were transmitted through an
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additive white Gaussian noise channel by varying the noise variance. The
results are shown in Figure 4.23.
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Figure 4.23.: OSNR penalty for a 16-GBd signal, Vπ = 4 V, and peak
to peak voltages of 1.6 V at BER = 3.8×10−3 for QPSK and 16QAM
and at BER = 10−2 for 64QAM, due to: (a) IQ time skews; (b) IQ
phase imbalance (c) Amplitude imbalance; (d) Child bias voltage
error. Based on [J1].

Then, considering the worst case scenario as each of the transmitter im-
pairments calibrated with an error of 3 times the standard deviation, the
OSNR penalties at BER of 3.8× 10−3 was numerically measured for QPSK
and 16QAM signals as 0.05 dB and 0.5 dB, respectively. For the 64QAM
signal a 1.9 dB OSNR penalty at BER equals to 10−2 was measured. These
penalties were mainly due to the child bias voltages and could be drastically
reduced to 0.05 dB and 0.2 dB OSNR penalty for the 16QAM and 64QAM
modulation formats, respectively, if a simple change in the decision regions
at the receiver DSP is considered.

In comparison to other algorithms, IQ time skew can be calibrated using the
method presented by Fludger et al. [130] with typical accuracy of 0.5 ps.
Additionally to the IQ time skews, the method presented by Yue et al. [129]
could find also XY time skews in the range of 0.5 ps. The method presented
here have similar performance compared to these alternative methods while
also calibrating the IQ phase imbalance, the IQ amplitude imbalance, and
the bias operation voltages.
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4.3.2 Experimental demonstration of time skew and operation
point calibration with CC-GA

Finally, to demonstrate the method behavior an experiment with a PM mod-
ulator is reported. Four output channels of a 64-GSa/s arbitrary waveform
generator (AWG) were applied to a PM Mach-Zehnder (MZ)-based IQ mod-
ulator, used to generate a reference signal at 16 GBd and NRZ-PM-16QAM
modulation format. The generated signal was amplified by an erbium-doped
fiber amplifier (EDFA), directly-detected in a 45-GHz bandwidth PD and
then sampled by a digital storage oscilloscope (DSO) operating at 160 GSa/s.
The fitness functions for the CC-GA were calculated on a personal computer
that was also used to automatically control the time skew pre-compensation
values in the AWG and the modulator bias voltages. The time skews and the
correct operation points for this setup were previously unknown, with initial
voltages being random and not resulting into recoverable constellations.
The number of generations considered for the CC-GA was 30, and the time
skew, child bias voltage, and parent bias voltage populations were 60, 80,
and 50 specimens, respectively, in which, after each generation, 40% of the
specimens were selected as elite, 50% mutated, and 10% passed through
a crossing-over process. Due to time constraints, the turn-on/turn-off pro-
cedure was not assessed. The experimental setup is shown in Figure 4.24.

DP-IQ Mod.

Voltage Contr.

Laser PD
EDFA

160-GSa/s 
DSO

Computer

AWG

Figure 4.24.: Experimental setup for time skew and operation point
calibration. Based on [J1].

The experiment was ran with the parameters stated above in order to assess
the convergence. The estimated parameters after each generation are de-
picted in Figure 4.25, while the evolution of the fitness functions is depicted
in Figure 4.26.

The estimated values are the average of the values of all specimens selected
as elite and the fitness values are the CTA, MCTA and inverse variance
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(a)

(b)

Figure 4.25.: Experimental evolution through generations of the
estimated values. (a) Time skews. (b) Children and parent bias
voltages. Based on [J1].

computed after each generation from the best specimen and an average
of all specimens. As in the simulations, it can be seen in Figure 4.25 and
Figure 4.26 that after the 18th generation all variables have converged to
their final values. With these final values, a 16 GBd NRZ-PM-16QAM was
once again generated and received in a coherent receiver. After DSP offline
processing, consisting of resampling to 2 samples per symbol, adaptive
equalization based on common 2×2 MIMO decision-directed least mean
squares algorithm, and carrier phase recovery based on blind phase search
(BPS), it has been obtained the constellations shown in Figure 4.27.

From the recovered constellation, it can be qualitatively observed that the
bias voltages were correctly estimated, while the IQ phase had a small error
of about 1° in Y, which was within the accuracy of the simulations. This
IQ phase error gives an insignificant OSNR penalty for a 16QAM signal at
BER = 10−2 threshold and would still give a penalty of less than 1-dB in
OSNR if the modulation format used is changed to 256QAM[22].
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(a)

(b)

(c)

Figure 4.26.: Experimental evolution through generations of the
fitness values. (a) Clock tone amplitude. (b) Modified clock tone
amplitude. (c) Inverse of the variance. Based on [J1].
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Figure 4.27.: Obtained 16 GBd PM-16-QAM constellations after
optimization using the proposed method. Based on [J1].
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4.4 Summary

A new and simple method has been suggested to optimize the common
transmitter’s front-end imperfections such as suboptimal biasing, time skews,
and amplitude, and phase imbalances between I and Q components. This
was achieved by using a cooperative coevolutionary genetic algorithm. This
method is carried out on the transmitter side, so that the transmitter can be
optimized automatically for the best operation regardless of the coherent
receiver and thus prevent the complexity of the stressed DSP at the receiver
from increasing. Simulations numerically evaluated the performance of the
presented method and experiments were carried out to show the behavior
of the method. The results also demonstrate the potential of the cooperative
coevolutionary genetic algorithm as a rapid optimization method for fine-
tuning and mitigating the transmitter impairments. In the next Chapter, a
method for jointly estimating CD and IQ time skews of a coherent receiver
is presented.
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5
Joint IQ Time Skew and Chromatic
Dispersion Estimator

D
UE TO THE COMPLEXITY of a typical coherent front-end, it is common
to have a timing misalignment (time skew) of several picoseconds
in between the in-phase (I) and quadrature quadrature (Q) paths.

These time skews are commonly calibrated during the manufacturing pro-
cess and compensated through a bank of interpolators at the input of an
application specific integrated circuit (ASIC) [15, 121, 136]. However, some
residual time skew can remain. At higher symbol-rate, this post-calibration
residual skew has a more severe impact than on lower symbol-rate trans-
missions due to the larger ratio of skew to symbol period. Thus, for high
symbol-rate transmissions, an algorithm robust to in-phase/quadrature (IQ)
time skew or a method to estimate the IQ time skew is required.

As discussed in the previous Chapter, common polarization demultiplexing
algorithms that are based in 2×2 complex-valued multiple-input multiple-
output (MIMO) architectures [15] are able to compensate only time skew
between polarizations. The skew-robust MIMO equalizers proposed recently
[33, 34, 126] introduce more complexity and demand more area in practical
ASIC implementations in comparison to common complex-valued 2×2 MIMO
equalizers.

Analogous to the transmitter case, adaptive equalization with the purpose
of time skews would be avoidable. Then, a non-data-aided (NDA), joint
chromatic dispersion (CD) and receiver front-end-IQ time skew estimator is
proposed. This algorithm is a two-dimensional scanning algorithm based
on well-known scanning CD estimation methods [70, 137–140]. It relies
on the fact that the output of the CD compensation in the presence of IQ
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time skew is a weighted combination of the CD compensated signal and
its complex conjugate carrying twice as much dispersion. Hence the signal
remains impaired by CD, by an amount proportional to the skew [126]. The
proposed algorithm does not require any change in the signal path, thus it can
be implemented without any major increase in complexity, saving power and
space in practical implementations. A 32 GBd polarization multiplexed (PM)-
16QAM experiment is carried out to evaluate the algorithm’s performance.
The results and analyses that are presented here were based on the results
in the author’s original work in [C3].

The structure of this Chapter is the following. Section 5.1 presents and
reviews the mathematical foundations of the method. Section 5.2 presents
the method. Section 5.3 shows an experimental analysis of the method.

5.1 CD compensation with IQ time skew at the receiver

If a single-polarization signal has time skew between its IQ components,
si (t) and sq (t), and assuming τ as the relative time skew between the I and
Q components of a non-dispersed signal, sτ (t) then

sτ (t) = si (t) ∗δ
�

t −
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2

�

+ jsq (t) ∗δ
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t +
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2
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(5.2)

where s (t) = si (t) + jsq (t) is the complex transmitted signal, ∗ represents
the convolution operation, and the over-bar (̄ ) represents the complex
conjugate.

Considering now a transmission with distance L and CD parameter DC , the
impulse response of the optical fiber channel is hDC L (t), and finally the IQ
time-skewed dispersed signal sDC L,τ (t) can be obtained as

sDC L,τ (t) =
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, (5.3)
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In frequency domain, the IQ time-skewed signal is expressed as

SDC L,τ (ω) = S (ω)HDC L (ω) cos
�

ω
τ

2

�

− jS̄ (−ω) H̄DC L (ω) sin
�

ω
τ

2

�

,

(5.4)

where S (ω) and HDC L (ω) are the transmitted signal in frequency domain
and the CD transfer function, respectively. Assuming zero-forcing CD com-
pensation, one obtains the following

ŜDC L,τ (ω) = H−1
DC L (ω)SDC L,τ (ω)

= S (ω) cos
�

ω
τ

2

�

− jS̄ (−ω)
�

H̄DC L (ω)
�2

sin
�

ω
τ

2

�

.
(5.5)

It is important to point out, considering the equations above, that if the time
skew is not null (τ 6= 0), the compensated signal contains a component
which consists of the complex conjugate of the signal, nonetheless with
doubled CD [126]. This component acts as an interference, which degrades
the performance of clock synchronization algorithms [141], and thus may
cause MIMO equalizer approaches to skew compensation [33, 34, 126] to
fail.

5.2 Joint IQ time skew and CD estimation method

The proposed algorithm is based on bi-dimensionally scanning CD and IQ
time skew values, similarly to the algorithms presented in [70, 137–140] for
CD estimation. This is done by controlling a set of interpolator banks and
the static equalizer, as shown in Figure 5.1, where the output of the static
equalizer is followed by the timing recovery, MIMO equalization, and finally
carrier recovery blocks.

In the algorithm sequence used, the data from the static equalizer is also
received by the skew and CD estimator, which in turn controls the de-skew
process and CD equalization. The goal of the estimator is to locate the
optimum values, which minimizes a certain cost-function. One possible
cost-function is based on the delay-tap sampling estimator (DTSE) [70, 138].
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Figure 5.1.: Variation of common coherent optical communication
receiver DSP algorithms chain with skew and CD estimator placement
in dotted lines. Based on [C3].
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Figure 5.2.: Block diagram of the joint IQ time skew and CD esti-
mation using DTSE cost-function. Based on [C3].

The DTSE cost-function block diagram is shown in Figure 5.2 and can be
written as:

c
�
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M
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�
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�ŝDC L,τ (i)
�

�

�

2
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�

2�2

, (5.6)

where M is the number of samples used for each point, d is a sample delay,
and ŝDC L,τ (i) is the received signal in time-domain after de-skewing process
by a set of interpolator banks and CD compensation.

Figure 5.3 shows a typical surface of this cost-function for a received signal
with DC L = 104 ps/nm. The main target of the estimator is to find the
minimum points shown of the surface. In Figure 5.4(a) it is possible to see
a slice of this cost-function for CD compensation set to DC L = 104 ps/nm.
While Figure 5.4(b) presents a slice of this cost-function for zero time skew.

5.3 Experimental setup and results

The experimental setup shown in Figure 5.5 was used to benchmark the
algorithms. The optical signal was modulated by an IQ modulator driven
by two outputs of a 64 GSa/s arbitrary waveform generator (AWG) gen-
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Figure 5.4.: Typical cost-function curves: (a) Only IQ time skew
values are swept, with optimal CD compensation; (b) Only CD values
are swept, with optimal skew compensation. Based on [C3].

erating 32 GBd 16-QAM signals. The modulated signal was then polariza-
tion multiplexed to generate a PM-16QAM signal. This signal transmitted
through a recirculating loop with two 50-km Corning SMF-8 fiber spans
with D = 16.9 ps/(nm.km), and Raman amplifiers to compensate fiber and
switches losses. At the polarization-diversity receiver side, the electrical out-
puts were sampled by a real-time oscilloscope at 80 GSa/s. The output data
was finally processed offline using the previously presented algorithm.

The analysis of the time skew estimation performance of the proposed
method was focused here, since the DTSE was already extensively evaluated
for CD estimation [70, 138–140]. It was considered 5 traces that were ac-
quired in a experiment consisting of a 32 GBd PM-16QAM signal transmitted
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Figure 5.5.: Experimental setup for a 32 GBd PM-16QAM transmis-
sion with 100-km optical fiber per loop. AWG: arbitrary waveform
generator; Based on [C3].

through 1200 km of a standard single-mode fiber (SMF) with an optical
signal-to-noise ratio (OSNR) of approximately 20 dB. The IQ time skew of the
received signal was swept in the digital domain for both polarizations at the
same time from -62.5 to 62.5 ps with steps of 1.25 ps. The proposed method
was used for estimating both CD and IQ time skew. For accumulated CD,
all estimated values were between the interval of 20200 and 20360 ps/nm,
which is consistent with the expected value of 20280 ps/nm for accumulated
CD of a 1200-km standard SMF transmission. Figure 5.6 shows the estimated
skew as a function of the actual time skew. The accuracy of the method is
more clearly visible in Figure 5.7, which shows the absolute error between
estimated value and actual values in function of actual time skew values.
The average value of estimations for each time skew sweep was plotted in
Figures 5.6 and 5.7. It is possible to observe that the maximum time skew
estimation error for a single estimation, and the average of 10 estimations
for each true IQ time skew value, was 3.1 ps, and 0.95 ps, respectively, rep-
resenting 10% and 3% symbol period of a 32 GBd signal. So, the accuracy
can be improved by computing and averaging consecutive estimations of
the joint IQ time skew and CD estimator.

5.4 Summary

A low-complexity joint IQ time skew and CD estimator was proposed and
experimentally demonstrated for a 32 GBd PM-16QAM transmission. The
results show good accuracy for both IQ time skew and CD estimation. Fur-
thermore, the proposed method has a small additional complexity since
it is performed before MIMO equalization and timing recovery, avoiding
complexity increase of skew tolerant MIMO equalizers [33, 34]. Also, the
proposed method is able to deliver nearly free CD and time skew signals to
a subsequent timing recovery block, benefiting its performance.
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6
Carrier Phase Estimation based on
Principal Components

L
ASER PHASE NOISE is a major limiting factors in coherent optical
communications. The conventional method for demodulating opti-
cal signals with a digital phase-locked loop (PLL) is highly sensitive

to feedback delays, thereby limiting the laser linewidth (LW) tolerance of
PLL-based carrier phase recovery (CPR) methods [142]. In addition, since
the receiver-side digital signal processing (DSP) is performed at a rate much
lower than the symbol rate, the processing must be carried out in parallel,
making PLL-based procedures even less viable.

Unsupervised feed-forward CPR methods generally extract the phase noise
either by applying a nonlinear relationship such as 4th power [98, 103, 143],
by using the constellation symmetry to fold it [144], or by massively testing
different phase values in order to determine the symbols [31].

In this Chapter, a hardware-efficient and modulation order independent
NDA feed-forward carrier recovery method for synchronous decoding of
arbitrary QAM constellations is proposed. The proposed method is based on
extraction of the principal component (PC) of the squared constellation and
it is suitable for low signal-to-noise ratio (SNR) signal transmission.

This Chapter is based in the author’s original work that will be submitted
for publication [U1].

This Chapter is structured as follows. Section 6.1 reviews common feed-
forward CPR methods, first presenting a parallelized structure for real world
implementation and then presenting an ideal block-wise estimator and
the blind phase search (BPS) algorithm. Section 6.2 presents both the
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proposed PC-based method and a hybrid scheme with the proposed method
as a coarse estimator and BPS as a fine estimator. Section 6.3 presents
the computational complexity analysis and comparison between the CPR
algorithms. Section 6.4 show the simulation analyses and the experimental
demonstration. Finally, Section 6.5 summarizes the Chapter. Moreover, a
mathematical proof of the presented method and the description of the
complexity analysis are presented in the Appendices A and C.

6.1 Feed-forward phase estimation techniques

In a DSP-based coherent receiver, considering perfect equalization and timing
synchronization, and an additive white Gaussian noise (AWGN) channel,
the n-th received constellation symbol, x[n], is rotated by an angle relative
to the phase noise due to the transmitter and receiver lasers. So,

x[n] = xT x[n]e
jφ[n] +w[n], (6.1)

where xT x[n] is a complex value representing the n-th transmitted symbol,
w[n] is an additive noise modeled by a zero-mean Gaussian random variable
with variance σ2

w, and φ[n] is the phase noise on the n-th symbol. Disre-
garding equalization-enhanced phase noise (EEPN), the phase noise can be
described by a random walk process,

φ[n] = φ[n− 1] +∆φ[n], (6.2)

where ∆φ[n] is the random phase increment modeled by a zero-mean
Gaussian random variable with variance given by

σ2
φ = 2π∆νTS , (6.3)

where ∆ν is the combined laser LW, i.e., the sum of the transmitter and
receiver lasers LWs, and TS is the symbol period.

In practice, the DSP unit of the receiver is implemented in an ASIC that by
the current technology cannot operate at the same clock frequency as the
symbol rate, therefore requiring to process the data in m parallel stages at
reduced clock frequencies [146]. Therefore, phase estimation algorithms
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should be able to process the data in parallel with blocks of at least m
sequential symbols being processed at each ASIC clock pulse.

Phase recovery algorithms rely on the fact that phase noise varies slowly
over time, then it would be possible to estimate and compensate a unique
phase value for each incoming signal block. Taking this into consideration,
the parallelized input data block of m+ h symbols, is

~x[k] =











x[m(k− 1)− h
2 + 1]

x[m(k− 1)− h
2 + 2]

...
x[mk+ h

2]











, (6.4)

where h is the symbol overlap length between consecutive blocks.

6.1.1 Ideal block-wise phase estimation

The ideal estimation for the phase recovered signal is

xrec[n] = x[n]e jφ̄[dn/me], (6.5)

where n is the time-index of each received symbol, k = dn/me is the index
of each parallelized input data block, and φ̄[k] is the average phase noise
for the symbols of a block,

φ̄[k] =
1

m+ h

mk+ h
2

∑

n=m(k−1)− h
2+1

φ[n]. (6.6)

For a sufficiently low m∆νTS product, the residual phase noise φres[n] =
φ[n]− φ̄[dn/me], although not Gaussian distributed (i.e. not stationary),
has a probability distribution function that resembles a Gaussian shape, with
variance σφres

depending on this product.

6.1.2 Minimum-distance blind phase search

The minimum-distance BPS algorithm [31] is based on testing B phase values
by rotating the received symbols and comparing them to their respective
estimates after decision. The angle that minimizes the mean squared distance
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between the rotated and the decided symbols is then the estimated phase to
be compensated. Figure 6.1 shows a block diagram representation of the
BPS algorithm.
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Figure 6.1.: Block diagram of the minimum distance blind phase
search carrier phase recovery method.

For a parallelized input given by Eq. 6.4, the b-th test constellation, rotated
by the b-th test phase, φb, is

~xb[k] = ~x[k]e
jφb , (6.7)

where φb is given by

φb =
(2b− 1)π

4B
−
π

4
, b ∈ {1,2, . . . , B}. (6.8)

Then, the test constellations are fed into a decision circuit. The sum of
the squared distances between these test constellations and their respective
decisions,

db[k] =
m+h
∑

i=1

�

�xb[k, i]− x̂b[k, i]
�

�

2
, (6.9)

is computed. In this equation, xb[k, i] is the i-th position of the rotated input
vector X b[k], and x̂b[k, i] is the i-th position of the rotated input vector
after decision. The estimated phase is the phase associated to the minimum
computed distance,

φ̂[k] = argmin
φb

db[k] (6.10)
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Then, to avoid the π/4 ambiguity, a phase unwrapping process is done to
update the estimated phase,

φ̂[k] := φ̂[k] +

�

1
2
+
φ̂[k− 1]− φ̂[k]

π/2

�

π

2
, (6.11)

that is therefore applied to the input block to give the output phase compen-
sated block,

~̂x[k] = ~x[k]e jφ̂[k]. (6.12)

6.1.2.1 Two-stage minimum-distance BPS

A common implementation for complexity reduction of the BPS is to break it
into two stages with B1 and B2 test phases in the first and the second stages,
respectively. In this way, instead of testing B phases, the algorithm test up
to B1(B2 + 1) different phase values while the complexity is proportional
only to BT = B1 + B2. The algorithm starts similarly to the one-stage BPS,
with the first stage performing a coarse search for the phase by rotating the
input block by B1 test phases,

φb,1 = π

�

2b− 1
4B1

−
1
4

�

, b ∈ {1, 2, . . . , B1}. (6.13)

Then, the second stage performs a fine phase search with test phases given
by

φb,2[k] = ˆφ1[k] +
π

B2

�

(2b− 1)
4B1

−
1
4

�

, b ∈ {1,2, . . . , B2}, (6.14)

where φ̂1[k] is the phase estimated at the first stage. A phase unwrap-
ping process and the rotation of input block follows. Figure 6.2 shows a
block diagram representation of the two-stage blind phase search (BPS-BPS)
algorithm.

6.2 Phase tracking based on principal components

Principal component analysis (PCA) is a well-known algorithm that converts
a set of observations of a likely correlated random variable into a set of
variables linearly decorrelated, the PCs [147]. It is usually applied as a
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Figure 6.2.: Block diagram of the minimum distance blind phase
search carrier phase recovery method. Based on [U1].

pre-processing tool in pattern recognition applications for extraction of the
most critical data features, projecting the original data into a new feature
space in which the first components keep the most of information about the
original data.

Basically, PCA considers the features that display the highest variation in
the data as the most informative, with their degree of variation being used
to distinguish the most relevant data from the less relevant. Geometrically,
PCA can be understood as a rotation of the original coordinate system axes
into a new set of orthogonal axes in which they are ordered based on the
amount of variation of the original data they account for.

More specifically, for an input data set
�

~a1, ~a2, ~a3, · · · , ~aL

	

with L data vectors
of N dimensions, the N×N covariance matrix, CCC , given by

CCC =
1
L

L
∑

i=1

�

(~ai −E{~a})(~ai −E{~a})
>	 , (6.15)

where E{~a} is the average vector of the input data set, has up to N eigen-
values, each with an eigenvector associated. The eigenvalue magnitude is
proportional to the amount of information that is carried on the direction of
its associated eigenvector. Thus, the most important PC is the eigenvector
associated with the eigenvalue of highest magnitude. This PC is also known
as the first PC.
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6.2.1 Phase estimation method based on principal component

The PCs extracted directly from a QAM constellation are invariant to constel-
lation rotation, as shown in Appendix A.1. But, if the received constellation
is squared, the PCs extracted from this new signal have the PC angle pro-
portional to the original constellation rotation, as shown in Appendix A.2.
Figures 6.3(a) and 6.3(b) show 64QAM constellations without and with a
π/6 rad phase rotation, respectively. Figures 6.3(c) and 6.3(d) show the
same 64QAM constellations with and without π/6 rad phase rotation, but
after the squaring process.

(a) (b)

(c) (d)

PC
 = 2 /6 + /2

PC
 = /2

 = 0
 = /6

Figure 6.3.: 64QAM constellations: (a) before squaring and without
phase rotation; (b) before squaring and with π/6 rad phase rotation;
(c) after squaring and without phase rotation; (d) after squaring and
with π/6 rad phase rotation. The principal component is marked in
red. Based on [U1].
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The angle of the first PC of the squared constellation is related to the rotation
of the original constellation by the relation

φPC = 2φ +
π

2
. (6.16)

Therefore, it is only necessary to extract the first PC of the squared constel-
lation to have the phase estimation. A very useful numerical method, the
power iteration method (PIM), can be used. The idea behind the PIM is that
as the covariance matrix C maps the unit sphere to an ellipse, its longest
axis corresponds to the first PC. Then, starting by a random vector ~v[0], and
updating it by multiplication by CCC over and over, at some point ~v[k], k� 0,
would have been stretched so much in the first PC direction that ~v[k] would
have assumed its direction [148].

Applying it for the carrier phase estimation problem, it starts guessing the

first PC as ~v0 =
�

1 0
�>

. Supposing the k-th input data block with N = m+h
symbols of equation 6.4, the k-th matrix, AAA[k], of the squared input, is an
2×N matrix given by

AAA[k] =

�

ℜ{x2[k, 1]} ℜ{x2[k, 2]} · · · ℜ{x2[k, N]}
ℑ{x2[k, 1]} ℑ{x2[k, 2]} · · · ℑ{x2[k, N]}

�

, (6.17)

where x[k, i] is the i-th position of the vector ~x[k]. Then, as the input
signals are supposed to be zero-mean, the covariance matrix is a 2×2 matrix
updated for each incoming block as

CCC[k] = AAA[k]AAA[k]>. (6.18)

The PC ~v[k] =
�

v[k, 1] v[k, 2]
�>

is updated and normalized by

~v[k] = CCCd[k]~v[k− 1], (6.19)

~v[k] :=
~v[k]

Æ

v2[k, 1] + v2[k, 2]
. (6.20)
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where d is an integer representing the number of times in which the co-
variance matrix is multiplied. Finally, the estimated phase noise to be
compensated at each block is given by

φ̂[k] =
1
2

arctan
§

~v[k, 2]
~v[k, 1]

ª

−
π

4
. (6.21)

Figure 6.4 shows a block diagram representation of the proposed algorithm,
which for the rest of this Chapter will be referred as the principal component-
based phase estimation (PCPE).
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Figure 6.4.: Block diagram of carrier phase recovery method based
on PCA. Based on [U1].

6.2.2 PCPE and BPS hybrid scheme

In the analysis and discussion section it will be shown that the PCPE has
a considerably lower cycle slip rate (CSR) for low SNR signals, but worse
performance in phase tracking when compared to BPS in low noise systems.
Therefore, another possible approach is to try to join the cycle slip robustness
of the PCPE with the accuracy of the BPS while still reducing its complexity.
Figure 6.5 shows a block diagram for the PCPE and BPS hybrid scheme
(PCPE-BPS).
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Figure 6.5.: Block diagram of carrier dual-stage hybrid phase recov-
ery method based on coarse estimation by PCPE and fine tuning by
BPS. Based on [U1].
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In this scheme, the first stage performs the PCPE, while the second stage
performs a BPS algorithm with test phases given by

φb = ηπ

�

(2b− 1)
4B2

−
1
4

�

, b ∈ {1, 2, . . . , B2}, (6.22)

where η is the phase aperture of the BPS stage, i.e., the range in which fine
test phase search will be performed. The phase unwrapping process is done
still in the PCPE stage, therefore ensuring the same robustness to cycle slips
as the PCPE algorithm alone.

6.3 Computational complexity analysis and comparison

In order to analyze and compare the computational complexity of the pro-
posed PC-based methods and BPS, the number of operations necessary to
implement the algorithms was calculated. The operations were divided in
real additions (or subtractions), real multiplications (or divisions), compu-
tation of square root, accesses to a look up tables (LUTs), decisions and
comparisons. The values obtained are based on specific implementations
and could be different if different implementations were considered, serving
for comparison purposes. The values are shown in Tab. 6.1, where K = m+h
is the number of symbols processed at each ASIC clock pulse. The method
to compute each of these values is shown in the Appendix B.

Algorithm

Operation BPS BPS-BPS PCPE PCPE-BPS

Addition 5KB+2K+3 5KBT+2K+3 6K+3d 5KB2+8K+3d

Multiplication 6KB+4K 6KBT+4K 10K+4d+4 6KB2+14K+4d+4

Square root 0 0 1 1

LUT 2 B2+2 3 3

Decision KB KBT 0 KB2

Comparison B–1 BT –2 0 B2–1

Table 6.1.: Computational complexity for carrier phase estimation
algorithms.

As an example, considering an ASIC operating at a clock frequency 64 times
lower than the symbol rate and no overlap between consecutive blocks
(P = 64), a single-stage BPS algorithm with a resolution of 100 test phases
would require 32131 and 38656 real additions and real multiplications,
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respectively. To have the same phase estimation resolution, a BPS-BPS
algorithm would need each stage having 10 test phases (BT = 20, B1B2 =
100), and the number of additions and multiplications would be 6531 and
7936, respectively. The PCPE algorithm (with d = 1) would require 387 real
additions and 648 real multiplications. This would represent a computational
complexity reduction of at least 70 and 14 times in comparison to the single
and dual-stage BPS implementations, respectively. Alternatively, if the PCPE-
BPS method is considered, it would require 3715 real additions and 4744
real multiplications, representing roughly 40% of computational complexity
reduction in comparison to BPS-BPS.

6.4 Algorithm evaluation

6.4.1 Simulation setup

In order to evaluate the performance of the proposed carrier recovery
schemes, a single polarization transmission system was simulated. The
modulation formats considered were square-M -QAM with M = 4, 16, 64
and 256. The laser LW was emulated by a random walk process [55]. The
data were generated with 1 sample per symbol and fed directly into the
carrier recovery scheme in order to avoid influence from other algorithms
in the receiver DSP chain. The achievable information rates (AIRs) were
estimated by mutual information (MI) computations between the transmit-
ted symbols and the symbols after the carrier recovery, while the bit error
ratio (BER) was computed between transmitted and decided bits. The CSR
and the mean square error (MSE) of the phase estimation were computed
comparing the estimated and the actual phase noise. The simulation setup
is depicted in Figure 6.6.

In the next subsections the performance analysis and comparison is presented
based on the CSR, MSE between the actual phase noise and the estimated,
BER and AIR.

6.4.1.1 Cycle-slip rates

Due to the π/2 phase symmetry of square-M -QAM modulation formats,
cycle slips may occur during the phase unwrapping process [66]. This is
a highly nonlinear phenomenon that leads to a catastrophic failure if no
special coding is being employed. Ideally, the maximum information rate
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Figure 6.6.: Simulation setup. CSR: cycle slip rate; MSE: mean
square error; BER: bit error rate; MI: mutual information. Based on
[U1].

can only be achieved if no cycle slip occur, therefore it is very important that
the CSR is as low as possible.

In our analysis, CSR is defined as the number of cycle slip occurrences per
block. The first cycle slip occur at the first time the phase difference between
the actual and the estimated phase noises becomes greater than π/2. Then,
the following cycle slip only occurs if the difference between the actual and
the estimate phase noises increase to more than π or return to be lower than
π/2. Therefore, the CSR is computed as

CSR=
K
∑

k=2

�

�φ̃[k]− φ̃[k− 1]
�

�

K − 1
, (6.23)

where K is the number of blocks simulated, and φ̃[k] is the rounded differ-
ence between the estimated phase noise and the average of the actual phase
noise per block,

φ̃[k] =

�

φ̂[k]− φ̄[k]
π/2

�

. (6.24)

The algorithms were analyzed under different noise conditions, sweeping
both SNR and laser LW. For each simulated point, it was considered 1000
realizations of a 32 GBd (TS = 31.25 ps) signal with 256 blocks of 64 symbols
each (a total of 16384 symbols) and no overlap between consecutive blocks.
Also, combined LWs of∆ν = 200, 500, 1000 and 2000 MHz were considered.
It was only considered the single-stage PCPE method and the BPS-BPS with
6 test phases in each stage for the quadrature phase shift keying (QPSK)
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modulation format and 11 test phases in each stage for the higher-order
square-M -QAM modulation formats. These values for the number of test
phases were previously optimized for best performance and the results are
omitted. The PCPE-BPS method was also ran but it is not being shown
because it has the exact same CSR performance of the PCPE method alone.
The results are presented in Figures 6.7 and 6.8.
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Figure 6.7.: Cycle slip rate for a 32 Gbd QPSK signal. BPS-BPS was
run with 6 test phases in each stage. Based on [U1].
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For the QPSK modulation format at low LW values, the CSR was much
smaller for the PCPE method than for the BPS-BPS. However, for high LWs
(greater than 1000 MHz), the PCPE method performed better than BPS-BPS
only for extremely low SNR values. It is important to note that high LWs
affect more the PCPE performance than the BPS-BPS performance.

Similarly, the PCPE method shows an overall greater robustness to cycle slips
than the BPS-BPS method for square-M -QAM modulation formats (M = 16,
64, 256). The CSR is higher for the PCPE method than for the BPS-BPS
for high LW values. However, it is important to note that these values are
greater than the maximum LW recommended for systems employing such
modulation formats

6.4.1.2 Block size evaluation

The performance of a carrier phase estimation algorithm can be assessed
by how precise the phase estimation is. It was considered as performance
indicators, the BER and the MSE of phase estimation, defined by

MSE=
1
N

N
∑

n=1

¦

�

φ̂[dn/me]−φ[n]
�2©

, (6.25)

where N is the number of symbols per realization of simulation.

The SNR was swept from 0 to 50 dB and the block size from 8 to 128 symbols.
100 realizations of 16384 symbols were simulated for each point of a 32 GBd
256QAM signal without residual frequency offset and combined laser LW of
200 kHz. The BPS-BPS method was considered with 11 test phases in each
stage, while the PCPE method and the PCPE-BPS was considered with 11
test phases in the BPS stage and aperture η= 1/11 to match the same test
phase range as the BPS-BPS. No overlap between consecutive blocks was
considered and the cycle slip occurrences were not artificially compensated.
The MSE and BER colorplots are shown in Figures 6.9 and 6.10. Due to the
number of symbols and realizations, the counted BER floor was considered
as 10−5.

As expected, for low SNR values, the PCPE method outperforms the BPS-BPS
method, however, for high SNR values, the PCPE method hits a BER and
MSE floor higher than the other methods. In this case, the PCPE-BPS scheme
combines the best of both algorithms, showing a bigger region with low
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Figure 6.9.: Mean square error of phase estimation for a 32 GBd
256QAM signal without residual frequency offset and combined laser
linewidth of 200 kHz. MSE was measured in rad2.
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Figure 6.10.: Bit error ratio for a 32 GBd 256QAM signal without
residual frequency offset and combined laser linewidth of 200 kHz.

MSE, with required SNR of 25 dB for BER of 10−2 with block sizes around 60
symbols per block. The block size is a parameter that depends on the internal
clock in which an ASIC executes operations, therefore it is very important
for an algorithm showing good performance for long block lengths. In this
case, for a 32 GBd signal, the optimum performance would be achieved with
an ASIC operating at around 533 MHz.

Then, the effect of a residual frequency offset that would remain being
uncompensated was from a frequency offset compensation process prior to
the carrier phase estimation [15, 93] was simulated. Figures 6.11 and 6.12
show MSE and BER results, respectively, for a 32 GBd signal with 200 kHz
and 5 MHz of residual frequency offset.

Here, the block size plays a quite important role, as the overall performance
of all the methods are impaired for long block lengths. With a 5 MHz residual
frequency offset, the optimum block size is reduced to 40 symbols per block.
The PCPE method is highly impaired in comparison to the case with no
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Figure 6.11.: Mean square error for a 32 GBd 256QAM signal with
5 MHz residual frequency offset and combined laser linewidth of
200 kHz. MSE was measured in rad2
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Figure 6.12.: Bit error ratio for a 32 GBd 256QAM signal with
5 MHz residual frequency offset and combined laser linewidth of
200 kHz.

residual frequency offset. Again, the PCPE-BPS method performs better
than the other two methods, in regards to both MSE and BER around the
optimum block length.

6.4.1.3 Mutual information penalties

For high-order modulation formats, forward error correction (FEC) are gen-
erally applied to achieve the maximum capacity of the channel. Therefore,
the pre-FEC BER is not the most indicated metric for system evaluation [149,
150]. It is preferable to use a higher-order modulation format and FEC codes
instead of operating with a lower-order modulation format in the saturation,
i.e. in an SNR in which the MI is the maximum for that modulation format.
In this section, the analyses of AIRs assume an optimal encoder and decoder
are employed by calculating the MI between the transmitted and received
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symbols. The MI computation is a Monte Carlo approach considering two
different channels, one in which there is only AWGN and the other where
the main source of noise is the residual phase noise. The MI computation is
better explained in Appendix C.

The algorithms in a system with 200 kHz of LW and no residual frequency
offset between the transmitter and receiver lasers were analyzed. Cycle
slips were ideally compensated to simplify the MI computation. The SNR
values were swept from 0 to 10 dB for QPSK, from 0 to 18 dB for 16QAM,
from 0 to 30 dB for 64QAM, and from 0 to 45 dB for 256QAM. Each MI
value is an average of the MI values computed from 10000 realizations with
1024 blocks of 64 symbols each. It was considered the PCPE, the BPS-BPS
with 11 test phases in each stage, and the PCPE-BPS methods with 11 test
phases and aperture of η = 1/11. It was considered the ideal case when
there was no phase noise and also, as a comparison upper-bound, the best
hypothetical performance that would be achieved in a parallelized receiver
was considered, i.e. the ideal block-wise phase estimator (presented in
Section 6.1.1). The results are shown in Figure 6.13. The MI versus the SNR
(left side of Figure 6.13) and the penalty in MI in comparison with the ideal
case without phase noise (right side of Figure 6.13) were plotted.

For all the modulation formats, the BPS-BPS method have a higher MI penalty
than the other algorithms. This is because the BPS algorithm has a harder
time distinguishing the test phases in the presence of high AWGN. Certain
combinations of symbols can lead to ambiguities, and therefore estimation
errors. Instead, as the PCPE method is not based on testing phases, it does
not suffer from the same problem, performing better at low SNR values.
The penalty introduced by the testing of phases can also be seen to a less
extent in the performance of the PCPE-BPS, where the BPS stage is only the
fine estimation step. For this method, the fine tuning is actually impairing
the system, compared to the PCPE alone and therefore the performance
is worse with this step. None of the methods, however achieve the same
performance of the ideal block-wise phase estimator (BWPE) at low SNRs,
showing that there are still some AWGN related impairments on the phase
noise estimation process.

Analyzing each modulation format presented, the PCPE performs better than
the other algorithms for all SNR values when operating with QPSK, while
for the other modulation formats it performs better for SNR values lower
than 11.5, 16 and 22 dB for 16, 64 and 256QAM, respectively. For values of
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Figure 6.13.: Left side: Mutual information versus SNR for different
modulation formats. Right side: Mutual information penalty from
the no phase noise case for different modulation formats. (a,b) QPSK;
(c,d) 16QAM (e,f) 64QAM (g,h) 256QAM. Based on [U1].

SNR higher than these thresholds, the PCPE-BPS have the best or the same
performance as the BPS-BPS. As the computational complexity of PCPE-BPS
is lower than the BPS-BPS, it makes the first a better choice.
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6.4.1.4 Laser phase noise tolerance

To evaluate the LW tolerance the minimum SNR required to achieve an error-
free transmission considering 20% of FEC overhead was computed. The
target AIR, Itarget, for this case was computed using the following equation:

Itar get =
log2(M)
1+OH

, (6.26)

where M is the modulation order and OH is the FEC overhead. This leads to
a target AIR of 1.6667, 3.333, 5 and 6.667 bits/symbol for QPSK, 16QAM,
64QAM and 256QAM, respectively.

The LW values were swept from 0 to 4000 kHz for QPSK, from 0 to 2000 kHz
for 16QAM, from 0 to 1000 kHz for 64QAM and from 0 to 600 kHz for
256QAM. Cycle slips were ideally compensated. Each SNR required value
were generated through interpolation of three points of SNR with AIR values
computed from 1000 realizations with 1024 blocks of 64 symbols each. The
symbol rate was 32 GBd. The results are shown in Figure 6.14.
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Figure 6.14.: Minimum SNR required for error-free transmission
considering 20% FEC overhead. (a) QPSK; (b) 16QAM; (c) 64QAM;
(d) 256QAM.

6.4 Algorithm evaluation 103



For the QPSK modulation format (Figure 6.14a), the PCPE has the low-
est penalty for LW values under 1.3 MHz. For very high LW values, the
performance of PCPE degrades faster than the BPS-BPS method, and the
PCPE-BPS method suffers from the degraded performance of the PCPE stage.
For intermediate LW values (between 1.3 and 2 MHz), both PCPE-BPS and
BPS-BPS have similar performance.

For the 16QAM and 64QAM modulation formats (Figure 6.14b-c), the PCPE
has the lowest penalty for LW values under 550 and 100 kHz, respectively.
For higher LW values, both PCPE-BPS and BPS-BPS have similar performance,
with PCPE-BPS marginally outperforming BPS-BPS.

For the 256QAM modulation format (Figure 6.14d), the PCPE has higher
SNR required than the other methods for all the LW values considered.
Also, the SNR penalty for all the methods are at least 1 dB worse than the
hypothetical ideal BWPE.

In particular cases of systems using soft-decision FEC, moving to a higher
modulation format order and considering more overhead helps to achieve
more information rate for the same SNR [151, 152]. Then, the LW tolerance
for 256QAM considering 50% of FEC overhead (Itarget = 5.33 bit/symbol)
was also considered. The results are shown in Figure 6.15.
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Figure 6.15.: Minimum SNR required for error-free transmission
considering 50% FEC overhead for 256QAM modulation format.

In this case, the PCPE method outperforms the other methods for LW values
under 600 kHz. Also, a 1 dB SNR penalty from the no phase noise case is
achieved for a LW of 500 kHz.
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6.4.2 Experimental validation

An 84-GSa/s AWG generated two electrical lines of a 28 GBd signal with
a 0.4 roll-off root raised cosine pulse shape. The electrical signals were
amplified in electrical drivers and fed to a LiNbO3 external optical modu-
lator together with a 100-kHz LW laser. The signal was PM emulated and
received in a coherent receiver with a 100-kHz LW local oscillator laser. The
received electrical signals were sampled by a 80 GS/s oscilloscope. The
DSP was performed offline and consisted of a radially directed equalizer
(RDE) algorithm with 12 taps for polarization demultiplexing and inter-
symbol interference (ISI) compensation, a frequency domain 4-th power
frequency offset estimator and the carrier phase estimator being evaluated.
The modulation formats considered were 16QAM and 64QAM. The results
are presented in Figures 6.16 and 6.17.

An 84-GSa/s AWG generated two electrical lines of a 28 GBd signal with
a 0.4 roll-off root raised cosine pulse shape. The electrical signals were
amplified in electrical drivers and fed to a LiNbO3 external optical modu-
lator together with a 100-kHz LW laser. The signal was PM emulated and
combined by the noise generated in a erbium-doped fiber amplifier (EDFA).
Then, it was received by a coherent receiver with another 100-kHz LW laser
as local oscillator. The received electrical signals were sampled by a 80
GSa/s oscilloscope. The DSP was performed offline and consisted of a RDE
algorithm with 12 taps for polarization demultiplexing and ISI compensation,
a frequency domain 4th-power frequency offset estimator and the CPR being
evaluated. The modulation formats considered were 16 and 64QAM. Cycle
slips were not previously compensated. The OSNR required to achieve an
error-free transmission considering 20% FEC overhead was computed.

The PCPE algorithm performed better than the other two algorithms, with
0.1 and 0.15 dB gain in comparison to PCPE-BPS and BPS, respectively, for
16QAM. For 64QAM, the gains were 0.2 and 0.43 dB, respectively. These
gains were higher than expected and are possibly due to IQ imbalances in
the generation of the modulation formats. The PCPE is agnostic to this,
therefore, performing better. For very low OSNR values, the PCPE and
PCPE-BPS algorithms performed better due to lower cycle slip rates, as
expected.
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Figure 6.16.: Experimental results for 28 GBd PM-16QAM with
combined LW of 200 kHz. Inset: Zoom around the 20% FEC overhead
(Itarget = 3.333 bit/symbol/polarization). Based on [U1].
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Figure 6.17.: Experimental results for 28 GBd PM-64QAM with
combined LW of 200 kHz. Inset: Zoom around the 20% FEC overhead
(Itarget = 5 bit/symbol/polarization). Based on [U1].

6.5 Summary

A hardware-efficient non-data-aided carrier phase estimation method that is
independent of modulation format and it is based on extracting the principal
component of the received signal was proposed. This method is intended for
implementation in ASICs operating in clocks several times slower than the
symbol rate. PCPE have good performance for low SNR signals with much
lower cycle slip rate and computational complexity in comparison to BPS.
For intermediate to high SNR values, PCPE presents high residual phase
noise. Consequently, a two-stage hybrid scheme was also presented and
demonstrated. This scheme, comprised of a PCPE stage for coarse estimation
and a BPS stage for fine tuning, combines the cycle slip robustness of the first
with the accuracy of the former. This hybrid scheme shall be the best choice
for flexibility, using only the PCPE stage for low SNR or the full scheme
otherwise.
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7
Conclusions and Outlook

T
HIS THESIS presented new contributions to the state-of-the-art digital
signal processing (DSP) techniques for mitigation and compensa-
tion of transmission impairments in coherent optical systems. A

summary of the results and an outlook on possible future research directions
are provided in the following sections for each part of the thesis.

7.1 Clock recovery for PDM and MDM systems

In Chapter 3, the performance and feasibility of non-data-aided (NDA) fully
digital clock recovery for coherent optical receivers was analyzed through
simulations. Both current generation polarization division multiplexing
(PDM) and possible next generation mode division multiplexing (MDM)
systems were considered. Tolerances to transceiver time skew, residual chro-
matic dispersion, different pulse shapes, polarization rotation, polarization
mode dispersion (PMD) and modal dispersion (MD) with weak to strong
coupling were analyzed.

Specifically for PDM systems, more than 10000-km of a modern standard
single-mode fiber (SMF) with differential group delay (DGD) value around
0.1 ps/

p
km would be necessary in order to impair the clock recovery perfor-

mance considerably, assuming polarization tracking methods are performed
in the receiver DSP [128]. For systems using spectrally efficient pulse shapes
such as raised cosine (RC) and root raised cosine (RRC), the clock tone
amplitude (CTA) would vanish for very low roll-off factors, needing a modi-
fication on the algorithm [108] in order to have a detectable CTA. Using this
modification, it was shown that RC has a better performance compared to
RRC. On the other hand, it is shown that the mode coupling and delay spread
have an impact much worse in the performance of timing synchronization

107



for MDM systems. Although strong coupling could be induced to reduce
both the coupled group delay (GD) spread [63] and nonlinearities [113], the
clock tone would completely vanishes even for very low GD values, making
timing synchronization impractical. In order to have a detectable CTA, higher
than 50% of its maximum value, the few-mode fiber (FMF) would need to
have an unrealistic uncoupled GD of less than 0.03 ps/km. Increasing the
transmission distance reduce the GD tolerance of MDM systems even more
under strong coupling regime.

Possible solutions for the clock recovery in MDM systems could be to use
pilot tones for timing synchronization. Another possible solution would be
the design of FMFs with lower coupling between modes rather than trying
to increase the coupling on purpose as proposed in [63]. The operation in
weak coupling regime would benefit from the implementation of sparsity
managed multiple-input multiple-output (MIMO) equalizers [88, 89]. Other
transmission impairments such as the equalization-enhanced phase noise
(EEPN) [153], a random timing jitter caused by the random phase noise in
a coherent receiver, and fiber nonlinearities [154] could impact the clock
recovery performance, and this impact could scale up with the dimensionality
of the receiver. Future works should contemplate these areas.

7.2 Transceiver optimization

7.2.1 Transmitter IQ imbalances and time skews calibration

In Chapter 4, a new and simple method has been suggested to optimize the
common transmitter’s front-end imperfections such as suboptimal biasing,
time skews, and amplitude, and phase imbalances between in-phase (I)
and quadrature (Q) components. This was achieved by using a cooperative
coevolutionary genetic algorithm (CC-GA). This method is carried out on the
transmitter side, so that the transmitter can be optimized automatically for
the best operation regardless of the coherent receiver and thus prevent the
complexity of the stressed DSP at the receiver from increasing. The isolation
from the receiver impairments was achieved by the use of a photodetector,
in which the cost-functions for the CC-GA were extracted.

The performance of the method was first analyzed through numerical simu-
lations, followed by an experimental demonstration of the method behavior.
In the numerical analysis, all the parameters converged to their final values

108 Chapter 7 Conclusions and Outlook



in 18 generations of the CC-GA, being able to achieve the most accurate
results when using non-return-to-zero (NRZ)-PM-16QAM as the reference
signal.

Artificial intelligence methods, based on natural evolution are a prominent
research area and could be used for optimization of many optical commu-
nication devices. The results presented in this Chapter demonstrated the
potential of the CC-GA as a rapid optimization method for fine-tuning and
mitigating transmitter impairments. Other optimization methods should
be studied in the future in order to find which can converge to the most
precise and fastest result. Dynamic and on-line optimization should be also
researched, as well as the applications for calibration of other transmitter
impairments such as the frequency response of the transmitter electrical
drivers, digital-to-analog converters (DACs) and cables.

7.2.2 Receiver time skews and CD estimation

In Chapter 5, a low-complexity estimator was proposed for estimation of in-
phase/quadrature (IQ) time skews in DSP-based coherent optical receivers,
jointly with chromatic dispersion (CD) estimation. The proposed method was
based in a common sweeping CD estimation algorithm and relied in the fact
that if the receiver signal has time skew between the quadrature electrical
signals, the signal after CD compensation will still have a component with
double the CD.

The method was experimentally demonstrated for a 32 GBd polarization
multiplexed (PM)-16QAM transmission. Both IQ time skew and CD estima-
tion have demonstrated good accuracy in the results. The advantage of the
proposed method is that it has a small additional complexity in comparison
to no other methods since it is performed before MIMO equalization and
timing recovery, avoiding the complexity increase necessary for skew tolerant
MIMO equalizers [33, 34]. Also, the proposed method was able to deliver
CD and IQ time skew free signals to a subsequent timing recovery block,
benefiting its performance.

It is important to observe that the method proposed in this Chapter is less
complex than the method presented in Chapter 4, but also less capable. Other
optimization methods such as the ones based on evolutionary computation
that would take care of other impairments such as IQ phase imbalances, and
the frequency response of the drivers should be analyzed in future works.
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7.3 Carrier recovery

In Chapter 6, a hardware-efficient, modulation-order independent, NDA and
feedforward carrier phase recovery (CPR) algorithm, based on extracting
the principal component (PC) of the received constellation after squaring
process. The proposed method, known as principal component-based phase
estimation (PCPE), was designed for block-wise parallel processing in order
to contemplate a possible hardware implementation, taking into considera-
tion application specific integrated circuit (ASIC) operation in much lower
clock frequencies than the signal symbol rate. Simulation analyzes and an
experiment were carried out in order to compare the proposed method with
the traditional blind phase search (BPS) algorithm [31]. PCPE showed good
performance for low signal-to-noise ratio (SNR) signals with much lower
cycle slip rate and computational complexity in comparison to BPS. For
intermediate to high SNR values, PCPE presents high residual phase noise.
Consequently, a two-stage hybrid scheme was also presented and demon-
strated. This scheme is comprised of a PCPE stage for coarse estimation and
a BPS stage for fine tuning, combining the cycle slip robustness of the first
with the accuracy of the former. This hybrid scheme shall be the best choice
for flexibility, using only the PCPE stage when the received signal has low
SNR or the full scheme otherwise.

The proposed method was analysed using mean square error (MSE), bit
error ratio (BER), cycle slip rate (CSR) and mutual information (MI) as
performance indicators under various scenarios and square QAM modulation
formats up to 256QAM. The CSR of PCPE was much lower than BPS at low
SNR signals when the combined laser linewidth (LW) values were reasonably
low (< 500 kHz for 32 GBd signals). The PCPE method showed a higher
MSE at high SNR signals in comparison with the other methods, while a
lower MSE for low SNR signals. This behavior was more evident in the MI
analysis in which PCPE alone was the best algorithm for low SNR signals,
and the PCPE and BPS hybrid scheme (PCPE-BPS) was better for the high
SNR signals.

The quest for capacity achieving transmission has been recently leading to
the analysis and implementation of both non-uniformly distributed signals
using probabilistic shaping [155] and non-trivial modulation formats using
geometric shaping [156]. These approaches need novel CPR algorithms
that are suitable for these applications [157]. Considering that principal
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component analysis (PCA)-based techniques have better results than tradi-
tional methods in low SNR and also has low complexity, it is expected other
applications, such as the ones aforementioned, could benefit from it and
should be analysed in future works.
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A
Analytical calculation of principal
components

A.1 Calculation of PCs from QAM constellation

Let’s consider ~Q =
�

Q i Qq

�>
as a random vector describing a square-M -

quadrature amplitude modulation (QAM) constellation, where Q i and Qq

represent the in-phase and quadrature components of the constellation,
respectively, and are zero-mean independent, identically and uniformly
distributed random variables with variance σ2

i = σ
2
q = σ

2 and fourth
moment E

�

Q4
i

	

= E
�

Q4
q

	

= µ4. The phase-rotated constellation, ~Qθ , is
given by

~Qθ =

�

Qθi

Qθq

�

=

�

cos(θ ) − sin(θ )
sin(θ ) cos(θ )

��

Q i

Qq

�

=

�

cos(θ )Q i − sin(θ )Qq

sin(θ )Q i + cos(θ )Qq

�

. (A.1)

The covariance matrix of Qθ is then

CCC ~Qθ = E
�

~Qθ ~Q
>
θ

	

=

�

c11 c12

c21 c22

�

, (A.2)

where

c11 = E
�

cos2(θ )Q2
i + sin2(θ )Q2

q − 2 sin(θ ) cos(θ )Q iQq

	

= cos2(θ )σ2 + sin2(θ )σ2 = σ2,
(A.3)
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c21 = c12 = E
�

sin(θ ) cos(θ )
�

Q2
i −Q2

q

�

+Q iQq

�

cos2(θ )− sin2(θ )
�	

= sin(θ ) cos(θ )(σ2 −σ2) = 0,
(A.4)

c22 = E
�

sin2(θ )Q2
i + cos2(θ )Q2

q + 2 sin(θ ) cos(θ )Q iQq

	

= sin2(θ )σ2 + cos2(θ )σ2 = σ2.
(A.5)

Then, CCC ~Qθ is invariant to the phase rotation, and consequently, the eigen-
vectors of CCC ~Qθ are also invariant to the phase rotation.

A.2 Calculation of PCs from QAM constellation after
squaring

Let’s now consider the phase rotated constellation squared,

~Sθ =

�

Si

Sq

�

=

�

Q2
θ i −Q2

θq

2Qθ iQθq

�

=

� �

cos2(θ )− sin2(θ )
� �

Q2
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q
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− 4cos(θ ) sin(θ )Q iQq

2
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cos(θ ) sin(θ )
�

Q2
i −Q2

q

�

+
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cos2(θ )− sin2(θ )
�

Q iQq

�

�

,

(A.6)

replacing the trigonometric relations,

sin(2θ ) = 2sin(θ ) cos(θ ),

cos(2θ ) = cos2(θ )− sin2(θ ),

in Eq. A.6, then,

~Sθ =

�

cos(2θ )
�

Q2
i −Q2

q

�

− 2sin(2θ )Q iQq

sin(2θ )
�

Q2
i −Q2

q

�

+ 2 cos(2θ )Q iQq

�

. (A.7)

The covariance matrix of ~Sθ is, then,

CCC ~Sθ = E
�

~Sθ ~S
>
θ

	

=

�

d11 d12

d21 d22

�

, (A.8)
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where
d11 = E

¦
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(A.11)

The eigenvalues, λ, of CCC ~Sθ can be computed for

det
�

CCC ~Sθ −λIII2×2

�

= 0. (A.12)

Using the following change of parameters

s1 = 2µ4 − 2σ4,

s2 = 4σ4,

s3 = 2µ4 − 6σ4,

(A.13)
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then,
0= det

�
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Replacing Eq. A.13 in Eq. A.14,

λ2 −λ
�

2µ4 + 2σ2�+ 8µ4σ
4 − 8σ8 = 0, (A.15)

which has roots given by

λ1 = 4σ4, (A.16)

λ2 = 2µ4 − 2σ4, (A.17)

where λ1 > λ2. The eigenvector, ~vλ1
=
�

v1 v2

�>
, associated with the

eigenvalue λ1, for the matrix CCC ~Sθ can be calculated by
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0
0

�

, (A.18)

(d11 −λ1)v1 + d12v2 = 0 (A.19)

v1 =
d12

d11 −λ1
v2 (A.20)
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Replacing Eqs. A.9 and A.16 in Eq. A.20, then
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− cos(2θ ) sin(2θ )
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cos2(2θ )
�

2µ4 − 2σ4�+
�
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= −
sin(2θ )
cos(2θ )

v2,

(A.21)

then the eigenvector ~vλ1
is

~vλ1
=

�

− sin(2θ )
cos(2θ )

1

�

v2, ∀v2 ∈ R. (A.22)

The angle of the eigenvector ~vλ1
is

∠~vλ1
= arctan

�

−
cos(2θ )
sin(2θ )

�

= 2θ +
π

2
. (A.23)
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B
Computational complexity calculation

In this Appendix, the computational complexity calculation used in Section
6.3 is described. For these calculations real subtractions and real divisions
are considered to have the same complexity as real additions and real
multiplications, respectively.

B.1 Principal component based phase estimator (PCPE)

Input Output

( . )2
Compute

 C
Update

PC
Extract 
phase

Phase 
unwraping

Phase 
compensation

Normalize
PC

1 2 3 4 5 6

7

Figure B.1.: Block diagram of PCPE with steps indicated with num-
bers.

1. For the squaring computation, it is needed K square operations. If each
input has the form x = a+ j b, then z = x2 = a2 − b2 + j2ab. Since
real and imaginary parts are stored separately, and the multiplication
by 2 is just a bit-wise shift, therefore, it is needed 1 real addition and
3 real multiplications to compute each square operation. Then, it is
needed K real additions and 3K real multiplications for this step.

2. The correlation matrix CCC is the result of the multiplication of a 2×K
matrix AAA by its conjugate. If the matrix AAA has the form of Eq. 6.17,
then CCC has the form

CCC(k) =

�∑

(R(z))2
∑

R(z)I(z)
∑

R(z)I(z)
∑

(I(z))2,

�

(B.1)
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then, it is necessary 3K real multiplications and 3K − 3 real additions.
If d − 1 is the number of times in which the matrix CCC is multiplied by
itself, then, it is needed more 3d − 3 real additions and 4d − 4 real
multiplications.

3. The update of the principal component is a multiplication of a 2×2
matrix of real values by a 2×1 matrix of real values, yielding 4 real
multiplications and 2 real additions.

4. The normalization of the principal component is to divide the principal
component by its norm. If the principal component has the form
v = a+ j b, then

vnorm = v/|v|,

vnorm =
a+ j b

p

a2 − b2
.

(B.2)

Therefore, 4 real multiplications, 1 real addition and 1 square root
computation are needed for this step.

5. For the phase extraction, it is considered that 1 access to a look up
table (LUT) is enough.

6. The phase unwrapping process can be realized with 3 real additions
and 2 LUT accesses.

7. The phase compensation process is done by phase rotations, where
each is a complex multiplication comprised of 4 real multiplications
and 2 real additions. For the K symbols, then it is needed 4K real
multiplications and 2K real additions.

The complexity of the whole PCPE algorithm can be expressed as 6K + 3d
real additions, 10K + 4d + 4 real multiplications, 1 square root computation
and 3 accesses to a LUT.

B.2 Single-stage blind phase search (BPS)

1. Each value of the input block is rotated by B test phases. Each rotation
is a complex multiplication, yielding 2 additions and 4 multiplications.
Therefore, it is needed in this step, 2KB real additions and 4KB real
multiplications.

2. Each point is decided and the decisions are assigned to them. There-
fore, KB decisions are needed in this step.

3. The distance is computed for each point. If the input rotated by the
test phase has the form a + j b and the decided signal has the form
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Figure B.2.: Block diagram of BPS with steps indicated with num-
bers.

â+ j b̂, then the squared distance will have the form (a− â)2+(b− b̂)2,
therefore 3KB real additions and 2KB real multiplications are needed
in this step.

4. B − 1 comparisons are needed to find the test phase associated with
the minimum distance.

5. The same as the 6th step of PCPE. Therefore, 3 real additions and 2
accesses to a LUT are needed.

6. The same as the 7th step of PCPE. Therefore, 2K real additions and
4K real multiplications are needed.

The complexity of the whole single-stage BPS algorithm can be expressed as
5KB + 2K + 3 real additions, 6KB + 4K real multiplications, KB decisions,
B − 1 comparisons and 2 accesses to a LUT.

B.3 Two-stage blind phase search (BPS-BPS)
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Figure B.3.: Block diagram of two-stage BPS with steps indicated
with numbers.
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1. Each value of the input block is rotated by B1 test phases. Therefore,
2KB1 real additions and 4KB1 real multiplications are needed in this
step.

2. Each point is decided and the decisions are assigned to them. There-
fore, KB1 decisions are needed in this step.

3. The distance is computed for each point. Therefore, 3KB1 real addi-
tions and 2KB1 real multiplications are needed in this step.

4. B1 − 1 comparisons are needed to find the test phase associated with
the minimum distance.

5. B2 accesses to a LUT are made in this step to find the fine tuning test
phases. Moreover, 2KB2 real additions and 4KB2 real multiplications
are needed in order to perform the phase rotations.

6. Each point is decided again and the decision are assigned to them.
Therefore, KB2 decisions are needed in this step.

7. The distance is computed for each point. Therefore, 3KB2 real addi-
tions and 2KB2 real multiplications are needed in this step.

8. B2 − 1 comparisons are needed to find the test phase associated with
the minimum distance.

9. The same as the 6th step of PCPE. Therefore, 3 real additions and 2
accesses to a LUT are needed.

10. The same as the 7th step of PCPE. Therefore, 2K real additions and
4K real multiplications are needed.

The complexity of the whole two-stage blind phase search (BPS-BPS) algo-
rithm can be expressed as 5KBT + 2K + 3 real additions, 6KBT + 4K real
multiplications, KBT decisions, BT − 2 comparisons and B2 + 2 accesses to a
LUT, where BT = B1 + B2.

B.3.1 Hybrid PCPE and BPS scheme

1–7. These steps have the same complexity as the PCPE alone. Therefore,
6K + 3d real additions, 10K + 4d + 4 real multiplications, 1 square
root computation and 3 accesses to a LUT are needed in these steps.

8. Each value of the input block is rotated by B2 test phases. Therefore,
2KB2 real additions and 4KB2 real multiplications are needed in this
step.

9–11. These steps have the same complexity as the 6th, 7th and 8th steps of
BPS-BPS algorithm. Therefore, KB2 decisions, B2 − 1 comparisons,
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Figure B.4.: Block diagram of PCPE and BPS hybrid scheme with
steps indicated with numbers.

3KB2 real additions and 2KB2 real multiplications are needed in these
steps.

12. The same as the 7th step of PCPE. Therefore, 2K real additions and
4K real multiplications are needed.

The complexity of the whole PCPE-BPS algorithm can be expressed as 5KB2+
8K + 3d real additions, 6KB2 + 14K + 4d + 4 real multiplications, KB2

decisions, B2 − 1 comparisons and 3 accesses to a LUT.
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C
Achievable information rates
calculation

The MI between two random variables express the amount of information
that can be extracted about the first random variable from the second random
variable, and vice versa. The MI, I(A; B), between the random variables A
and B, is given by

I(A; B) =
∑

a,b

p(a, b) log2
p(b|a)
p(b)

, (C.1)

where p(a, b) is the joint probability distribution of A and B, p(b) is the prob-
ability distribution of B, and p(b|a) is the conditional probability distribution
of B given the event A= a.

If A and B are, respectively, the input and output of an optical communication
system, then the conditional probability p(B|A) describes the communication
channel. The actual channel statistics are generally unknown and the re-
ceiver needs to make decisions based on a possibly mismatched channel law
[150], represented by an auxiliary channel model q(B|A). The MI computed
for this receiver, Î(A; B), is a lower bound for the MI that would be achieved
if the receiver knew the exact channel statistics [158], therefore,

Î(A; B) =
∑

a,b

p(a, b) log2
q(b|a)
qp(b)

= E
�

log2 q(B|A)− log2 qp(B)
�

≤ I(A; B),

(C.2)
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where E is the expectation operator, and qp(b) is the output distribution of
the auxiliary channel, defined by

qp(b)¬
∑

a

p(a)q(b|a). (C.3)

The MI, Î(A; B), is said to be an achievable information rate (AIR) [150,
158]. This means that by using an ideal forward error correction (FEC) code,
it is possible to encode Î(A; B) information bits in each symbol transmitted
through the channel and decode them from the received symbols using a
receiver optimized for the auxiliary channel model.

For the analyses made in Chapter 6, two channel models are considered. The
first model considers a pure additive white Gaussian noise (AWGN) channel
in which the received signal is only impaired by AWGN. The a posteriori
probability for this model is given by

qAW GN (b|a) =
1
πN0

exp

�

−
|(b− a)|2

N0

�

, (C.4)

where b and a are complex numbers, and N0 is the noise estimated from
the signal.

By the other hand, the second model considers that the signal is impaired
by Gaussian noise on the amplitude of the signal, but differently from the
previous model, it is impaired by a residual Gaussian phase noise on the
phase of the signal. Then, for a change of variables given by

s1 = ∠
b
a

, (C.5)

s2 = |b| − |a| (C.6)

where s1 and s2 relate, respectively, to the phase and the amplitude differ-
ences between the received and transmitted signals, the a posteriori prob-
ability for the residual phase noise (RPN) model is a zero-mean bivariate
Gaussian distribution given by

qRPN (b|a) =
1

2πσ1σ2

Æ

1−ρ2
exp

�

−
1

2(1−ρ2)

�

s2
1

σ2
1

+
s2
2

σ2
2

−
2ρs1s2

σ1σ2

��

,

(C.7)
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where σ1 and σ2 are the standard deviations of s1 and s2, respectively, and
ρ is the correlation between s1 and s2.

In order to exemplify these two models, AIR curves for a 64QAM signal at
32 GBd and combined LW of 4 MHz are shown in Figure C.1. The phase
noise was compensated block by block ideally (as shown in Sec. 6.1.1), with
each block having 64 symbols and no overlap between blocks. An AIR curve
for a signal without phase noise was also plotted for comparison. For low
SNR values, the AWGN contribution is more important than the residual
phase noise, while for high SNR it is the opposite, therefore, the AWGN and
RPN auxiliary channels approximate the actual AIR for the low and high
SNR values, respectively.
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Figure C.1.: AIR for a 32 GBd 64QAM signal with 4 MHz com-
bined linewidth and ideal block-wise phase compensation. Insets:
constellations at 10, 20 and 30 dB SNR.
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Acronyms

ADC analog-to-digital converter

AI artificial intelligence

AIR achievable information rate

ASIC application specific integrated circuit

AWG arbitrary waveform generator

AWGN additive white Gaussian noise

B2B back-to-back

BER bit error ratio

BPD balanced photodetector diode

BPS blind phase search

BPS-BPS two-stage blind phase search

BPSK binary phase-shift keying

BWPE block-wise phase estimator

CC-GA cooperative coevolutionary genetic algorithm

CD chromatic dispersion

CMA constant modulus algorithm

CPR carrier phase recovery

CSR cycle slip rate

CTA clock tone amplitude
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CW continuous-wave

DA data-aided

DAC digital-to-analog converter

DCF dispersion compensating fiber

DFT discrete Fourier transform

DGD differential group delay

DSO digital storage oscilloscope

DSP digital signal processing

DTSE delay-tap sampling estimator

EDFA erbium-doped fiber amplifier

EEPN equalization-enhanced phase noise

FBG fiber Bragg grating

FEC forward error correction

FIR finite impulse response

FMF few-mode fiber

GA genetic algorithm

GD group delay

I in-phase

IM-DD intensity modulation and direct detection

IoT internet of things

IQ in-phase/quadrature

ISI inter-symbol interference

LMS least mean square

LO local oscillator

LP linearly polarized

LUT look up table

LW linewidth
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MCF multi-core fiber

MCTA modified clock tone amplitude

MD modal dispersion

MDL mode-dependent loss

MDM mode division multiplexing

MI mutual information

MIMO multiple-input multiple-output

MMF multi-mode fiber

MO-GA multi-objective genetic algorithm

MSE mean square error

MZ Mach-Zehnder

MZM Mach-Zehnder modulator

NCO numeric controlled oscillator

NDA non-data-aided

NRZ non-return-to-zero

OADM optical add-drop multiplexer

OOK on-off keying

OSNR optical signal-to-noise ratio

P+I proportional-plus-integral

PBS polarization beam splitter

PC principal component

PCA principal component analysis

PCPE principal component-based phase estimation

PCPE-BPS PCPE and BPS hybrid scheme

PD photodetector diode

PDL polarization-dependent loss

PDM polarization division multiplexing
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PIM power iteration method

PLL phase-locked loop

PM polarization multiplexed

PMD polarization mode dispersion

PRBS pseudo random bit sequence

PSK phase-shift keying

Q quadrature

QAM quadrature amplitude modulation

QPSK quadrature phase shift keying

RC raised cosine

RDE radially directed equalizer

RPN residual phase noise

RRC root raised cosine

RZ return-to-zero

SDM spatial division multiplexing

SMF single-mode fiber

SNR signal-to-noise ratio

SOP state of polarization

TED timing error detector

TIA transimpedance amplifier

V&V Viterbi-Viterbi

WDM wavelength division multiplexing

X horizontal polarization

XY inter-polarization

Y vertical polarization
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