Fast 3-D Velocity Estimation in 4-D using a 62 + 62 Row-Column Addressed Array

Schou, Mikkel; Jørgensen, Lasse Thurmann; Beers, Christopher; Traberg, Marie Sand; Tomov, Borislav Gueorguiev; Stuart, Matthias Bo; Jensen, Jørgen Arendt

Published in: IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control

Link to article, DOI: 10.1109/TUFFC.2020.3016991

Publication date: 2020

Document Version
Peer reviewed version

Fast 3-D Velocity Estimation in 4-D using a 62 + 62 Row-Column Addressed Array

Mikkel Schou¹, Lasse Thurmann Jørgensen¹, Christopher Beers²,
Marie Sand Traberg¹, Borislav Gueorguiev Tomov¹, Matthias Bo Stuart¹, and Jørgen Arendt Jensen¹.

¹ Center for Fast Ultrasound Imaging, Department of Health Technology,
Technical University of Denmark, DK-2800 Lyngby, Denmark
² BK Medical, 401 Science Park Road, State College, PA 16803, USA

Abstract—This paper presents an imaging scheme capable of estimating the full 3-D velocity vector field in a volume using row-column addressed (RCA) arrays at a high volume rate. A 62+62 RCA array is employed with an interleaved synthetic aperture sequence. It contains repeated emissions with rows and columns interleaved with B-mode emissions. The sequence contains 80 emissions in total and can provide continuous volumetric data at a volume rate above 125 Hz. A transverse oscillation cross-correlation estimator determines all three velocity components. The approach is investigated using Field II simulations and measurements using a specially built 3 MHz 62+62 RCA array connected to the SARUS experimental scanner. Both the B-mode and flow sequences have a penetration depth of 14 cm when measured on a tissue mimicking phantom (0.5 dB/MHz·cm) attenuation. Simulations of a parabolic flow in a 12 mm diameter vessel at a depth of 30 mm, beam-to-flow angle of 90°, and xy-rotation of 45° gave a standard deviation (SD) of (3.3, 3.4, 0.4)% and bias of (-3.3, -3.9, -0.1)% for \(v_x\), \(v_y\), \(v_z\). Decreasing the beam-to-flow angle to 60° gave a SD of (8.9, 9.1, 0.8)% and bias of (-7.6, -9.5, -7.2)% showing a slight increase. Measurements were carried out using a similar setup, and pulsing at 2 kHz yielded comparable results at 90° with a SD of (5.8, 5.5, 1.1)% and bias of (1.4, -6.4, 2.4)% at 60° the SD was (5.2, 4.7 1.2)% and bias (-4.6, 6.9, -7.4)%. Results from measurements across all tested settings showed a maximum SD of 6.8% and a maximum bias of 15.8%, for a peak velocity of 10 cm/s. A tissue mimicking phantom with a straight vessel was used to introduce clutter, tissue motion, and a pulsating flow. The pulsating velocity magnitude was estimated across 10 pulse periods and yielded an SD of 10.9%. The method was capable of estimating transverse flow components precisely, but underestimated the flow with small beam-to-flow angles. The sequence provided continuous data in both time and space throughout the volume, allowing for retrospective analysis of the flow. Moreover, B-mode planes can be selected retrospectively anywhere in the volume. This shows that tensor velocity imaging (full 3-D volumetric vector flow imaging) can be estimated in 4-D \((x,y,z,t)\) using only 62 channels in receive, making 4-D volumetric imaging implementable on current scanner hardware.

I. INTRODUCTION

Three dimensional ultrasound imaging has been investigated for many years [1]–[3]. Estimation in 4-D (space + time) of all three components of the blood velocity, henceforth referred to as tensor velocity imaging (TVI), can provide important clinical information, as showcased with MRI [4]. Tensor blood flow estimation using ultrasound has the potential to greatly improve monitoring of diseases, as the true flow patterns can be visualized and evaluated, instead of only the 2-D projection onto a plane. TVI has previously been achieved with 2-D fully addressed matrix arrays [5], [6]. Ideal focusing and beamforming is achieved when all elements can be accessed individually in transmit as well as in receive. However, this puts high demands on the hardware, as all elements have to be controlled by the scanner continuously. To accomplish this, either the use of large research scanners [7]–[9] or ECG-gating [6] has been employed to account for the high data rates associated with these probes. The high demands on the hardware only increase, when flow has to be estimated, due to the high volume rate required. It is also difficult to maintain a low F-number in receive focusing using fully populated arrays, as their size is restricted by the number of elements.

Solutions such as 2-D sparse arrays and row-column arrays (RCAs) have been suggested to mitigate this problem. Sparse arrays have been investigated for many years [10], [11]. They maintain a low channel count by undersampling the 2-D array by connecting sparsely to fewer elements, [11]–[14]. Volumetric images can then be produced with greatly reduced channel count, although their reduced active surface area causes concerns regarding flow estimation. The loss of active area leads to a lower signal-to-noise ratio, with a loss up to 18 to 24 dB compared to the fully addressed 1024 element array for a 256 channel sparse array [15]. RCAs reduce the number of channel connections to the probe from \(N^2\) to \(2N\) by addressing the rows and columns separately. \(N\) is the number of elements along one side of the array [16]–[20]. RCAs can utilize the full surface area in transmit, as well as in receive, to maintain a high SNR. This is highly important in blood flow estimation, as scattering from blood is 40 dB lower than the surrounding tissue [21]. For a RCA, the number of channels scales linearly with the side-length, as opposed to fully addressed matrix probes. Theoretically, a RCA has an improved resolution compared to a fully connected 2-D array for the same number of channels, when the side-length is above \(N > 3\) [22] and the same element pitch is employed. The RCAs suffer slightly in terms of contrast [23], but offer a reduction in number of channels of 96% from \(62^2 = 3844\) to \(62 \cdot 2 = 124\) for a 62 + 62 RCA probe. The use of advanced imaging techniques such as synthetic aperture imaging (SA),
also known as coherent compounding imaging, can improve the image quality, especially in terms of contrast [24]–[26]. These have, successfully been employed on RCAs [18], [20], [22], [27].

Velocities in 2-D can be estimated with ultrasonic vector flow imaging (VFI), utilizing either: vector doppler, [28], echo particle image velocimetry [29], Blood speckle tracking [30] or transverse oscillation (TO) [31]. Here, TO can be used to estimate the transverse flow components by introducing a double oscillating field. RCAs can be used in estimating vector flow in 3-D in either a plane [32], or expanding it to a volume [33] with steered emissions, both utilizing TO. This approach limits the volume rate, and B-mode images are difficult to achieve simultaneously. An improved scheme could employ SA flow imaging [26], [34]. SA B-mode imaging was presented for a flat RCA in [22], showing that an acceptable image quality could be attained using only 62 rows and 62 columns. Power Doppler estimation was also implemented on a large 128+128 elements RCA with plane wave emissions [27], but grating lobes were here at a level of -5 dB with 4 transmit events. The method was refined in [35] where it was used in functional brain imaging. Power Doppler is a qualitative measure of blood flow power, and no directional information is readily obtained through the measure. This paper investigates whether TVI (full volumetric vector flow) and anatomic imaging can be attained simultaneously, using a prototype 62+62 RCA [36] in combination with SA imaging. An interleaved emission sequence is used in combination with the cross-correlation directional TO estimation approach for attaining a high maximum detectable velocity [37], [38]. The imaging scheme has been optimized for investigating the carotid artery with focusing optimized velocity [37], [38]. The imaging scheme has been optimized through the measure.

The approach was previously presented in a conference paper [39], however the full performance is yet to be investigated. In this paper the approach is investigated both through Field II simulations [40], [41] and measurements using the experimental SARUS scanner [9] in combination with a prototype 62+62 piezoelectric RCA [36] for stationary and pulsating flow.

II. THEORY OF ROW-COLUMN IMAGING

RCAs can conceptually be thought of as two orthogonal 1-D arrays with overlapping regions allowing for 3-D imaging [20]. However, elements can only be accessed from either their rows or columns, and not individually. Designing sequences for RCAs therefore requires thorough understanding of the RCA processing scheme. This section presents some of the difficulties and solutions to achieve 3-D volumetric imaging using RCAs from previous work in terms of focusing, imaging, and velocity estimation.

A. Focusing using RCAs

The row and column addressing provide transmit steering either along rows or columns. Applying a delay curve along the transmitting elements generates a cylindrical wave that converges in a focus line rather than a focus point. With this assumption, and with the use of a specialized beamformer, 3-D imaging with good performance was possible [20]. Three dimensional images are achieved, when reception is made with the elements orthogonal to the transmitting elements. Transmitting and receiving with the same elements will not provide any 3-D information, as the received echoes will be an integration of echoes along the elongated elements. Transmission should therefore be performed with one side (rows or columns), and reception with the other side (the orthogonal elements) to achieve 3-D information. This results in only N signals being passed from the probe to the beamforming hardware, as only one side is sampled per emission.

However, the sequence design is limited by this, as there is no dynamic focusing along the direction of transmit with a single transmit event [22]. Plane-by-plane imaging introduces a transmit focus and only beamforms the plane orthogonal to the transmitted focused wave. Volumetric images are then generated by a sliding aperture approach, limiting the frame-rate as the entire volume has to be covered by emissions. An alternative approach is to employ SA imaging, which provides full continuous volumetric data, which is ideal for flow estimation. This method is described in the next section.

B. Synthetic Aperture Imaging using RCAs

SA imaging provides continuous data throughout the image [26], and synthesizes the transmit focus to achieve images that are focused dynamically in both transmit and receive. SA imaging with RCA works similar to 2-D SA imaging, as a full low resolution volume (LRV) is beamformed for each transmit. Each transmit focus line is labeled a virtual source line (VSL) and is a 3-D equivalent to the 2-D virtual source [26]. A VSL is defined by the line segment AB by its two endpoints (A,B):

\[ VSL(i) = \begin{pmatrix} x_A(i) & x_B(i) \\ y_A(i) & y_B(i) \\ z_A(i) & z_B(i) \end{pmatrix} \]
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VSLs are parallel to either row elements or column elements. When rows are used as transmitters the VSL endpoints are defined as:

\[ x_A(i) = -x_B(i) = L/2, \]
\[ y_A(i) = y_B(i) = y(i), \text{ for } i \in \{1,2,\ldots,M\}, \]
\[ z_A(i) = z_B(i) = z_f, \]

with \( z_f \) being the focal length, \( L \) is the length of an element, i.e. the side-length of the array. \( M \) is the total number of transmit events used for a single volume. When columns are used as transmitters the endpoints are defined as:

\[ x_A(i) = x_B(i) = x(i), \]
\[ y_A(i) = -y_B(i) = L/2, \text{ for } i \in \{1,2,\ldots,M\}, \]
\[ z_A(i) = z_B(i) = z_f. \]

Either the full aperture (either rows or columns) is used in transmit, in a phased array imaging setup, or a smaller sub-aperture can be employed for a sliding aperture approach instead. The F-number (F#) is then the ratio of \( z_f \) to the size of the active aperture.
The field is not focused by an elevation lens, and the entire volume along the emitting elements will be insonified as visualized in Fig. 1, resulting in a cylindrical wave. Here only the two outermost VSLs of the flow sequence ($i = 1$ and $i = M$) are shown. All VSLs are placed behind the transducer elements to ensure defocused waves with high overlap. The result of switching the transmit direction is also visualized. Each emission is then sampled using the orthogonal array and beamformed to reveal LRVs with different transmit waves. Each LRV is dynamically focused in receive but lacks transmit focus. Summing multiple LRVs results in a dynamically focused high resolution volume (HRV);

$$HRV = \sum_{i=1}^{M} W(x,y,z,i) \cdot LRV(x,y,z,i),$$

which is also synthetically focused in transmit. Here $W$ is an apodization matrix for side-lobe suppression. Note that $W$ is applied after beamformation. For B-mode a dynamic expanding apodization function can be applied to maintain a constant resolution in the entire field of view.

Optimizing for flow requires as few transmit events as possible for the highest possible volume rate. However, image quality is a compromise between number of transmit events and steering angles [22]. To attain the best possible resolution, the VSLs should be spread out over the full array, and a sufficient number of sources should be employed to attain low side lobes [42], [43].

An F-number of -1 for emitting defocused waves was chosen to ensure high spatial overlap, and simulations showed that 24 VSLs gave the best possible FWHM and lowest side lobes for the B-mode image. Eight VSLs per HRV were likewise selected as a compromise between frame rate and image contrast for data used in the flow estimation.

### III. Velocity estimation using RCAs

Previously [32] demonstrated that RCAs can provide 3-D velocity estimates along a single M-mode. With electronic steering and multiple transmit events across the entire volume, even the full TVI estimate could be found [33]. The velocity was estimated using the TO method by switching between rows and columns in transmit, but this posed a problem as a high number of transmit events were required. SA with RCAs have been employed in an effort to lower the number of required transmit events, and achieve flow information [27],

Fig. 1: Transmission and reception for eight VSL emissions along rows and columns. The two outermost emissions VSL$_1$ and VSL$_M$ are colored red and black, respectively; the rest are colored light gray. Applying a dual peak apodization along columns will provide a TO along $x$, used to estimate $v_x$. In the orthogonal set, the dual peak apodization along rows provides a TO in the $y$ direction, used to estimate $v_y$. The resulting receive field is visualized for a C-plane at 30 mm, using a simulated setup. It shows the oscillating receive field (real part of the in-phase quadrature signal) for a stationary point on a linear scale, normalized to the maximum response. Please note, that each TO receive field is the result of the beamformed and summed contributions (LRVs), when the apodization in Fig. 2 is applied before beamformation. Here, $M = 8$, as in the flow blocks.
A total of four HRVs are required to estimate the full 3-D vector field: HRV$_a^R$ and HRV$_b^R$ are generated using rows in transmit, and HRV$_a^C$ and HRV$_b^C$ use columns. A total of $M$ transmissions are required to make each HRV. However, interleaving the emissions avoids a large temporal spacing between the HRVs to increase the maximum detectable velocity [37], and the following section describes this method.

### B. Interleaved SA emissions for flow

The largest detectable velocity ($v_{\text{max}}$) possible to estimate is proportional to $\lambda f_{\text{prf eff}}$, where $f_{\text{prf eff}}$ is the effective pulse repetition frequency between high resolution volumes, and $\lambda$ is the wavelength. Two consecutive HRVs are usually made separately as:

$$VSL_{a,1}, VSL_{a,2}, \ldots, VSL_{a,M} \quad VSL_{b,1}, VSL_{b,2}, \ldots, VSL_{b,M}$$

$$\downarrow \quad \text{Beamform} \quad \downarrow$$

$$LRV_{a,1}, LRV_{a,2}, \ldots, LRV_{a,M} \quad \text{LRV}_{b,1}, \text{LRV}_{b,2}, \ldots, \text{LRV}_{b,M}, \text{HRV}_a \quad \text{LRV}_b$$

(6)

with the $b$ sequence being acquired exactly as $a$. Here $f_{\text{prf eff}}$ is equal to $f_{\text{prf}}/M$, where $f_{\text{prf}}$ is the pulse repetition frequency. The maximum detectable velocity is thus reduced by a factor $M$ compared to the theoretical maximum. Interleaving the emissions causes a greater spatio-temporal overlap of moving targets in two consecutive HRVs [37], [38]:

$$\text{LRV}_{a,1}, \text{LRV}_{b,1}, \text{LRV}_{a,2}, \text{LRV}_{b,2}, \ldots, \text{LRV}_{a,M}, \text{LRV}_{b,M}, \text{HRV}_a \quad \text{LRV}_b$$

(7)

The time difference between HRV$_a$ and HRV$_b$ is reduced to $T_{\text{prf}} = 1/f_{\text{prf}}$, and the maximum detectable velocity is thereby increased to be closer to $v_{\text{max}} = \lambda f_{\text{prf}}$. One drawback of the approach is, however, that the HRVs are acquired over a longer duration, and this influences the coherence of the summed LRVs, which can affect the velocity estimation. This is investigated in Section V-B.

### C. Sequence design

The sequence is designed for simultaneous flow and B-mode imaging with an optimized number of emissions. Interleaving and reusing emissions are an essential part of this optimization.

The sequence is comprised of two main types of blocks namely flow blocks and B-mode blocks, and is visualized in Fig. 3. The sequence includes two types of flow blocks; flow block $R$ using rows for emissions and flow block $C$ using columns. Each flow block spans $8+8 = 16$ emissions, which result in two HRVs per block. The sequence is emitted as:

$$\text{LRV}_{a,1}^R, \text{LRV}_{b,1}^R, \ldots, \text{LRV}_{a,8}^R, \text{LRV}_{b,8}^R \quad \text{(Flow block} \ R)$$

$$\text{LRV}_{B,1}^R, \text{LRV}_{B,2}^R, \ldots, \text{LRV}_{B,3}^R, \text{LRV}_{B,4}^R \quad \text{(B-mode)}$$

$$\text{LRV}_{a,1}^C, \text{LRV}_{b,1}^C, \ldots, \text{LRV}_{a,8}^C, \text{LRV}_{b,8}^C \quad \text{(Flow block} \ C)$$
\( \text{LRV}_{B,5}^{R}, \text{LRV}_{B,6}^{R}, \text{LRV}_{B,7}^{R}, \text{LRV}_{B,8}^{R} \) \textbf{(B-mode)}

\( \ldots \) \textbf{(Flow block R)}

\( \text{LRV}_{B,9}^{R}, \text{LRV}_{B,10}^{R}, \text{LRV}_{B,11}^{R}, \text{LRV}_{B,12}^{R} \) \textbf{(B-mode)}

\( \ldots \) \textbf{(Flow block C)}

\( \text{LRV}_{B,13}^{R}, \text{LRV}_{B,14}^{R}, \text{LRV}_{B,15}^{R}, \text{LRV}_{B,16}^{R} \) \textbf{(B-mode)}.

The sequence produces a single volumetric B-mode, and two volumetric flow estimates as flow block R + C combine to a single volumetric estimate. Each low resolution volume (LRV\(_a\)) corresponds to a VSL transmission, reception, and beamforming, and LRV\(_b\) is the repetition to fulfill (7). Superscript \( R \) stands for rows transmission, and \( C \) for columns transmission. Subscript \( B \) are the designated B-mode emissions and are acquired with rows as transmitters.

Following (2), the virtual line positions are defined as:

\[
y(i) = (2i - M - 1) \cdot Q \cdot p_s,
\]

where \( Q \) is scalar, \( p_s \) is the element pitch of the array, and \( i \) denotes the index of the \( M \) emissions. For the emissions in flow block R, \( M = 8 \) and \( Q = 2.2 \). Initially, the B-mode emissions were also calculated using (8), with \( M = 24 \) and \( Q = 1 \). However, the VSLs positions at \( i = [5, 7, 9, 11, 14, 16, 18, 20] \) are not used. Instead, these emissions are replaced by emissions from flow block R, which have VSLs positions which lay reasonably close to the removed VSLs. The distance between VSLs remains low enough to ensure no grating lobes in the transmit direction for B-mode, while maintaining a low number of emissions. For flow block C \( y(i) \) is changed to \( x(i) \) in (8). The effective virtual source pitch for flow and B-mode are listed in Table I together with other probe and imaging parameters.

The flow HRVs are denoted HRV\(_a^R \) (gray in Fig. 3) and HRV\(_b^R \) (green). For flow block R, these are generated with 8 unique VSLs along rows and replicated once. The same VSLs are used for flow block C, only rotated 90°, resulting in HRV\(_a^C \) (blue) and HRV\(_b^C \) (pink). The HRVs are then correlated using the method described in Section III-D.

The full sequence consists of four flow blocks with four B-mode emissions in between each block. This symmetry is enforced to avoid non-uniform temporal spacing. The sequence therefore spans \((16 + 4) \cdot 4 = 80\) emissions including the B-mode emissions. Pulsing at 10 kHz then provides a B-mode volume rate of 125 Hz, and a VFI volume rate of 250 Hz. For one full volume estimate a flow block R and a flow block C is required. A single volumetric B-mode is acquired with the full 80 emissions.

D. Implementation of the DTO velocity estimator

Using flow block R, \( v_x \) was estimated for each point \((x_p, y_p, z_p)\) in the volume. This was performed by beamforming lines along the \( x \)-direction in HRV\(_a\) and HRV\(_b\) denoted \( g_a(k) \) and \( g_b(k) \). The sample distance was \( \lambda_a/8 \), and a total of \( P = 97 \) points were beamformed. A pre-processing stage from [37], [38] removed the influence from the axial motion and yielded a set of new signals \( g_a^∗(k) \) and \( g_b^∗(k) \), which were cross-correlated:

\[
R_{ab}(l_x, y_p, z_p) = \sum_{k=-(P-1)/2}^{(P-1)/2} g_a^*(k, y_p, z_p) g_b^*(k + l_x, y_p, z_p). \quad (9)
\]

A total of \( 2H + 1 \) by \( 2H + 1 \) parallel lines were beamformed and correlated, and then averaged to minimize the influence of noise on the correlation function. \( H = 4 \), and a sampling density of \( \Delta D = \lambda/4 \) was used in both \( x \) and \( y \). The average correlation function was then calculated as:

\[
R_{\text{avg,ab}}(l_x) = \sum_{i_y=-H}^{H} \sum_{i_z=-H}^{H} R_{ab}(l_x, y_p + \Delta D \cdot i_y, z_p + \Delta D \cdot i_z). \quad (10)
\]

Likewise, a set of correlations over time was also averaged. This will be referred to as correlation per estimate \( C_{\text{est}} \). After this, the maximum interpolated lag, \( l_{x,\text{int}} \), was found using a second-order polynomial fit to increase precision without oversampling the beamformed signals \( g_a \) and \( g_b \) [37], [45], which would otherwise significantly increase computation time.

The transverse velocity \( v_y \) along \( x \) was then estimated as:

\[
v_y = l_{x,\text{int}} \cdot T_{\text{prf}} \cdot \Delta d, \quad (11)
\]

where \( \Delta d \) is the distance between two samples in meters along direction of the lines, here \( x \), and \( T_{\text{prf}} \) is the time between pulse emissions. To estimate \( v_y \) the transmit and receive directions are switched for flow block C, having columns transmitting and DP apodization along the rows in receive. Similar processing applies to the \( y \)-direction by adapting equations (9)-(11) to match \( v_y \) and \( v_z \) instead.

IV. METHODS

The imaging sequence was designed for a prototype 3 MHz, \( \lambda/2 \)-pitch, 62+62 RCA piezoelectric probe with dimensions described in Table I [36]. The probe has integrated apodization, which is designed to prevent ghost artifacts of the main echo, by removing edge effects of the elongated elements [20]. Both simulations and measurements use the same sequence. Simulations use the measured impulse response, which is different between the row and the column arrays. Here follows a description of the simulation and measurement setups, data processing, and the method used in validating the performance of the estimator.

A. Simulations - parameter study

Stationary parabolic flow beneath the probe was simulated using Field II Pro [46]. A parabolic flow was simulated using a uniform distribution of scatterers placed in a volume. The parabolic flow was assumed to be laminar and modelled as:

\[
\vec{v}(r) = v_{\text{peak}} \left(1 - \frac{r^2}{R^2}\right). \quad (12)
\]
Fig. 3: a) shows the sequence graphically. Yellow block is flow block $R$ used to acquire $HRV_a^R$ and $HRV_b^R$ by coherently summing all $LRV_{a,i}^R$ and $LRV_{b,i}^R$ using (4), respectively. Correlating the two HRVs provides a single 3-D correlation function (in red), which is used to estimate $v_x$ and $v_z$. Green block is flow block $C$, where $HRV_a^C$ and $HRV_b^C$ are acquired by coherently summing all $LRV_{a,i}^C$ and $LRV_{b,i}^C$, respectively. $HRV_{a,b}$ are then used to extract the correlation (in gray), which leads to estimate $v_y$ and $v_z$. The blue blocks are the designed B-mode transmissions. LRVs are combined respectively to form the specified HRV. b) shows how the correlations are temporally averaged to estimate the velocity.

**TABLE I: Imaging settings and probe parameters**

<table>
<thead>
<tr>
<th>Parameters</th>
<th>Name</th>
<th>Value</th>
</tr>
</thead>
<tbody>
<tr>
<td>Number of elements</td>
<td>$N$</td>
<td>624 + 62</td>
</tr>
<tr>
<td>Center frequency:</td>
<td>$f_0$</td>
<td>3 MHz</td>
</tr>
<tr>
<td>Kerf</td>
<td>$p_r$</td>
<td>20 µm</td>
</tr>
<tr>
<td>Pitch</td>
<td>$r_{e}$</td>
<td>19 mm</td>
</tr>
<tr>
<td>Element length</td>
<td>$L$</td>
<td>361 mm$^2$</td>
</tr>
<tr>
<td>Total surface area</td>
<td>$A$</td>
<td>8.45 mm$^2$</td>
</tr>
</tbody>
</table>

**Imaging Parameters**

- Pulse repetition frequency: $f_{pr}$
- Transmit Apodization
- Synthetic Transmit apodization $W(x,y,z)$
- Dynamic Receive apodization
- Flow apodization
- Receive sampling frequency
- Number of elements
- Number of active elements
- No. transmitted cycles
- Emitted center frequency
- Focal length $z_f$
- Virtual source pitch B-mode
- Virtual source pitch Flow
- Field of view, cross section

**TABLE II: Parameters used in the simulation**

<table>
<thead>
<tr>
<th>Parameter</th>
<th>Name</th>
<th>Values</th>
</tr>
</thead>
<tbody>
<tr>
<td>Vessel radius</td>
<td>$R$</td>
<td>6 mm</td>
</tr>
<tr>
<td>Speed of sound</td>
<td></td>
<td>1540 m/s</td>
</tr>
<tr>
<td>Vessel length (non-rotated)</td>
<td></td>
<td>24 mm</td>
</tr>
<tr>
<td>Imposing parameters</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Beam-to-flow angle</td>
<td>$\alpha$</td>
<td>60°, 75°, 90°</td>
</tr>
<tr>
<td>Flow angle, rotation in $x$-$y$</td>
<td>$\beta$</td>
<td>0°, 45°</td>
</tr>
<tr>
<td>Pulse repetition frequency</td>
<td>$f_{pr}$</td>
<td>1, 2, 5, 10 kHz</td>
</tr>
<tr>
<td>Vessel center depth ($z$)</td>
<td></td>
<td>20, 30 mm</td>
</tr>
<tr>
<td>Correlations per estimate $C_{est}$</td>
<td></td>
<td>4, 8, 16, 32, 64</td>
</tr>
<tr>
<td>Fixed parameters</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

Here, $R$ is radius of the vessel, $r \in [0, R]$ is the radial coordinate of the vessel, and $v_{peak}$ peak velocity. From (12) the displace-ment of the scatterers is easily calculated as: $\Delta \vec{d}(r) = T_{prf} \vec{v}(r)$. The simulation parameter values are listed in Table II. The default parameters of the simulation are highlighted in bold. Assuming the non-rotated profile $\vec{v}(r)$ have $r = \sqrt{x^2 + y^2}$, the rotated profile becomes:

$$\vec{v}_{true} = \begin{bmatrix} v(r) \sin(\alpha) \cos(\beta) \\ v(r) \sin(\alpha) \sin(\beta) \\ v(r) \cos(\alpha) \end{bmatrix},$$  

(13)

where $\alpha$ is the conventional beam-to-flow angle, and $\beta$ is the rotation of the vessel in the $x$-$y$ plane.
A total of 160 HRVs per parameter set were simulated to quantify the performance of the estimator. All simulations were evaluated against the true profiles in (12) and (13).

B. Interleaved vs. non-interleaved

Simulations with pure axial and pure lateral velocities were carried out to evaluate the effect of interleaving against non-interleaving. The non-interleaved sequence consisted of generating each HRV separately, and the interleaved sequence utilizes the emissions as in (7). The standard settings from Table II were used. Thus, the beam-to-flow angle was 90° for lateral flow, and 0° for the axial.

C. Measurements

All measurements were carried out using the 62 + 62 RCA experimental probe connected to the experimental scanner SARUS [9]. The imaging parameters are shown in Table I for the sequence described in Section III-C. The measurements included 3 setups: A constant flow setup for validation, a tissue-mimicking phantom with pulsating flow, and lastly a speckle phantom for estimating penetration depth. Flow and tissue-mimicking phantom with pulsating flow, and lastly a

Flow-rig: Validation of the flow profiles were made with a custom made flow-rig system designed with a 1.2 m inlet to ensure a fully developed parabolic flow profile. A rubber vessel with a radius (R) of 6 mm was submerged in water, and blood mimicking fluid was circulated inside the tube in a closed loop driven by a controllable pump. A magnetic flow meter (MAG 1100, Danfoss, Hasselager, Denmark) was attached to accurately estimate the volume flow rate Q, which in turn can be translated to a peak velocity estimate by assuming parabolic flow [32]:

\[ v_{\text{peak}} = \frac{2Q}{\pi R^2}. \]  

A custom made fixture allowed placement of the transducer relative to the rubber tube with the two rotations, \( \alpha \) and \( \beta \). A series of measurements were made with \( \alpha = 60^\circ, 75^\circ, 90^\circ \) and \( \beta = 0^\circ, 45^\circ \). The transducer was protected in a latex cover with gel to avoid water damage. It was then submerged in the water tank containing the rubber tube. The tank sides were covered with acoustical absorbing material to remove reverberation artefacts. The flow rate was set to attain a \( v_{\text{peak}} \) of \( 10 \pm 0.01 \) cm/s and \( 25 \pm 0.04 \) cm/s, by adjusting the flow pump settings to match the desired \( Q \) using (14). A pulse repetition frequency of 2 kHz was chosen to avoid reverberations in the flow rig.

Pulsatile flow: A phantom was modeled after an MRI scan of a healthy volunteer using polyvinyl alcohol (PVA) cryogel to mimic the properties of human tissue [47]. It contained a straight vessel structure from a common carotid artery scan [48]. The phantom was connected to a closed-loop flow system, consisting of a programmable flow pump (CompuFlow 1000, Shelly Medical Imaging Technologies, Toronto, Canada). Pulsating flow was generated with a carotid waveform mimicking the flow found in the artery. The peak volume flow rate was 10 mL/s, and the pulse period was 0.84 s. The RCA transducer was positioned upstream of the bifurcation. Four hundred frames of the full sequence were recorded, providing 800 velocity estimates. \( C_{est} \) was here set to 8 with a sliding window approach and \( f_{prf} \) of 2 kHz.

D. Stationary Echo Removal

An echo cancelling filter was implemented using subtraction of the mean signal as:

\[ HRV_{\text{flow}}(p) = HRV(p) - \frac{1}{2K+1} \sum_{k=-K}^{K} HRV(p+k) \]  

Here, \( HRV \) denotes the high resolution volume, with \( * \) being either \( a \) or \( b \). \( 2K+1 \) is the number of HRVs used in echo-cancelling. \( K \) was set to 5.

E. Data Processing

For each run of the sequence, channel data for 80 LRVs were acquired, and the LRVs were beamformed offline using a specialized delay-and-sum beamformer [49]. The offline processing allowed for total flexibility of receive and virtual source apodization, and the same channel data could be beamformed multiple times with different apodization-schemes. The proposed sequence takes full advantage of this. When transverse flow is estimated, a fixed double peak apodization is applied in receive, and when axial flow is to be estimated or when performing B-mode imaging, dynamic apodization with an F-number of 1 is applied. The parameters for the different apodization schemes are summarized in Table I. Of the 80 emissions, 56 are used only for flow, 16 are used only for B-mode imaging, and 8 are used for both.

F. Performance metrics

The velocity estimator was evaluated based on the relative mean bias, \( \bar{B} \), and standard deviation, \( \bar{\sigma} \), of \( N_{est} \) estimated velocity profiles of the axial line intersecting the center of the vessel at sample points \( z \) inside the vessel. The mean profile (\( \bar{v} \)) and standard deviation (\( \sigma \)) was calculated over the \( N_{est} \) velocity estimates, as [50]:

\[ \bar{v}(x_0, y_0, z) = \frac{1}{N_{est}} \sum_{n=1}^{N_{est}} \hat{v}_n(x_0, y_0, z) \]  

\[ \sigma(x_0, y_0, z) = \sqrt{\frac{1}{N_{est} - 1} \sum_{n=1}^{N_{est}} (\hat{v}_n(x_0, y_0, z) - \bar{v}(x_0, y_0, z))^2} \]  

The relative measures (\( \bar{B} \)) and (\( \bar{\sigma} \)) were calculated as:

\[ \bar{B} = \frac{1}{N_{est} \cdot v_{\text{peak}}} \sum_{z=1}^{N_z} (\bar{v}(x_0, y_0, z) - \bar{v}_{\text{true}}(x_0, y_0, z)) \]  

\[ \bar{\sigma} = \frac{1}{v_{\text{peak}}} \sqrt{\frac{1}{N_z} \sum_{j=1}^{N_z} \sigma(x_0, y_0, z)^2} \]  

Here \( N_z \) are the discrete samples within the vessel along \( z \), with \( x_0 = y_0 = 0 \). Only the central 90% of the velocity profile
was used in the calculations, due to potential echo-canceling filter effects at the border of the vessel. Profiles are visualized below with the mean using (16) colored red, \( v \_{\text{true}} \) blue, and the shaded gray area is \( \nu (x_0, y_0, z) \pm \sigma (x_0, y_0, z) \) to visually evaluate the performance. For the validation metrics where calculated for 10 independent estimated profiles \( (N_{\text{est}} = 10) \).

V. Results

The full-width-half-maximum for the B-mode sequence was estimated using simulations, as: \( (0.81, 1.56, 0.65) \) mm = \( (1.58\%, 3.0\%, 1.2\%) \) for \( (x, y, z) \) at a depth of 30 mm, evaluated in two orthogonal planes going through the point. The penetration depth was estimated using a speckle phantom (Dansk Fantom Service, Denmark, model 571) with a 0.5 dB/MHz cm attenuation. Twenty frames were acquired and used in the evaluation. The SNR was calculated for both the flow and B-mode sequences separately as a function of depth, and can be seen in Fig. 4. Lines were fitted using a linear model, showing an estimated penetration depth of 14 cm (B-fit and F-fit).

![SNR vs Depth](image)

**Fig. 4:** Estimated SNR as a function of depth. Red shows the flow sequence and blue shows the B-mode sequence results. The SNR curves reach zero at approximately 140 mm.

A. Simulation results

A subset of profiles from the full parameter study are shown in Fig. 5, where the three velocity components, \( (v_x, v_y, v_z) \) are shown together with the magnitude \( |v| = \sqrt{v_x^2 + v_y^2 + v_z^2} \). A rotation of 45° in \( x-y \) and varying beam-to-flow angles (\( \alpha \)) are shown. All tested parameters from Table II are summarized in Fig. 6. Here \( \tilde{B} \) and \( \tilde{\sigma} \) of the three velocity components are shown against the varied parameter. The varied parameters are pulse repetition frequency \( (f_{\text{prf}}) \) as it relates to maximum detectable velocity, correlations per estimate \( (C_{\text{est}}) \) as it relates to frame rate, and positioning of the probe in relation to the flow, i.e. depth and rotation \((\alpha, \beta)\).

**Depth and rotation \((\alpha, \beta)\):** Fig. 6 (a) shows the bias and precision of the estimator with respect to every combination of \( \alpha = (60, 75, 90)^\circ \), \( \beta = (0, 45)^\circ \) and depth = (20, 30) mm. The best results were found at \( \alpha = 90^\circ \); here the precision and bias of the lateral estimates, \( \tilde{\sigma}_{x,y} \) and \( \tilde{B}_{x,y} \), ranged from 1.6% to 3.6% and -4.5% to -0.6%. For the axial estimates at \( \alpha = 90^\circ \), \( \tilde{\sigma}_z \) and \( \tilde{B}_z \) were found in the range of 0.3 to 0.5% and -0.1 to 0.0%. The axial bias \( \tilde{B}_z \) increased slightly when decreasing \( \alpha \) from 90° to 60° and the depth from 20 mm to 30 mm. The SD \( \tilde{\sigma}_{x,y} \) for the transverse estimates increased slightly when lowering \( \alpha \) from 90° to 75°; the average increase was \( \Delta \tilde{\sigma}_{x,y} = 0.6% \) at depth = 20 mm, and \( \Delta \tilde{\sigma}_{x,y} = 0.78% \) at 30 mm. Lowering \( \alpha \) from 75° to 60° increased \( \tilde{\sigma}_{x,y} \) by 1.7% at 20 mm and 2.48% at 30 mm. This demonstrates that positioning of the probe in relation to the flow has an influence on the velocity estimator, especially with \( \alpha \) and depth, as a larger increase in bias was observed with larger depths, and with large \( \alpha \).

**Correlations per estimate \((C_{\text{est}})\):** The \( C_{\text{est}} \) parameter denotes the number of correlated HRV pairs per velocity estimate. It can be seen from Fig. 6 (b) that the precision is roughly proportional to \( 1/\sqrt{C_{\text{est}}} \). The best results were found for the highest \( C_{\text{est}} \); here \( (\tilde{B}_x, \tilde{B}_y, \tilde{B}_z) = (-3, 0, 3, 2, 3, 3\%) \) and \( (\tilde{\sigma}_x, \tilde{\sigma}_y, \tilde{\sigma}_z) = (1.8, 1.3, 0.3\%) \). The bias was not affected by \( C_{\text{est}} \). For all components the SDs were below 6% for \( C_{\text{est}} = 16 \) and below 7% for \( C_{\text{est}} = 4 \), indicating that very fast imaging can be attained with good precision.

**Pulse repetition frequency \((f_{\text{prf}})\):** \( f_{\text{prf}} \) was varied from 1 to 10 kHz, for three different values of \( \alpha \) at (60, 75, 90°). Fig. 6(c) shows that the bias of the lateral estimates at \( \alpha \neq 90^\circ \) are affected for \( f_{\text{prf}} \) values below 5 kHz. The sudden spike in bias at 2 kHz for the lateral (\( x \) and \( y \)) estimates indicates that low values \( f_{\text{prf}} \) should be avoided for the transverse components at this velocity. The performance of the axial estimator remains constant throughout but decreases at \( \alpha = 60^\circ \) for \( f_{\text{prf}} = 1 \) kHz. At \( \alpha = 90^\circ \), the estimator performs well for all values of \( f_{\text{prf}} \). The SDs remain below 4% for all velocity components and all values of \( f_{\text{prf}} \). This shows that the estimator performs well if the flow is predominantly in \( x, y \)-directions, but when axial flow is present (decreasing \( \alpha \)) then the performance suffers. This suggests that the estimator is sensitive to axial motion.

B. Interleaved vs. non-interleaved using RCAs

Fig. 7 shows velocity profiles estimated from simulations for a) lateral flow with \( v_{\text{peak}} \) varied from 10 to 400 cm/s, and b) axial flow with \( v_{\text{peak}} \) varied from 10 to 75 cm/s. A summary of the relative bias and relative SD is shown in Fig. 8. For lateral flow, both sequences attain a low SD for velocities below 1 m/s. For the non-interleaved sequence, the SD increases rapidly when the velocity exceeds 1 m/s yielding unreliable profiles. For the interleaved sequence, the SD remains low, but the bias increases with the velocity.

C. Measurement results

1) Flow-rig: From the flow rig measurement, the parabolic flow profiles were extracted and compared to the true velocity profile of the three components using \( \tilde{B} \) and \( \tilde{\sigma} \). Fig. 9 shows a subset of the profiles. The top row shows a beam-to-flow angle of 90°, decreasing to 75° for the center row, down to 60° in the last row. Here, \( \beta = 45^\circ \) for all and \( v_{\text{peak}} = 25 \) cm/s. As in the simulations, an increase in axial flow \( (v_z) \) when \( \alpha \) increases results in a bias increase. For \( \alpha = 60^\circ \) (bottom row) the estimator suffers, seen by the deviation from the true profile close to the edge of the tube. However, notice how
Fig. 5: Estimated center profiles from simulated data for $\alpha = (60, 75, 90) \degree$, $\beta = 45 \degree$. Standard settings from Table II were used. All three components are visualized, including the magnitude. The center of the vessel was placed at a depth of 30 mm. The true parabolic profiles are shown in dashed blue and calculated using (12) and (13). The red curve is the estimated mean profile ($\bar{v}$), and the gray shaded area shows the standard deviation ($\bar{\sigma}$). The results for all settings can be found in Fig. 6.

the SD ($\sigma$) remains below 7.9 % for all $\alpha$, indicating high precision.

The overall performance of the estimator on measured data is summarized in Fig. 10. For the slower flow setting of $v_{\text{peak}} = 10 \text{ cm/s}$ the largest bias and SDs were 5.8% and 6.8% except for $\alpha = 60 \degree$, $\beta = 0$ with an outlier of 15.5%. With the higher velocity of $v_{\text{peak}} = 25 \text{ cm/s}$ and $\beta = 45 \degree$, the transverse bias ($\bar{B}_x, \bar{B}_y$) had a linear increase to an absolute value of 21.6%, and the SD were below 9% for all three components. This trend is the same as revealed in the simulations, although the increase is larger. Having $\beta = 0$ resulted in a higher velocity along $x$ and caused the bias along $x$ ($\bar{B}_x$) to increase in magnitude from $-17\%$ to $-54.2\%$ due to the de-correlation of the summed data.

2) Pulsating flow: In Fig. 11, two orthogonal B-mode slices are shown, with the corresponding velocity vectors imaged on top in 3-D. The estimated velocity field was sampled at $31 \times 31 \times 41$ voxels, providing estimates in the entire volume as a function of $x,y,z$ and time $t$. Three points have been selected for showing the velocity: a point in the center of the vessel (center), a point closer to the vessel wall (near wall) and one outside the vessel (outside). Each of the three selected points have their velocity components plotted as a function of time in Fig. 12. The flow is pulsating inside the vessel. The highest velocity component is expected to be along $x$, due to the orientation of the vessel in relation to probe. As expected, the flow in the center of vessels is overall higher, compared to the point closer to the vessel wall. The peak velocity at the inlet was measured as a function of time and divided into sections. The length of each section corresponded to a single flow pump cycle of 840 ms, and 10 ensembles were collected. The mean and standard deviation were calculated across the ensembles as seen in Fig. 12 d). The relative standard deviation of 10.9% was calculated across the profile with (19), and mean and standard deviation was calculated with (16) and (17).

Two videos are presented with the paper. Video 1 contains the full volumetric 4-D $(x,y,z,t)$ display of the measurement, including the three selected points. Here, $C_{\text{est}}$ was 10 and a
sliding window was employed to maintain the high volume rate. The second video shows the volumetric velocity data from several positions as a function of time to show the pulsation.

VI. DISCUSSION

The sequence has been investigated using simulations and measurements. Phantom measurements revealed a penetration depth of 14 cm in the rectilinear volume beneath the probe surface for both sequences. This roughly corresponds to the penetration depth for normal 3 MHz abdominal probes. This is a benefit of utilizing the entire length of the elements in transmit, without connecting to each matrix element separately. Focusing is performed in both transmit and receive from having several emissions. The sequence utilizes this, so only 32 elements have to be controlled in transmit and 62 in receive, while still capturing data from the entire volume using SA.

A. Performance

Simulations demonstrated that the velocity estimator could capture all three velocity components with a low standard deviation and bias for $f_{prf} = 10$ kHz and $v_{peak} = 25$ cm/s. Lowering $f_{prf}$ to 2 kHz revealed a larger bias increase of up to 30% for the transverse components, likely due to decorrelation. The largest bias was seen at $60^\circ$. The estimator performs well at $\alpha = 90^\circ$ for all tested values of $f_{prf}$, however, the performance decreased for $\alpha \neq 90^\circ$, which indicates that higher axial motion degrades the accuracy of the estimator. The directional TO method is designed to filter out the axial oscillation, however the larger $\tilde{B}_z$ with lower $\alpha$ suggest that this is not fully attained, and this influences the transverse estimates. This can be attributed to the estimator design, which assumes monochromatic oscillations both axially and laterally, which is not true for pulsed fields, or a result of a larger dephasing of consecutive LRVs during SA summation with large velocities.

The measurement setup suffered from the probe being a prototype, as elements were failing (8 dead rows). Beside this, the transducer handle was slightly leaky, and a latex cover was used to avoid damage to the electronics. To lower the effect of reverberation from the side of the water tank, a $f_{prf}$ of 2 kHz was employed for the flow rig measurements. All of these factors adversely affect the measured data, and thereby the performance of the estimator. Nevertheless, a similar
Fig. 7: Simulation results of the interleaved vs. non-interleaved sequence for pure lateral flow (a), and pure axial flow (b). Red shows the estimated mean ($\tilde{v}$), gray is $\pm \sigma$, and the blue dotted line shows the true profile ($v_{true}$).

Fig. 8: Performance of the interleaved (red) vs. non-interleaved (blue) sequences. Top plot shows performance in the lateral direction, and the bottom plot shows axial velocity estimates.

trend as in the simulations were observed. The estimator performed well when flow was predominantly in the transverse direction. For the low velocity setting of $v_{peak} = 10$ cm/s, the relative bias and standard deviation was below 7% for all angle combinations. This is seen in Fig. 10a, except for $(\alpha, \beta) = (60^\circ, 0^\circ)$, where the highest axial component and highest $v_z$ component is expected. The large drop in $\tilde{B}_x$ shows the estimator is challenged. For the faster peak flow of 25 cm/s the bias seems to increase with decreasing $\alpha$, similar to the simulations. This was observed for $\beta = 45^\circ$. Rotating the probe to $\beta = 0^\circ$ increases the $v_x$ component and the estimator degrades for $\alpha \neq 90$. A peak velocity in the range of 10 cm/s to 25 cm/s seems to be the limit pulsing at 2 kHz in the measurements. Utilizing 10 kHz would then result in a maximum detectable velocity in the range of 50-125 cm/s.

B. Interleaved vs non-interleaved

The interleaved sequence increases the summation time by a factor of two. This will for fast moving point targets cause a de-phasing in the summation of LRVs, which is twice compared to the non-interleaved sequence. A longer summation time has been shown to increase bias [51], [52] when employing SA imaging for flow estimation. This explains why, at lower flow velocities, the bias of the non-interleaved sequence is lower, as indicated in Fig. 7 and Fig. 8. However, the longer summation time associated with the interleaved sequence translate to a greater spatio-temporal overlap between moving points observed in two consecutive HRVs. This allows the DTO to estimate higher velocities with higher precision, although with lower accuracy. Since the transverse wavelength ($\lambda_x$) given by (5) is larger than the axial wavelength, the effect is less dominant with purely lateral flow.

C. Limitations and mitigation

The proposed velocity estimation contains certain limitations; especially with frame rate, with high axial velocity, underestimation of flow, and a limited field of view. The
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Fig. 9: Estimated velocity profiles of all three components from the constant flow measurements for $v_{\text{peak}} = 25 \text{ cm/s}$ and $\beta = 45^\circ$ for various angles $\alpha$. The dashed blue line is the true velocity, the red line is the estimated mean velocity profile, and the shaded gray area indicates one SD. The mean estimated bias $\tilde{B}$ and standard deviation $\tilde{\sigma}$ are shown in the titles.

one way focusing of RCAs [22] requires 8 emissions per HRV to achieve focusing along the transmit direction. This however, has the consequence of lowering the effective $f_{prf}$. The interleaved sequence help maintain precision (low SD) for larger velocities, although it suffers in terms of accuracy (high bias). Below follows a brief discussion on each of the limitations separately, although the effects cannot directly be isolated and has to be considered in relation to each others.

1) Frame rate: A major limiting factor in achieving full 4-D volumetric vector flow imaging in a 3-D volume with B-mode guidance has been the frame rate. Optimized SA imaging (also referred to as coherent compounding imaging) usually requires 22-32 emissions to achieve a high contrast [42], [43]. In measurements the $f_{prf}$ was lowered to 2 kHz to avoid reverberations. However, the $f_{prf}$ utilized in the simulations (10 kHz) would lead to a volume rate of 250 Hz for flow and 125 Hz for B-mode if $C_{est} = 1$. A more realistic setup would utilize $C_{est} = 8$ to 16. Employing $C_{est} = 10$ as in the measurements, would limit the volume rate to 25 Hz for independent estimates. However, employing a sliding window approach would increase this, although this would introduce slight smoothing of the velocity. To mitigate this a larger $f_{prf}$ could be employed, as done in [35]. An imaging depth of 4 cm would be sufficient in carotid imaging for most patients, resulting in an $f_{prf}$ of 19 kHz, and a volume rate above 45 Hz.

2) High axial velocity component: As uncovered in section VI-B, a high axial velocity will cause a phase shift of the individual LRVs. This is believed to cause the spatial skewing of the profiles in Fig. 7 b), with purely axial flow. Two vessels placed at the same depth could potentially affect each other, when a strong axial velocity is present, although this remains to be investigated.

Comparing the magnitude profiles in Fig. 5 for an $f_{prf}$ of 10 kHz, to Fig. 9 with 2 kHz, seems to substantiate that a decorrelation of the individual LRVs is a potential cause of the bias increase with increasing axial velocity. The bias increase with decreasing $\alpha$ is more severe due to the higher
temporal spacing associated with the lower $f_{prf}$. This is, however, not unique to the RCA setup, but might be more pronounced due to the one way focusing [53] associated with these arrays. However, techniques such as motion estimation and correction might improve the estimator and increase the maximum detectable velocity [51], [52], and compensate the de-phasing. Often these techniques benefit from an initial guess of the velocity, which avoids unnecessary computations by limiting the search region, and improves the stability of the estimator.

3) Underestimation of flow: As uncovered by the measurements and simulations, the velocity limit depends on $\alpha$ and $\beta$. However, the operator could mitigate this by a rotation and translation of the probe. When $\beta = 45^\circ$, the transverse velocity is divided into both $x$ and $y$ components as indicated by (13). This in turns lowers the required maximum velocity along both $x$ and $y$. A larger bias is observed for larger velocities, and the clinical relevance remains to be investigated. The TO method has previously been associated with an overall 10% underestimation of flow compared to MR Angiography [54]. However, when high accuracy is required, a more conventional estimation method could be employed as demonstrated in [32], where the high volume rate can be substituted for higher accuracy, or with high frame rate but in a smaller volume.

Fig. 11: Pulsating flow in a tissue mimicking phantom. The B-mode planes can be selected in the entire volume. The dynamic range is 40 dB for the B-mode. The flow is visualized using arrows, where color shows magnitude and arrows symbolize velocity direction. The accompanying videos show the volume over time for different orientations with and without the measurements indicated in Fig. 12.

Fig. 12: a) shows all three velocity components $v_x, v_y, v_z$ (red, blue, black) for a point in the vessel center. b) shows the components at a point placed near the vessel wall. c) for a point placed outside the vessel. d) shows peak velocity at inlet, the mean of the peak velocity in 10 aligned pulse cycles in red and gray is $\pm$ one standard deviation, from the data in a).
4) Depth range and Field of View: The imaging sequence is capable of reaching depths of 14 cm in terms of SNR. However, the depth range of the velocity estimator is limited, due to the limited side-length, which limits the DP apodization width (see Fig. 2). This is substantiated by the results in Fig. 6 (a), where an increase in depth (10 mm) gave an overall decrease in performance. This is directly related to (5), where the width of the physical aperture limits $d_x$, and an increase of lateral wavelength is observed as a function of depth. At 14 cm the lateral wavelength will be close to the side-length of this array, negatively impacting any method that attempts to estimate lateral motion.

The higher penetration of 14 cm can, however, be traded for a higher transmit center frequency, which in turn translates to a higher resolution, expected to improve the estimator. The side-length of RCAs also scales linearly with the number of elements, allowing for much larger apertures to be manufactured without a high complexity in terms of interconnections. The current sequence has been validated down to 30 mm. The field of view depends on the spatial overlap of the transmitted waves, along with spatial sampling of VSLs as dictated by the effective source pitch. The transmitted waves have 100% overlap in a 17 by 17 mm² area, at depth 20-30 mm. The flow sequence is expected to generate grating lobes at $\sin^{-1}\left(\frac{\lambda}{2p_x}\right) = 25^\circ$ in transmit. The peak response of the grating lobes were evaluated to be 10-15 dB lower than the main lobe peak energy. At 20 mm depth, the grating lobe is at the edge of FOV from where the array’s receive sensitivity is very low, and the asymmetry of the TO degrades the performance of the estimator. In receive $\lambda/2$ pitch ensure no grating lobes which is where the TO apodization is applied, and flow is estimated. The flip in transmit direction (rows/columns) ensures that no grating lobes occur along the direction of the flow estimation. Quantifying the effect of grating lobes in terms of flow estimation is difficult, but suppression of these is believed to improve the estimator as well, which would require further investigations.

5) Stationary echo removal: The stationary echo removal employed here is a simple mean subtraction, and a clinical implementation probably requires a more advanced filter. The data sequences $HRV_{R}^M$ and $HRV_{R}^F$ are uniformly sampled, and if processed separately, then any echo cancelling approach can be employed. These include IIR, FIR [21], or more advanced filters such as Singular Value Decomposition [55]. However, their effectiveness in relation to this specific sequence remains to be investigated.

D. RCAs and ultrasonic TVI

The method presented here, although with certain limitations, is capable of estimating the transverse components consistently and shows the potential for the use of RCA on systems no more complex than current commercial scanners. The main limitation to overcome for a broad clinical application is the axial de-correlation problem already discussed. When flow is predominantly in transverse direction the flow can be estimated consistently with a slight bias.

The velocity of the pulsating flow was estimated in the entire volume, and the peak velocity at the inlet was likewise estimated with a relative standard deviation of 10.9%. The data is continuous everywhere in the volume and quantitative measures for peak and mean velocity along with volume flows and other derived quantities can be obtained. The continuous data also makes it possible to use the sequence for functional ultrasound imaging [35], [56] and super resolution imaging [57]–[63] in 3-D [64], [65]. The observation time can be made as long as necessary, so there is essentially no lower limit on the velocity [66]. It should also be noted that all processing is done retrospectively after data collection, so a measurement can be processed for both high- and low velocity estimation.

This sequence only requires 124 channels to be connected to the probe. In transmit only 32 elements must be controlled, and in receive only 62 channels were sampled per each emission. While capable of utilizing the entire surface area of a 62² matrix array, the hardware requirements are low. This propagates directly to the processing as well, as only 62 channels and not 62² have to be processed per emission. Most scanners can sample at least 128 channels simultaneously. This means that TVI in an entire volume can be implemented on a modified commercial scanner using only 124 channels. GPU beamforming with state-of-the-art graphic cards are capable of performing real-time RCA processing for crossing B-mode planes, as the low channel count allows for fast input to the GPU [49].

VII. Conclusion

TVI (4-D volumetric vector flow imaging) using a RCA was demonstrated. The method was evaluated through simulations and measurements with the use of a novel sequence design incorporating synthetic aperture techniques and interleaved emissions to provide continuous data in the entire 3-D volume. The method can provide the transverse components of the vector field utilizing directional transverse oscillations to estimate flow in a volume. This is attained with only 62 channels in receive and 32 in transmit for full TVI. The SD of the estimator was low for all three components, due to the new interleaved volumetric RCA SA sequence. A bias increase was observed with increasing velocity, an effect more pronounced for the interleaved method, but the precision of the proposed method was high. A maximum peak velocity of 50 to 125 cm/s should be within reach, while having volumetric B-mode guidance at the same time at high volume rates. The method is then suited for measuring on the carotid artery and other shallow vessels, where the flow is parallel to the transducer surface. The RCA scheme makes linear scaling of the resolution with the number of elements possible, and the high penetration depth can be employed in attaining even better B-mode performance and flow estimates.
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