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Abstract

Icing simulations for wind turbine blades should consider the roughness induced flow transition. Adding a transport equation for ‘roughness amplification’ to the Langtry-Menter model, the roughness induced transition can be predicted for rough flat plates. However, this approach exhibits a limitation that it cannot predict the skin friction in the shadow zone of blunt bodies. The approach was pending on the boundary condition(s) of specific dissipation rate (ω). Typically boundary conditions for turbulent kinetic energy (k) and ω have been investigated for various roughness heights, but it has been applied only for fully turbulent conditions. This study introduces an approach to predict the flow transition and the skin friction for a roughened surface, whereby the Langtry-Menter model including roughness amplification is coupled with the k and ω boundary conditions. The proposed method shows good agreement with the experiments for turbulent onset and the distributions of skin friction and heat convection for a roughened flat plate and a circular cylinder. Using the turbulent models under fully turbulent and transitional assumptions, the effects of the flow transition on the ice accretion shape on a wind turbine are compared. The modified turbulent model showed better performance for the icing simulations without any tuning.
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1. **Introduction**

Except for the tip regions, the portion of a wind turbine blade near its leading edge operates in a laminar regime, below the critical Reynolds number at which a transition from laminar to turbulent flow is expected [1]. The onset of flow transition can be changed when the blades experience icing events. It is well known that ice accretion on wind turbine blades increases surface roughness, and the surface roughness can change the transition onset [2]. The shapes of accreted ice can be determined by the flow transition induced by surface roughness, as a result of changes in pressure, skin friction, and heat transfer distributions, *i.e.*, the flow transition and ice accretion interact with each other in a non-trivial, nonlinear manner.

The flow transition induced by surface roughness occurs around the blades of operational wind turbines for a number of reasons; these include attachment of insects and/or dust, surface erosion, as well as icing. The issues related to surface roughness (‘surface engineering’) have been investigated extensively, both numerically and experimentally [3]. However, icing-induced flow transition is difficult to approach experimentally. Non-dimensional parameters that describe the similarity and its applicability between full-scale wind turbines and scaled models [4] have not been well-documented for icing wind tunnel tests [5,6]. At the same time, the size of modern wind turbines continues to grow [7], while icing wind tunnels that can contain contemporary wind turbine blades are not yet available. Studies of icing-induced flow transition continue
to be conducted with the aid of numerical simulations and limited similarity methods [8] applied to icing wind tunnel experiments.

In the first generation of numerical icing simulation tools, led by ONERA and NASA [9], aerodynamic solutions were afforded via inviscid assumptions, as in the panel method or Euler equations with a BLT (Boundary-Layer Theory) [10,11]. BLT with consideration of surface roughness, as well as an empirical model to determine the onset of transition to turbulence [12], were then introduced into icing simulation codes [9].

BLT [10,11] has inherent limitations, including airfoils with a high angles of attack and blunt bodies. Airfoils having a high angle of attack, or blunt bodies such as a blade root region, generate boundary layers thicker than those for which BLT is valid. Further, the deformation of effective airfoil shape due to icing tends to trigger and enhance flow separation; thus it is difficult to apply BLT for wind turbine icing simulations. In addition, it is difficult to apply the BLT in the blade tip region, where the streamlines are no longer aligned in parallel to each other; in BLT the blade sections should be clearly divided according to (parallel) streamlines, in a way similar to blade element methods. As a result, recent icing simulation codes employ Navier-Stokes equations as the aerodynamic solver.

Direct Numerical Simulations (DNS) can explain possible mechanisms to the transition onset induced by surface roughness. Large Eddy Simulations (LES), which can be considered as a spatially-filtered model of DNS, may predict the flow transition if the sufficiently fine resolution is used. While DNS and LES compute the flow around the roughness elements directly, they require substantial computational resources. In contrast, bulk roughness characterization (starting with the equivalent sand grain approach of Nikuradse [13]) can be used to consider the mean roughness effect within the turbulence model, without resolving actual roughness elements. It uses a new parameter which
increases turbulence in the wall region and the momentum transport toward the wall instead of considering each surface roughness element. Although this approach simplifies the pressure forces acting on each roughness element to be expressed via mean frictional drag, due to its efficiency it is widely used in fluids engineering to include surface roughness effects into turbulence models, such as the Spalart-Allmaras one equation model [14,15] and Menter k–ω SST model [16].

To account for the surface roughness within RANS turbulence models, the modified Spalart-Allmaras turbulence model suggested by Aupoix and Spalart [14] is generally implemented into modern icing simulation codes such as FENSAP-ICE [17], ICECREMO [18], and WISE [19] as the reference model [20]. Aupoix and Spalart [14] derived the specific boundary condition to mimic roughness effects within the Spalart-Allmaras turbulence model [15], providing the non-zero turbulent eddy viscosity ($\mu_t$) at the wall as the boundary condition based on the effective distance $d + 0.03k_s$, where $d$ is the distance of the first grid point from the wall and $k_s$ is the sand-grain roughness (see Aupoix and Spalart [14]). Since the Spalart-Allmaras model only has a single transport equation (for turbulent viscosity), it has increased computational efficiency, while yielding relatively accurate solutions for fully-turbulent conditions over rough surfaces [15]. However, the turbulent model based on the Spalart-Allmaras model was not designed to address the transition to turbulence induced by surface roughness [14].

On the other hand, the Langtry and Menter [21] transition model, known also as the $\gamma$-Re$_\theta$ model, takes the flow transition into account by modifying the k–ω SST model [16]. This model successfully predicted the aerodynamic performance of smooth two-dimensional airfoils and three-dimensional wind turbine blades [22], when flow transitions occur. To consider the surface roughness, the transport equations and boundary conditions
have been studied based on the Langtry-Menter transition model [21].

To treat the effect of surface roughness on the turbulence transition of boundary-layer flow, a transport equation of a variable called ‘roughness amplification’ ($A_r$) was added to the Langtry-Menter transition model [21] by Dassler et al. [23]. Thereafter, Langel et al. [24] generalized the roughness amplification method through a blending function to prevent unphysical undershoots in the transition onset criterion. They improved the boundary condition for $A_r$ from an analytical solution. Both studies [23,24] employed the boundary condition value for the specific dissipation rate ($\omega$) suggested by Wilcox [25]; but, this requires very fine near-wall mesh resolution [26,27]. Dassler et al. [21] and Langel et al. [24] validated their methods only for flow past a flat plate. However, for transitionally and fully rough surfaces, predictions for skin friction are unsatisfactory because the Wilcox [25] boundary condition is that of vanishing turbulent kinetic energy ($k$) and eddy viscosity ($\mu_t$) through the surface, independent of the roughness height. As a result, Dassler et al. [21] and Langel et al. [24] underestimate the skin friction in the turbulent and fully roughened surface region.

Various works accurately account for the surface roughness within RANS turbulence models through the implementation of the boundary conditions. Durbin et al. [28] developed the $k$ boundary conditions applicable to fully roughened surfaces for the $k$-$\varepsilon$ turbulence model. For fully rough conditions, the viscous sublayer is disturbed. The mean velocity follows a logarithmic profile but with a certain amount of displacement, which is determined by experimental correlation using skin friction and momentum thickness on the roughened flat plate. Non-zero values of $k$ and $\mu_t$ at the wall were then calculated from the log-law solution. Knopp et al. [29] extended the boundary conditions for $k$ and $\omega$, using the $k$ boundary condition of Durbin et al. [21]. Since Aupoix and Spalart
[14] presented a method to calculate $\mu_t$ directly according to surface roughness length, then

$$\omega$$ could be determined by the definition for the $k-\omega$ SST turbulence model: $\mu_t = k/\omega$.

Aupoix [30] later found that the Knopp et al. [29] model performed well over the fully rough surface (for $k_s^+ > 100$), but underestimated the displacement of the velocity profile for transitionally rough surfaces. He modified the correlation equations for the $k$ and $\omega$ wall boundary values from the experimental data instead of using the log-law solution. Furthermore, he applied a reference coordinate system shifted by $0.03k_s$ toward the wall in the governing equations of the $k-\omega$ SST model, as carried out by Aupoix and Spalart [14] for the baseline Spalart-Allmaras model [15].

The governing equations or boundary conditions have been modified in various works to account for surface roughness effects in RANS turbulence models. Langel et al. [24] added a transport equation of roughness amplification to the Langtry-Menter transition model to accurately predict the transition onset over various roughness lengths. The transition onset positions of roughened plates were validated against experimental data. However, the distributions of skin friction on airfoils or other two-dimensional bodies have not been verified yet, because Langel et al. [24] retains Wilcox’s boundary conditions [25] only for $\omega$. Consequently, the wall value for $\mu_t$ cannot be defined on the leeward side of bodies, i.e. within the so-called shadow zone. On the other hand, Knopp et al. [29] derived the boundary conditions for the $k$ and $\omega$ for various roughness height. Their study could not predict the flow transition because their boundary conditions were applied under the fully turbulent assumption and only validated for roughened flat plates.

Although the flow transition induced by the surface roughness should be considered for the wind turbine icing simulations [22], wind turbine icing simulations were spun-off from aircraft icing simulation codes. Since most of the aircraft operates above the critical
Reynolds number, the fully turbulent assumption was valid. However, the wind turbine simulations require the ability to predict the flow transition which can determine the ice accretion shapes and aerodynamic performance of blades. In addition, the transition model has to consider the surface roughness effect to implement into icing simulations, because the surface roughness due to icing accelerates the flow transition. However, there is not (yet) a turbulent model in the literature to accurately predict the heat transfer and skin friction for flows past wind turbine blades including ice accretion where the flow transition is induced by the surface roughness.

Unlike previous studies that only modify boundary conditions [29] or transport equations [24], this study simultaneously combined the transport equations and boundary conditions for the turbulent model in order to predict the flow transition and the distributions of skin friction for the roughened surface. Based on the model suggested by Langel et al. [24] which modifies the transport equations from the Langtry-Menter transition model [23], the boundary conditions derived by are Knopp et al. [29] are applied. The transport equations are introduced in section 2.2. The boundary conditions are described in section 2.3. The newly coupled turbulent model validated against the experimental data which provides transition onsets and distributions of skin friction on the roughened flat plate in section 3.1 and circular cylinder in section 3.2, as well.

The validated turbulent model is implemented into the 3D icing simulation code WISE (Wind turbine Icing Simulation code with performance Evaluation) [19]. Based on the RANS equations, WISE is also descended from an aircraft icing code, as is the case with other icing simulation tools for wind turbines [17,31–33]. To extend from an aircraft to a wind turbine icing simulation tool, the moving reference frame was applied in a consistent manner for both aerodynamic and water droplet fields. The modified Spalart-Allmaras [14]
turbulence model was also employed, under the fully turbulent assumption. Consequently, this study aims to confirm the necessity of applying a turbulent model that can account for the flow transition induced by surface roughness in the wind turbine icing simulation. By implementing two different turbulence models into WISE, the fully turbulent model and flow-transition model, the contrast of ice accretion shapes on rotating wind turbine blades is examined in section 3.3. In addition, the distributions of the heat transfer rate and skin friction that determine the ice accretion shapes are systematically analyzed.

2. Methods

2.1 Wind turbine Icing Simulation code with performance Evaluation (WISE)

By faithfully considering the blade rotation effect, the fixed-wing aircraft icing tool named ISEPAC [34,35] (Ice Shape Evaluation and Performance Analysis Code) is extended to WISE [19] as the simulation tool for wind turbine icing. Figure 1 shows the structure of WISE, which has four main modules, namely the: 1) aerodynamic module, 2) droplet field module, 3) thermodynamic module, and 4) grid-regeneration module. The MRF (Moving Reference Frame) method in both flow analysis and droplet-trajectory calculation modes is applied. In the thermodynamic module, the motion of thin water film is obtained by the flow analysis module where the MRF method is applied. The total icing exposure time is divided into several intervals. For a given time interval, four modules progress sequentially under the steady-state assumption. The grid-regeneration module updates the ice accumulated surface grid, with the volume grid generated by an external tool. The newly updated grid can be the initial condition for the next time interval. The final ice shape can be obtained by repeating a series of processes several times.
A minor improvement is applied for the thermodynamic module in this study. The phase change of impinging water (from water to ice) is analyzed by a thermodynamic module. The flow of unfrozen water is also determined in this module. For high-speed conditions (e.g. for aircraft wings), the viscosity-related heating prevents ice accretion near the freezing temperature. Below freezing temperature, the effect of convective cooling is much larger than that of evaporation. On the contrary, the power curves of wind turbines have been observed to be somewhat lower than ideal above the freezing temperature [36]. Due to the lower velocity of wind turbine blades compared to aircraft wings, the effect of evaporation is relatively larger than for aircraft wings. Thus terms related to evaporation are added to the mass and energy conservation equations of the thermodynamic module in WISE:

\[
\rho_w \left[ \int \frac{\partial h_f}{\partial t} \, dv + \int \nabla \cdot (h_f \vec{U}_f) \, dv \right] = m_{\text{com}} - m_{\text{ice}} - m_{\text{evap}}
\]
Here $h_f$ and $U_f$ are the thickness and velocity of water film on the blade, $m_{\text{com}}$ is the flow rate per unit area of impinging water, $m_{\text{ice}}$ is the ice accretion rate, $T_{eq}$ is the equilibrium surface temperature, $T_\infty$ is the incoming droplet temperature in Celsius, $U_{d,r}$ is the relative droplet velocity, $\rho_w$ is the liquid water density, $c_{p,w}$ is the water heat capacity, $h_c$ is the heat convection coefficient, $L_{\text{fus}}$ is the latent heat of fusion, $L_{\text{vap}}$ is the latent heat of vaporization, and $T_\infty$ is the incoming air temperature in Kelvin. The evaporative mass flux is calculated based on boundary-layer theory [11], as

$$m_{\text{evap}} = \frac{0.622 h_c}{c_{p,\text{air}}^2} \left( \frac{p_{\text{sat}|w} - p_{\text{sat}|e}}{p_e - p_{\text{sat}|w}} \right)$$

In Eq. (3) the saturated vapor pressure $p_{\text{sat}}$ is obtained by the formula suggested by Huang [37]. The subscripts $w$ and $e$ denote evaluation at the wall and edge of the boundary layer, respectively; $p_e$ is the edge pressure of the boundary layer.

The ice shapes are explicitly calculated from the evaluation of the ice mass accreted on the surface. An updated grid is generated for the next step calculation from the grid-regeneration module. The ice thickness can be calculated from the mass of freezing ice by dividing by the ice density. This process is repeated with the newly updated ice accretion shape which obtained steady-state assumption.

Each module was systematically validated against experiments and/or state-of-the-art numerical simulations. Ice accretion shapes on 2D airfoils, 3D aircraft, and helicopter
fuselage (such as non-rotating applications obtained by ISEPAC [34,35], which is the predecessor of WISE) were validated against icing wind tunnel and numerical simulations. Due to the absence of reliable ice accretion shapes for the rotating wind turbines obtained in icing wind tunnels, each module was systematically validated against experiments or compared with state-of-the-art numerical simulations. The aerodynamic module based on the MRF method for a rotating wind turbine was validated against the wind tunnel test and numerical simulations. The droplet field module, which also employs the MRF method, was verified by comparing the ice accretion shapes with FENSPA-ICE under a rime ice condition. Due to the extremely low temperature, the effects of the thermodynamic module can be excluded from the icing simulation. To verify the thermodynamic module, the ice accretion shapes obtained by WISE and FENSAP-ICE under a glaze ice condition are compared. Details about WISE and validation results can be found in our previous study [19].

In the previous study, WISE employed the modified Spalart-Allmaras turbulence model [14] to take into account for the surface roughness induced by ice accretions under the fully turbulent assumption. The modified Spalart-Allmaras model mentioned in the introduction section was implemented into WISE. As revealed in the study of Langtry [1], it is essential to apply the transition model for wind turbines. Therefore the present study applies the flow transition model to wind turbine icing simulation. In order to effectively consider the flow transition due to the surface roughness, a modified transitional transport equation for roughness amplifier (section 2.2) and associated boundary conditions (section 2.3) are applied.
2.2 Transition Model

The newly developed transition model in this study is implemented in WISE to consider the flow transition induced by surface roughness. The transition model follows the method suggested by Langel et al. [24], which has been successfully verified for flow past a roughened flat plate. Langel et al. [24] added an additional transport equation for roughness amplifier ($A_r$)

$$\frac{\partial (\rho A_r)}{\partial t} + \frac{\partial (\rho U_j A_r)}{\partial x_j} = \frac{\partial}{\partial x_j} \left[ \sigma_{A_r} (\mu + \mu_t) \frac{\partial A_r}{\partial x_j} \right], \quad (4)$$

to the turbulence model; it can account for the transition to turbulence suggested by Langtry and Menter [21]. The roughness is considered within the boundary condition of $A_r$, which is a function of the non-dimensional sand-grain roughness $k_s^+$:

$$A_r |_{wall} = c_{r1} k_s^+. \quad (5)$$

The roughness amplification initiates the transition process by increasing the Reynolds number of the local momentum thickness, effectively triggering an earlier transition according to the surface roughness. This is done through an additional transport equation within the Langtry and Menter ($\gamma-Re_{\theta}$) model, which parameterizes the Reynolds number of the transition onset momentum thickness ($\overline{Re}_{\theta}$); $A_r$ acts to decrease the production term

$$\overline{p}_{\theta_t} = c_{\theta_t} \rho \left[ (Re_{\theta_t} - \overline{Re}_{\theta_t}) (1 - F_{\theta_t}) - F_b F_{A_r} \right] \quad (6)$$

in the transport equation for $\overline{Re}_{\theta_t}$,

$$\frac{\partial (\rho \overline{Re}_{\theta_t})}{\partial t} + \frac{\partial (\rho U_j \overline{Re}_{\theta_t})}{\partial x_j} = \overline{p}_{\theta_t} + \frac{\partial}{\partial x_j} \left[ \sigma_{\theta_t} \overline{Re}_{\theta_t} \frac{\partial \overline{Re}_{\theta_t}}{\partial x_j} \right]. \quad (7)$$

The decrease in production is accomplished through a blending function $F_{A_r}$.
\[ F_{Ar} = \begin{cases} c_{r2} A_r^2 & : A_r < C_{Ar} \\ c_{r2} (A_r - C_{Ar}) + c_r C_{Ar}^3 & : A_r \geq C_{Ar} \end{cases} \] (8)

where

\[ C_{Ar} = \sqrt{c_{r3} / 2c_{r2}} \] (9)

The factor \( F_b \), with \( F_{Ar} \) in (6) enforces a prescribed minimum value of \( \overline{Re_{\theta_i}} \) in (7). The model constants for the transport equation are as follows:

\[ C_{r1} = 8 \quad C_{r2} = 0.0005 \quad C_{r3} = 2 \quad \sigma_{ar} = 10 \quad \sigma_{\theta_i} = 2 \quad c_{\theta_i} = 0.03. \] (10)

The subsequent procedure is the same as for the Langtry and Menter (\( \gamma \)-\( Re_{\theta} \)) model [21]. The modified \( \overline{Re_{\theta_i}} \) in Eq. (7) is applied for the production terms of the intermittency (\( \gamma \)) transport equation. The turbulent kinetic energy (\( k \)) can be scaled according to the local intermittency value. Detailed information on this roughness amplification model can be found in Langel et al. [24].

2.3 Wall Roughness Boundary Conditions

Previous transition models employing the roughness amplifier [23,24] used the boundary condition suggested by Wilcox [25]. For the rough surface, the value of specific dissipation rate at the wall had been prescribed as

\[ \omega_{wall} = \frac{u'_{r}^{2} S_{R}}{v}, \] (11)

where \( u' \) is the friction velocity and the non-dimensional function \( S_{R} \) was defined by

\[ S_{R} = \begin{cases} \left( \frac{50}{k_s^+} \right)^{2} & : k_s^+ \leq 25 \\ 100 \left( \frac{k_s^+}{k_s^+} \right) & : k_s^+ > 25 \end{cases} \] (12)

However, the skin friction is not accurately predicted with this boundary condition,
because the Wilcox [25] model keeps $k = 0$ and $\mu_t = 0$ at the wall. The original SST limiter was designed for smooth surfaces, which have a viscous sublayer. However, the viscous sublayer in such a model does not consider the state of the surface, because it does not vanish over fully rough surfaces; therefore the original SST limiter becomes inappropriate over transitionally rough or fully rough surfaces. To consider roughened surfaces, Hellsten and Laine [38] modified the SST limiter by adding the function

$$F_3 = 1 - \tanh\left(\frac{150\nu}{\omega d^2}\right)^4$$

(13)

to the SST limiter

$$\mu_t = \frac{a_4 \rho k}{\max(a_1 \omega; |\omega|F_3F_3)},$$

(14)

where $d$ is the distance to the nearest wall-point, the constant $a_4$ is 0.31, and $\Omega$ is vorticity. The value of $F_3$ is zero in the near-wall region and unity elsewhere, as seen in (15). Consequently, the $F_3$ term prevents activation of the original SST limiter above the transitionally rough or fully rough surfaces.

The equivalent sand grain approach suggested by Nikuradse [13] explained the disappearance of the viscous sublayer as increasing the $\mu_t$ near the wall regions. Since the $\mu_t$ can be determined by the $k$ and $\omega$ values as written in Eq. (14), a specific nonzero value for $k$ should be considered. The wall value of $k$ proposed by Knopp et al. [29] is

$$k_{wall} = k_{\text{rough}} \phi_{r1}, \quad k_{\text{rough}} = \frac{u^2}{\sqrt{\nu k}}, \quad \phi_{r1} = \min\left(1, \frac{k^+}{90}\right),$$

(16)

where $k$ value at the wall should be close to the log-layer value. Thus $k_{\text{rough}}$ was suggested by Durbin et al. [28] based on the log-layer value. However, the log-layer value is only valid for the fully roughened condition, and Durbin et al. [28] assumed that the $k$ value linearly varies according to the roughness height ($k_s^+$); this is consistent with the blending
function, $\phi_{r1}$. Consequently, the proper $k$ value is introduced at the wall ($k_{wall}$) for the smooth and transitional rough surface, as well as for the fully rough surface.

This model has the advantage of being applicable to the transition model. Even if the surface has uniform roughness, there is a viscous sublayer near the stagnation region where the laminar flow is maintained. The blending function $\phi_{r1}$ prevents unintentional flow transition due to the rapid growth of $k_{wall}$ and $\mu_t$ in laminar regions, which have a hydraulically smooth or transitionally roughened surface.

The $\omega$ boundary condition is also modified, through

$$\omega_{wall} = \frac{u_\tau}{k_{\omega} \sqrt{\beta_k}}, \quad (17)$$

where

$$d_0 = \phi_{r2} 0.03 k_x \quad (18)$$

and

$$\phi_{r2} = \min[1, (k_x^+ / 30)^{2/3}] \min[1, (k_x^+ / 45)^{1/4}] \min[1, (k_x^+ / 60)^{1/4}] \quad (19)$$

By definition for the $k-\omega$ SST turbulence model under fully rough conditions, $\mu_t = k/\omega$, Eq. (17) can be derived. Eqns. (17)-(19) explain the velocity shift $\Delta u/\mu_t$ and skin friction for transitionally and fully roughened surfaces. The $d_0$ value in Eq. (18) plays the same role as the effective distance due to the surface roughness in the Spalart-Allmaras turbulence model suggested by Aupoix and Spalart [14]. The $\omega$ boundary condition implementation also adopts the blending function $\phi_{r1}$ (see Eq. (19)) to explain the transitional and fully rough surface, since Eq. (17) is valid under fully rough conditions. The blending function $\phi_{r2}$ is calibrated to fit the experimental skin friction on the flat plate [39].
Aupoix [30] pointed out the underestimation of the velocity shift $\Delta u/u_c$ in the transitionally roughened surface with Knopp et al. [29] model. He modified the correlation equation for the $k$ and $\omega$ wall values using the experimental data of Colebrook and White [40], where the effective distance $(d + 0.03k_s)$ is applied to account for surface roughness in the governing equations of the $k$-$\omega$ SST turbulent model. The specific value of 3% of roughness height $(0.03k_s)$ was derived to be consistent with two fundamental regimes: the fully roughened velocity profile [13], and infinite roughness height $(k_s^+ \rightarrow \infty)$ [41].

However, applying the Aupoix [30] method to the present study—treating the flow transition—introduces very large perturbations and large $\mu_t$ (even in the laminar flow region), due to the effective roughness wall distance. As a result, it induces premature flow transitions regardless of the roughness height and Reynolds numbers. Thus, Knopp’s model is applied to prevent too high perturbations by the roughness in the laminar region.

The present method is implemented into OpenFOAM® as the independent turbulence model and boundary conditions. The present method uses the Langtry-Menter [21] transition model coupled with the roughness amplifier ($A_r$) in Eq. (20) suggested by Langel et al. [24]. The modified SST limiter suggested by Hellsten and Laine [38] is applied as well. As the boundary conditions for $k$ and $\omega$, the present method adopts the Knopp et al. [29] method. To clearly show the difference between the present method and that of Langel et al. [24], the latter is also implemented into OpenFOAM®. Here, the $\omega$ boundary condition of Wilcox [25] is adopted keeping $k = 0$ at the wall without the modified SST limiter by following the suggestion of Langel et al. [24].

To verify the implementation of the present method and the Langel et al. [24] method (‘Langel’ in OpenFOAM), roughened flat plate cases are simulated and compared. To evaluate the improvement of the present method, distributions of skin friction on a
roughened circular cylinder are compared with the Langel-model results in OpenFOAM and with experimental results.

The results include ice accretion shapes, found on blades of the NREL Phase VI turbine; these are obtained from both fully turbulent and transitional models. The NREL phase VI is a two-bladed rotor, with each blade having a 5 m span. The tapered and twisted blades are based on the S809 airfoil described by Zanon et al. [42]. The wind speed and rotation rate are 7 m/s and 72 rpm, respectively (the tip speed ratio is 5.4). Although the NREL Phase VI rotor is a scaled model that has a short span of 5 m, the Reynolds number at the tip is similar to that of a full-scale MW class wind turbine because of its high rotational speed.

The ambient condition to simulate glaze ice is chosen. The ambient temperature is 270.15 K; LWC is 0.5 g/m³; median-volume diameter (MVD) is 20 μm; and icing exposure time is 60 min. 5.5 million grid cells are used with a cylindrical computational domain.

3. Results and discussion

3.1 Roughened surface

The verification of the roughness model is performed with the roughened flat plate test of Feindt [43] used in the validation of the roughness amplifier model by Dassler et al. [23]. Unfortunately, the experimental data of Feindt [43] were not directly accessible; this study relies on the information provided by Dassler et al. [23] and Langel et al. [24].

Numerical simulations are performed under the distance-based Reynolds number ($Re_x = \rho U x/\mu$) of $1.3 \times 10^6$, where $x$ is the distance from the leading edge of the plate. The freestream velocity is set to be 15 m/s. At the plate length of 1.3 m, $Re_x$ reaches the target value. To minimize the effects of the outflow boundary as the zero pressure gradient
condition, 2 m of flat plate length is applied. The turbulent freestream intensity of 0.9% is used following the simulation of Langel et al. [24].

Figure 2 shows the modeled and experimental values of transition onset Reynolds numbers ($Re_{\omega}$), versus the equivalent sand-grain roughness length Reynolds number ($Re_{ks} = \rho U_k s / \mu$). The results from various numerical simulations of Dassler et al. [23] and Langel et al. [24] using a roughness amplifier are depicted with the measured data by Feindt [43]. The present method predicts transition onset position, consistent with the other numerical results as well as the experiments.

Figure 3 shows the skin friction (coefficient, $\tau_w/0.5\rho U_\infty^2$) along the flat plate surface with various roughness Reynolds numbers; this includes the results of Langel et al. [24] and the implementation of their model into OpenFOAM (circular points and dashed lines, respectively), and the present method (solid lines). As expected, the transition onset locations, where the skin friction soars, move toward the freestream for increased roughness lengths (in all simulations). As already shown in Fig. 2, the transition locations of the present method matched with those of Langel et al. [24]. The skin frictions of Langel et al. [24] and the present method are well-matched in both the laminar and turbulent regions. The most noticeable thing is the slope of skin-friction spikes. The blending function $\phi_{r1}$ for $k$ and the small value of transition intermittency ($\gamma$), which is coupled as a source term in the $k$ equation, leads to small values of $k$ in the laminar region. Since the $\mu_t$ is determined there by the ratio of $k$ and $\omega$ as shown in Eq. (14), the $k$ and $\mu_t$ are small in the laminar region. Consequently, the skin frictions of the present method and the method using $k = 0$ at the wall are not different in the laminar region. On the other hand, the $k$, $\gamma$, and $\mu_t$ tend to increase at the same time in the transition region. Because of the rapid increase in $\gamma$ and $\mu_t$ predicted by the present method, the slope of skin friction is sharp in
the transition region. Although the present method used the boundary conditions designed for fully turbulent assumption, it was confirmed that unintended roughness-induced perturbations were suppressed in the laminar region due to the blending functions of \( k \) and boundary conditions on \( \omega \).

![Fig. 2 Transition onset position with various roughness heights.](image)

The method suggested by Langel et al. [24] was implemented into OpenFOAM, without giving deviations from the original work. For the roughened flat plate in Fig. 2, the Langel et al. [24] results (symbols) and their methods implemented in OpenFOAM (dashed lines) are identical. To demonstrate the improvement of the present method, the skin frictions on the roughened circular cylinder obtained by the present method, Langel’s methods in OpenFOAM, and the wind tunnel test will be compared in the next section.
Achenbach [44] performed an experimental study to investigate the influence of surface roughness on the cross-flow around a circular cylinder. Using a high-pressure wind tunnel and skin friction probes, he obtained local skin friction distribution, transition onset position, and the location of boundary layer separation for various $Re$ and $Re_{ks}$. A circular cylinder with diameter $D = 0.15$ m and span of 0.5 m was used for their experiment. The non-dimensionalized equivalent sand-grain roughness ($k_s D$) was $110 \times 10^{-5}$. The ambient temperature was fixed at 60$^\circ$C using a low-speed pressurized wind tunnel. Achenbach [44] mentioned that his results included the wall effect because the size of the test section ($0.5 \times 0.9$ m) was small compared to the cylinder diameter. Thus, the two-dimensional numerical simulations are performed with the test section as smooth walls in this study.

To clearly show the improvement and limitation of the present turbulent model,
simulations are performed for various Reynolds numbers from laminar, flow transition, and turbulent conditions. Figure 4 shows the skin friction distributions obtained by the present method (solid line), Langel’s model in OpenFOAM (dashed line), and Achenbach’s experiment (symbol) along with the roughened cylinder for the relatively smooth surface, $k_s/D = 110 \times 10^{-5}$.

![Graph showing skin friction distributions](image)

**Fig. 4 Distributions of skin friction for the roughened circular cylinder ($k_s/D = 110 \times 10^{-5}$).**

For the flat plate, there were no big discrepancies between the present and Langel’s methods. There is only the difference in slopes of skin friction spike for $Re_{kl} \leq 165$. The transition onset position and overall distributions of skin friction in the laminar and turbulent region are almost identical. However, the results of the present method and Langel’s methods in OpenFOAM have two remarkable differences in skin frictions for the roughened cylinder at high Reynolds numbers. As shown in Fig. 4, the transition position and the peak of skin friction of both numerical results are notable. Firstly, the present method accurately predicts the distribution and peak of skin frictions at $Re = 4.3 \times 10^5$ and...
$Re = 6.5 \times 10^5$. Unlike the flat plate, the jump in $\mu_t$ in the wake region of the cylinder cannot be ignored. The increased $k$ and $\mu_t$ over the fully roughened and turbulent surface yield good agreement with the experimental data. Secondly, the transition onset position of the present method is predicted more accurately than that of Langel’s methods in OpenFOAM. The experiment shows the transition point is at $\theta = 40^\circ$ for $Re = 4.3 \times 10^5$ and $\theta = 26^\circ$ for $Re = 6.5 \times 10^5$, respectively. The present method predicts the transition point at $\theta = 54^\circ$ for $Re = 4.3 \times 10^5$ and $\theta = 33^\circ$ for $Re = 6.5 \times 10^5$, respectively. However, the transition points are impeded for $Re = 4.3 \times 10^5$ and $Re = 6.5 \times 10^5$ by Langel’s methods in OpenFOAM. As shown in Fig. 3, in the transition region the slope of skin friction for the present method is higher than that of Langel et al.’s model implemented into OpenFOAM. The increased $k$ and $\mu_t$ in the present method induce the slightly early transition for the roughened cylinder case.

The main reason that the present method slightly overestimates the skin friction for the lower Reynolds number is that the boundary conditions used in the present method and Langel et al.’s model are both derived with the fully turbulent assumption. Therefore modification Eq. (21) for the roughness amplifier (or its boundary condition) is required to improve the accuracy in purely laminar flow.

When the impinging water freezes, latent heat is released. Since advection takes most of the released latent heat, the ice accretion shapes can be determined according to the distributions of heat transfer rate. In particular, the ice horn, the distinctive characteristic of ice shape in glaze conditions, occurs mainly at the peak of heat transfer. The location, length, and growth direction of the ice horn depend on the value and position of the peak of the convective cooling. Thus the turbulent model has to predict the overall heat transfer distributions, as well as the peak of convective cooling.
To confirm that the present turbulent model is suitable for icing simulations, the distribution of heat transfer rates is validated against the experimental data [45]. The distributions of heat transfer were obtained in the same experimental arrangement and measurement techniques as the experiment [46] that obtained the distributions of skin friction according to the surface roughness and Reynolds number shown in Fig. 5. To keep a constant surface temperature, the cylinder in the experiment was made of copper, which has a high thermal conductivity [45]. In consideration of the surface material, the constant surface temperature was prescribed in the numerical simulations; also following the experiment, the laminar Prandtl number \( (Pr_l) \) is set to 0.72 in the numerical simulation. In the numerical simulation, the constant turbulent Prandtl number \( (Pr_t) \) is applied as 1.0. To accurately predict the heat transfer rate for transitional flow, a few studies have correlated the local \( Pr_t \) with the roughened flat plate with fully turbulent conditions [47,48]. The validity of correlated \( Pr_t \) for the flow transition model is not yet unveiled. In this study, the thermal diffusivity was calculated by definition of heat transfer analysis, instead of applying correlation to adjust unknown \( Pr_t \).

The distributions of Frossling number \( (Fro = Nu/\sqrt{Re}) \) with various roughness heights on the circular cylinder are plotted in Fig. 5. At \( Re = 2.2 \times 10^5 \), the experiment shows that flow past the smooth surface \( (k_s/D = 75 \times 10^{-5}) \) is still subcritical. Both the present method and Langel’s in OpenFOAM also predict the flow as laminar. A substantial increase of the \( Fro \) can be observed due to the laminar separation in the experiment. However, the reduced \( Fro \) at the separation region is calculated by the time-averaged numerical simulations. At \( k_s/D = 300 \times 10^{-5} \), the laminar-turbulent transition occurs about \( \theta = 27^\circ \) in the experiment. It is consistent with the result of skin friction shown in Fig. 4 and Fig. 5. The turbulent flow is found for the cylinders with the highest roughness case for
both results of the experiment and the present method. The peak and overall distribution of $Fro$ obtained by the present method are well-matched with the experimental data under various roughness height. In contrast, the transition onsets are impeded for both cases of $k/D = 300 \times 10^{-5}$ and $900 \times 10^{-5}$ when Langel et al.’s model is applied. Regardless of the roughness heights, the transition onset is shifted to about $45^\circ$ down-stream. Langel et al.’s model shows the limitations to capture the distributions and peak values.

![Distributions of Frossling number ($Fro = Nu/\sqrt{Re}$) on the roughened circular cylinder ($Re = 2.2 \times 10^5$, $Pr_l = 0.72$)](image)

One thing to be improved from the current method is that the transition onset is somewhat impeded. It is discovered that nonzero $k$ at the wall and the roughness amplifier $(A_r)$ can trigger early onset of transition. As a result the present method accurately predicts the distributions of skin friction and heat transfer rate without any modifications to the transport equation or boundary conditions— regardless of the application (e.g. flat plate or circular cylinder).
In addition, the overall distributions and peaks of both skin friction and \( F_{ro} \) are well predicted against the experiment. The blending function \( (\phi_i) \) for \( k \) in Eq. (16) is linearly correlated as a monotonic function of \( k_s^+ \) because it was derived from the flat plate with critical Reynolds numbers. If this blending function becomes more elaborate and/or certain based on the accumulation of more experiments, the accuracy of the transition onset will be improved. The other thing to note is that the present method predicts the distributions of \( F_{ro} \) on the circular cylinder without correlating the \( Pr_t \).

3.3 Ice Accretion Shapes

The ice accretion shapes on NREL phase VI blades are predicted by using WISE with the suggested turbulent model. The freestream velocity of 7 m/s, LWC of 0.5 g/m³, MVD of 20 \( \mu \)m, icing exposure time of 30 min, and temperature of 270.15 K are considered, respectively. The tip speed ratio is 5.4. The single-shot icing computational strategy is applied, without the surface smoothing procedure in the ice-growth module in this study. Although WISE is able to consider the multi-shot method [19]; this is because the single-shot method significantly reduces computational cost compared to the multi-shot method. Furthermore, it was revealed that there were no dramatic differences in ice shapes, such as horns, in previous studies using FENSAP-ICE and WISE [17,19].

The number of grid points in each blade section is roughly 100–120, with the number of grid points per area decreasing toward the outboard. The absence of surface smoothing of ice accretion shapes, and the relatively small number of grid points on the outboard, can yield a large angular ice shape; however, these modelling choices are sufficient to capture the maximum ice thickness, ice growth direction, and icing limits. To capture the velocity profile near walls, ten prism layers with a growth rate of 1.2 are applied, and with wall \( y^+ \) values kept below 5—equivalent to the \( y^+ \) values applied to predict the skin friction on the
cylinder shown in Figs. 4 and 5. About 6 million grid cells are used with a three-
dimensional cylindrical computational domain. More details about the grid system are
described in [19].

To determine the surface roughness, various models were suggested. The roughness
models based on the ambient meteorological parameters proposed in LEWICE [49] and
freezing fraction modified in LEWICE 3.2 [50] are practical. In LEWICE 3.2 [50], the
surface roughness can be determined as a function of the freezing fraction at the stagnation
point. However, the roughness model based on the freezing fraction has a few limitations.
First, it is difficult to define a stagnation point or line on a 3D blade, such as in the tip
region where the 3D effect cannot be ignored. Second, it requires tremendous
computational resources. To obtain the converged freezing fraction and surface roughness,
several iterations are required through the aerodynamic, droplet field, and thermodynamic
modules. These iterative calculations are a computational burden for 3D icing simulations,
even when the single-shot method is applied to obtain the ice accretion shape.

Due to the aforementioned disadvantages of the roughness model based on the freezing
fraction, in our study we applied the surface roughness model suggested by LEWICE [49].
The surface roughness can be determined as the function of the ambient temperature,
LWC, MVD, and velocity. The sectional surface roughness varies in the spanwise
direction, as the sectional velocity increases linearly. Although a constant non-
dimensionalized surface roughness \( \frac{k_s}{D} = 95 \times 10^{-5} \), which is taken at \( r/R = 75\% \), is
applied for the entire blade as the reference value, the \( k_s/D \) matches the mid- and tip
sections to within 8%. Since the surface roughness model only requires an ambient
meteorological parameter, the surface roughness can advantageously be determined as
initial input to the simulation without any iterative calculations.
Figure 6 shows the ice accretion shapes on NREL phase VI blades, at three different spanwise positions; results from the fully turbulent (modified Spalart-Allmaras) model, the new method developed here (transitional model), and the FENSAP-ICE model (modified Spalart-Allmaras with a trip term) are compared. It is clearly seen that our proposed transitional method very well predicts the icing limit on the upper surface compared to FENSAP-ICE, while the fully turbulent model underpredicts the icing limit significantly. For example, the suggested turbulent model and FENSAP-ICE predict the upper limit on $s/c = 0.049$ and 0.064, while the fully turbulent model underpredicts the upper limit on $s/c = 0.029$ and 0.036 at $r/R$ of 46.7% and 63.3%, respectively. Here, $c$ is the sectional chord length, and $s$ is the distance from the stagnation point marked with circles in Fig. 6. Negative $s$ means lower surface. In the tip region at $r/R = 80.0\%$, the discrepancy is getting bigger between the current turbulent model and the fully turbulent model. The discrepancies of the icing limit on the lower surface are even larger between the fully turbulent model, the proposed turbulent model, and FENSAP-ICE as it is shown in Fig. 6.

FENSAP-ICE used the modified Spalart-Allmaras model with a trip term [20], which plays a role in explaining the flow transition from laminar to turbulent, while the previous WISE [19] used the Spalart-Allmaras model without the trip term. The Spalart-Allmaras model with a trip term is widely used in ANSYS Fluent (ANSYS Inc., 2017). It is because it offers higher computational stability and reliability compared to other turbulence models [6,51,52]. It has the advantage to predict the flow transition by designating the tripping points for two-dimensions or tripping lines for three-dimensions where the transition on-set positions are expected. However, the accuracy of the solution depends on the tripping points or lines selected by users. Therefore, there is an uncertainty that depends on user experience.
On the other hand, the previous version of WISE adopts the modified Spalart-Allmaras model, which includes a fully turbulent assumption with the surface roughness. Except for the trip term, the turbulent model of the previous WISE is identical to that of FENSAP-ICE. To reduce the uncertainty associated with the expertise of the users, the trip term is removed. As mentioned in the introduction section, flow transition has been observed in WISE as well as in the other study [22], even in the tip region. When our new turbulent transitional model is applied, the ice accretion shapes agree well with FENSAP-ICE; WISE with the suggested transition model captures the basic flow perturbations induced by the roughness due to ice accretion, without need for specifying tripping points (or lines).

Our previous study [19] compared the rime ice accretion shapes obtained by FENSAP-ICE and WISE. The rime ice condition was applied while keeping the same icing and operating conditions of the present study, except for the temperature of $-15\,^\circ\text{C}$. In the rime ice condition, the previous study found no significant difference from the presently used glaze ice condition. It is well known that the local ice accretion rate is mainly controlled by the local convective heat transfer [53]. Thus the previous study emphasized improvement of the turbulence model, which can account for the flow transition induced by surface roughness since the local heat transfer rate is determined by the turbulence model.
Fig. 6 Ice accretion shapes under glaze ice conditions; present method (thin red), fully turbulent [19] (thin black), and FENSAP-ICE [17] (dotted).

To clearly show the reason for the improvement due to the application of the transitional turbulence model, distributions of heat transfer rate are plotted in Fig. 7. Over all sections of the blade, peaks of heat transfer coefficients predicted by the transition model exceed those from the fully-turbulent rough Spalart-Allmaras model. Knopp et al. [29] directly compared their method with the modified Spalart-Allmaras turbulence model [14]. The modified Spalart-Allmaras turbulence model consistently underestimated the skin friction on the various roughened flat plates compared to their method. It can be expected that the modified Spalart-Allmaras turbulence model predicts lower heat transfer rates compared to the present method (which employs the method suggested by Knopp et al. [29]), as thermal boundary layers behave analogously to momentum boundary layers in this application. As shown in Fig. 7, the present method applying the boundary condition...
proposed by Knopp et al. [29] yields a higher heat transfer rate than the modified Spalart-Allmaras turbulence model.

Because of the low convective cooling along the blade, the length of ice horns was unpredictable, and the runback water did not freeze sufficiently when the fully turbulent model was applied. In the results of the transition model, the second peaks on the upper surfaces can be observed. The locations of the second peak coincide with the icing limits on the upper surfaces. The high value of the second peak prevents the progression of the runback water. On the lower surface, the low-heat transfer rate is maintained before the transition onset. The runback water can flow along a wide range of lower surface.

![Graph showing heat transfer rates and icing limits](image_url)
Fig. 7 Distributions of heat transfer rate ($h_c$) and ice accretion shapes; present method and fully turbulent [19]
4. Conclusion

This work aims to develop and improve the understanding and modeling of aerodynamic phenomena affecting turbine blades (or wings) that have experienced ice accretion. We extend the Langtry-Menter [21] turbulence transition model, coupled with a transport equation for roughness amplifier, by applying boundary conditions for turbulent kinetic energy ($k$) and specific dissipation rate ($\omega$) suggested by Knopp et al. [29]; this allows prediction of flow transition and distributions of skin friction for a rough surface. To validate the present method, the distributions of skin friction coefficients and heat transfer for a roughened flat plate and circular cylinder are compared with numerical and experimental data. Finally, the modified transition model is applied within the aerodynamic module of a wind turbine icing simulation code. The ice accretion shapes obtained using both fully turbulent and modified transition models are compared.

Although the boundary conditions were originally designed for $k$-$\omega$ SST turbulence models to account for wall roughness under the assumption of fully developed turbulence, the distributions of skin friction and transition onset position of the present method match well with experimental results. In particular, the present method shows a significant improvement in the peak value of skin friction on the circular cylinder. Since the blending functions of $k$ and $\omega$ prevent the growth of $k$ and $\mu_t$ in laminar regions which have a significant viscous sublayer, the latter does not significantly affect the prediction of the flow transition. Since the value of $k$ at the wall, which was always treated as 0 in the previous studies, was corrected to be close to the log-layer value, more accurate $k$ and $\mu_t$ could be predicted for the fully roughened surface.

The present method overpredicts the distributions of skin friction in the low Reynolds condition, where the flow remains laminar. The Langtry-Menter transition model [21]
coupled with a transport equation for roughness amplifier is corrected for the flow transition. The roughness amplifier tends to maintain the high value of intermittency, even in laminar regions. To improve the accuracy of the present method for low Reynolds number conditions, it is necessary to modify not only the boundary conditions, but also the transport equation for roughness amplifier.

Our extended RANS turbulence model implementation, which can consider the flow transition induced by surface roughness, is applied for wind turbine icing simulation. The newly modified model can more accurately predict ice accretion shapes at various sections, compared to the fully turbulent model. The icing limits of WISE on both upper and lower surfaces are well-matched with those of FENSAP-ICE, which uses the trip term that can explain the flow transition. The present turbulent model exhibits the advantage that it provides a consistent result, without needing to be tuned by the user.

The newly updated turbulent model is applied for wind turbine icing. Since this newly modified turbulent model can be generalized to various problems that require consideration of the flow transition induced by surface roughness, it is expected to be used not only for icing but also for attachment of insects and/or dust, and surface erosion.
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16 Nomenclature

17 \( A_r \) = roughness amplifier
18 \( \beta_k \) = constant in the k-\( \omega \) model, 0.09
19 \( c_f \) = skin friction coefficient (\( \tau_w/0.5\rho U_\infty^2 \))
20 \( C_p \) = specific heat
21 \( c_p \) = pressure coefficient
22 \( D \) = cylinder diameter, 0.15m
23 \( \Delta u \) = vertical shift if the logarithmic velocity profile
24 \( Fro \) = Frossling number (\( Nu/\sqrt{Re} \))
25 \( \gamma \) = intermittency [dimensionless]
26 \( h_c \) = heat convection coefficient, W/m\(^2\)-K
27 \( h_f \) = height of water film, m
28 \( k \) = turbulent kinetic energy, m\(^2\)/s\(^2\)
κ = von Kármán constant
ks = surface roughness, m
ks⁺ = non-dimensional sand-grain roughness (√τw/ρ·ks/v)
L_fus = latent heat of fusion, 334 kJ/kg
L_vap = latent heat of vaporization, 2,270 kJ/kg
LWC = liquid water contents, g/m³
MVD = median volume diameter, µm
μ = viscosity, Pa·s
m_{com} = impinging water rate, kg/s·m²
m_{ice} = accumulated ice rate, kg/s·m²
m_{eva} = evaporative mass, kg/s·m²
ν = kinematic viscosity, μ/ρ
Nu = Nusselt number
Pr = Prandtl number
ω = specific dissipation rate, 1/s
Re = Reynolds number
Reθt = transition onset momentum-thickness Reynolds number (based on freestream conditions)
Re₀θt = transition onset momentum-thickness Reynolds number (obtained from a transport equation)
ρ = density, kg/m³
t = time, s
T = temperature, K
T_{eq} = equilibrium temperature, °C
τ_w = shear stress on the water film from air, Pa
U_f = mean velocity vector of water film, m/s
V = volume, m³

subscript
a = air properties, absolute frame
d = droplet properties
e = edge of boundary layer
i = ice properties
∞ = freestream properties
k = group of droplet diameter
l = laminar
sat = saturated condition
t = turbulent
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- A flow transition model for the roughened blunt body
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