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Dark-field X-ray microscopy is a new full-field imaging technique that non-destructively maps the structure and local strain inside deeply embedded crystalline elements in three dimensions. Placing an objective lens in the diffracted beam generates a magnified projection image of a local volume. We provide a general formalism based on geometrical optics for the diffraction imaging, valid for any crystallographic space group. This allows simulation of diffraction images based on micro-mechanical models. We present example simulations with the formalism, demonstrating how it may be used to design new experiments or interpret existing ones. In particular, we show how modifications to the experimental design may tailor the reciprocal-space resolution function to map specific components of the deformation gradient tensor. The formalism supports multi-length scale experiments, as it enables DFXM to be interfaced with 3DXRD. The formalism is demonstrated by comparison to experimental images of the strain field around a straight dislocation.

1. Introduction

Dark-field X-ray microscopy (DFXM) is a novel full-field imaging technique that non-destructively maps the 3D structure, orientation and strain of deeply embedded crystalline elements, such as grains or domains (Simons et al., 2015; Poulsen et al., 2017; Poulsen, 2020). Direct-space images are formed by placing an X-ray objective lens along the diffracted beam, affording a spatial resolution on the order of 100 nm, while maintaining a working distance between the sample and X-ray objective lens that is in the cm-range. The magnification and field of view can be adjusted by “zooming” in or out (a.k.a. changing the magnification), like other classical one-lens microscopes. The first implementation of a dedicated microscope was recently installed on beamline ID06 of the European Synchrotron Radiation Facility (Kutsal et al., 2019). Since its installation, the microscope at ID06 has been used to study domain evolution in ferroelectrics (Simons et al., 2018), the austenitic transformation in shape memory alloys (Bucsek et al., 2019), recovery in metals (Mavrikakis et al., 2019; Ahl et al., 2020), embedded particles in steel (Hushko et al., 2020), visualization of dislocation structures (Jakobsen et al., 2019; Dresselhaus-Marais et al., 2020), and the structure of biominerals (Cook et al., 2018). For related work at beamline ID01, ESRF, see Hildhorst et al. (2014) and Zhou et al. (2018).

DFXM is conceptually similar to dark-field electron microscopy in transmission electron microscopy (TEM), which is used to selectively image strain and orientation across materials science, physics, geoscience and numerous other fields (Williams & Carter, 1996; Nellist, 2000; Ruben et al., 2005). Given its versatility, TEM based modalities based on e.g. the insertion of apertures in the back focal plane of the objective have been adapted to DFXM to extend the use of such methods to bulk materials (Poulsen et al., 2018; Jakobsen et al., 2019).

While TEM and the analogous X-ray microscopy experiments are conceptually similar, the interaction cross sections and optical components give rise to differences between measurements with these two probes:

- **Penetration.** As DFXM uses high energy X-rays, it can penetrate through samples that are hundreds of micrometers thick. In contrast, TEM studies are limited to thin foils with a thickness of a few hundred nanometers. DFXM can therefore be used to acquire 3D movies of the structural evolution within bulk materials while they are processed. For example, in hierarchically structured materials, it is crucial to study how the sample evolves over all relevant length scales.

- **Numerical aperture.** X-ray objective lenses have numerical apertures, NAs, that are ~0.001 (covering a solid angle of ~1 mrad). The spatial resolution of DFXM is therefore fundamentally limited by the Abbe diffraction theorem to tens of nanometers. The small NA of the X-ray objective also implies that it acts as a very effective filter, in both real space and reciprocal space, of stray diffraction signals, suppressing unwanted overlap and isolating an individual deeply-embedded structural element of interest. In contrast, TEM provides atomic resolution due...
to a combination of a much larger NA and a shorter wavelength.

- Extinction length. Strong interactions between electrons and atoms have historically limited quantitative analysis of TEM data due to the associated challenges. In contrast, high-energy X-rays have extinction lengths that are three orders of magnitude longer, making it easier to design studies that are well described by kinematical diffraction theory. This simplifies quantitative analysis for DFXM substantially.

- Strain mapping. Determination of elastic strains in electron microscopy is feasible but non-trivial and subject to inaccuracies caused by a limited angular resolution and/or dynamical scattering effects (Wilkinson & Britton, 2012). In contrast, DFXM exhibits a high angular resolution, enabling it to map components of the strain field with high sensitivities of $10^{-4}$ or better. However, DFXM probes only one reflection meaning that not all strain components are accessible simultaneously.

The primary differences in resolution and interaction efficiency enable DFXM to resolve a quantitative and detailed view of bulk crystals that is not attainable with DF-TEM. For this reason, the main thrust for DFXM in the future is likely to be 3D multiscale studies of microstructure and local strain evolution in hierarchically organized crystalline materials such as metals, ceramics, rocks and bones. As it can provide high-fidelity quantitative results, DFXM can be directly compared to 3D simulations in terms of the deformation gradient tensor, $\mathbf{F}$, which combines rotation and strain degrees of freedom. Moreover, $\mathbf{F}$ comprises 9 independent components while a single experiment of DFXM can only probe three along a single diffraction peak. For DFXM studies to characterize individual dislocations (their Burgers vector and line direction) or other important defects or boundaries based on the limited information about $\mathbf{F}$, a more rigorous forward model is required. We currently lack a formalism for a forward model that can simulate contrast in DFXM images based on an input voxelated $\mathbf{F}$ tensor field. With such a model, the inverse problem may then be solved by iteratively comparing simulated and experimental images, while changing parameters in the materials model. (A recent demonstration of such fitting of materials parameters from 3D movies was provided by Zhang et al. (2020) for the case of 3D grain growth in Fe using DCT. More than 1000 materials parameters were determined simultaneously.)

In this paper, we revisit the diffraction imaging formalism of DFXM to address the issues mentioned above. The approach is inspired by similar work for 3DXRD, in particular work by Bernier et al. (2011). Using the same symbols as much as possible, the presentation below allows a direct coupling between DFXM and 3DXRD algorithms. In this way, the methods may be used successively (on the same instrument) to first map all the grains in a sample with 3DXRD, then use DFXM to map a single grain with higher resolution in direct space. The formalism in this work is valid for all crystalline space groups. The equations are then given to construct a forward model of the output from continuum mechanics simulations, taking into account the highly anisotropic reciprocal-space resolution function, typically encountered with DFXM. This is supplemented by presentation of a Monte Carlo code that may be used both to sample the full form of the instrumental resolution function, $\text{Res}$, and to construct the forward model itself.

We also provide a numerical example of the DFXM image that would be produced by a single $\langle 110 \rangle$ edge dislocation in FCC aluminum, as derived from the long-range displacement gradient field emanating from the core. Such studies may be used both to understand contrast mechanisms, to optimize the microscope’s configuration and to perform quantitative data analysis. The result is compared to experimental data.

## 2. The Geometry of DFXM
The geometry of DFXM is presented in detail in Poulsen et al. (2017). The layout is illustrated in Fig. 1 along with a nearly monochromatic and nearly collimated X-ray beam with average wavevector \( \vec{k}_0 \) illuminates the sample. This beam may be condensed in the vertical and horizontal direction to generate a beam with a divergence that has a width of \( \Delta \zeta_v \) and \( \Delta \zeta_h \), respectively. The energy bandwidth is assumed to be Gaussian with a full-width half maximum (FWHM) of \( \Delta E / E \).

The goniometer is designed to access diffraction angles in a nearly vertical scattering geometry, and probe reciprocal space only in the immediate vicinity of a given reflection \((h, k, \ell)\). The current implementation of DFXM at ID06, ESRF achieves this by moving the sample along a combination of \( \mu, \omega, \chi \) and \( \phi \) rotation stages, see Fig. 1. The direction of the diffracted beam is characterized by the scattering angle, \( 2\theta \), and the azimuthal angle, \( \eta \). We shall assume that \( \eta = 0 \) and \( 2\theta = 2\theta_0 \) for the nominal \((h, k, \ell)\) reflection. The corresponding average wavevector of the diffracted beam is \( \vec{k}_d \).

The optical axis of an X-ray objective is aligned to the diffracted beam for the nominal \((h, k, \ell)\) value to produce a magnified image (inverted in both directions) on the 2D detector. The key attributes of the objective that are important to this study are the numerical aperture, \( NA \), and the focal distance, \( f_N \). The position and tilt of this objective defines the primary imaging system in DFXM, which is associated with an object plane inside the sample (at the pivot point of the goniometer - see Fig. 2) and an image plane coinciding with the plane of the detector. Distance \( d_1 \) spans from the object plane to the entry point of the objective and \( d_2 \) is the distance from the exit point of the objective to the detector. The image generated by the objective has an associated magnification, \( M \), and field of view, \( FOV \), and is subject to vignetting and depth of focus issues.

![Figure 1](https://example.com/image1.png)

**Figure 1**

Geometry of the dark-field X-ray microscope at ID06 at the ESRF, as shown in the laboratory coordinate system, \((x_f, y_f, z_f)\). We define the optical axis before the sample (shown by the red line) as the average ray of the incident X-ray beam (corresponding to the average wavevector \( \vec{k}_0 \) depicted as a blue arrow). We define an additional optical axis that traverses through the objective lens (CRL), which is collinear with the average diffracted ray and its corresponding wavevector \( \vec{k}_d \). The pivot point of the goniometer and sample is coincident with the intersection of the two optical axes. Vector \( \vec{Q} \) defines the local scattering vector at a given point \( \vec{r}(x, y, z) \) within the sample, and may be parameterized by the scattering angle \( 2\theta \), the azimuthal angle \( \eta \) and the length of the vector \( \vec{Q} \). The value of \( \vec{Q} \) is related to the spacing of the lattice plane being measured, \( d_{hkl} \), and the X-ray wavelength, \( \lambda \), by Bragg’s law. The goniometer is associated with a base tilt, \( \mu \), an \( \omega \)-rotation around \( \vec{Q} \) and two tilts, \( \chi \) and \( \phi \).

3. Formalism for Diffraction

3.1. Coordinate Systems

We initially define five orthonormal coordinate systems in direct space and their corresponding collinear coordinate systems in reciprocal space. These systems describe the relationship between the orientation of the sample, the crystallography of a grain of interest, the settings of the goniometer and objective, and the position of diffraction spots on the detector. The formalism follows Poulsen (2004) and Jakobsen et al. (2019).

The axes for the lab-based coordinate system are defined in Fig. 1 as \((\hat{x}_f, \hat{y}_f, \hat{z}_f)\). For this system, we define a collinear orthonormal reciprocal space system \((\hat{q}_{\ell x}, \hat{q}_{\ell y}, \hat{q}_{\ell z})\), as depicted with black arrows in Fig. 2. It is natural to express the incident beam and its properties in this system.
Sec. 3.1 in reciprocal space. These correspond to: (black) the lab system, (red) imaging system, and (blue) the imaging system. All vectors except for $\hat{q}_0$ are unit vectors and all vectors except $\hat{q}_{l,s}$ lie in the $q_{l,s}-q_{l,i}$ plane that is shaded translucent grey. The object plane is shown in orange and its normal vector lies along $\hat{q}_{\text{rock}'}$.

It is natural to express the position and orientation of the objective, as well as its corresponding geometrical optics properties, in the imaging system, which is rotated by $2\theta$ around the $\hat{q}_s$ axis with respect to the lab system. We define a collinear orthonormal reciprocal-space coordinate system, $(\hat{q}_{\text{rock}'}, \hat{q}_{\text{roll}}, \hat{q}_{20})$. This has two coordinate axes, $\hat{q}_{\text{roll}}$ and $\hat{q}_{20}$, that span the object plane, as shown by the arrows in the orange object plane shown in Fig. 2. In this system, $\hat{q}_{\text{rock}'}$ is parallel to the optical axis of the objective, which is collinear with the nominal $\hat{k}_d$.

Next, the orthonormal crystal reference system, shown with red arrows in Fig. 2, is defined by $(\hat{q}_{\text{rock}}, \hat{q}_{\text{roll}}, \hat{q}_l)$, with $\hat{q}_l$ parallel to the nominal $(h,k,l)$ lattice vector, and with $\hat{q}_{\text{roll}}$ perpendicular to the vertical scattering plane (along the $\hat{q}_{l,s}-\hat{q}_{l,i}$ plane shown in grey in Fig. 2). The rotation axis parallel to $\hat{q}_{\text{roll}}$ is the so-called “rolling” direction. As we did for the two other systems, we will also refer to the crystal system in terms of its collinear system in direct space.

As mentioned above, the laboratory, imaging and crystal coordinate systems all have collinear real- and reciprocal-space vectors. We shall denote position vectors in the three spaces as $\vec{r}_l$, $\vec{r}_i$ and $\vec{r}_i$, respectively. Likewise, we will denote diffraction vectors in the three spaces as $\vec{Q}_l$, $\vec{Q}_i$, and $\vec{Q}_i$, respectively.

Transformations between the three direct-space coordinate systems are given in Eq. 1, and transformations between the three reciprocal-space coordinate systems are given in Eq. 2, where

\[
\vec{r}_l = \Theta \cdot \vec{r}_i = \Theta^2 \cdot \vec{r}_i \\
\vec{Q}_l = \Theta \cdot \vec{Q}_i = \Theta^2 \cdot \vec{Q}_i \\
\Theta = \begin{pmatrix}
\cos(\theta_0) & 0 & \sin(\theta_0) \\
0 & 1 & 0 \\
-\sin(\theta_0) & 0 & \cos(\theta_0)
\end{pmatrix}.
\]

Next, we introduce a fourth orthonormal direct-space coordinate system called the sample system, which is fixed to the sample — again with a corresponding collinear reciprocal space system. The relationship between this system and the lab system is determined by the positions of the different goniometer stages. We identify the sample systems by the subscript $s$. Position vectors and diffraction vectors in the sample and lab systems are related by (eq. 75 in Poulsen et al., 2017)

\[
\vec{r}_s = \Gamma \cdot \vec{r}_l \\
\vec{Q}_s = \Gamma \cdot \vec{Q}_l \\
\Gamma = M \cdot \Omega \cdot X \cdot \Phi.
\]

Here $\Gamma$ is the combined rotation matrix related to the $\Phi(\phi)$, $X(\chi)$, $\Omega(\omega)$ and $M(\mu)$ rotation stages of the goniometer (see Fig. 1). Eq. 5 represents the fundamental correlation between the measurements and the crystallography of the sample.

Finally, we shall assume that the sample is comprised of a set of crystallographic elements such as grains, domains or sub-grains. We shall assume one of these is of specific interest, and for simplicity we shall call this a “grain”. Hence, we define a fifth orthonormal direct space system, the grain system, which is fixed to this selected grain of interest — and a collinear system in reciprocal space. These are identified by subscript $g$. Positions and diffraction vectors in the sample and grain systems are related by

\[
\vec{r}_g = U \vec{r}_s \\
\vec{Q}_g = U \vec{Q}_s.
\]

As usual, crystal symmetry must be taken into account, meaning that $U$ maps to the equivalence class

\[
U^* = U \cdot S^{(i)} \quad \forall i \in [1,N],
\]

where $N$ is the number of members in the relevant symmetry group $S \subset SO(3)$. Typically one operates in what is known in the literature on texture as the fundamental zone: the member that comprises the origin of $SO(3)$ (see, e.g., p. 28 in Poulsen, 2004).

Given the small range of reciprocal space probed by DFXM, it is natural to operate with normalized diffraction vectors (in any of the systems)

\[
\vec{q} = \frac{\vec{Q} - \vec{Q}_0}{|\vec{Q}_0|}.
\]

These dimensionless quantities are directly related to strain components, as we shall see later.
3.2. The Simplified Geometry

For simulations, it is often relevant to consider the simplest case, with a perfect alignment, where DFXM is performed in a Simplified Geometry, with \( \mu = \theta_0 \), \( \omega = 0 \) and \( \chi = 0 \) fixed, see Poulsen et al. (2017). Moreover we assume that during the experiment, \( \phi \) is defined over a small range centered around \( \phi = 0 \). In this case, as \( \omega = 0 \), the axes of rotation that define \( \mu \) and \( \phi \) are collinear. Consequently, we can express all coordinate transforms as simple rotations, \( \Gamma = \mathbf{M}(\theta_0) \cdot \Phi(\phi) = \mathbf{M}(\theta_0 + \phi) \). Furthermore, \( \Theta \) and \( \mathbf{M} \) rotate about the same axis, but in opposite directions such that \( \Theta(\alpha) \cdot \mathbf{M}(\beta) = \mathbf{M}(-\alpha + \beta) = \Theta(\alpha - \beta) \). We have

\[
\hat{\mathbf{Q}}_t = \mathbf{M}(\theta_0 + \phi) \cdot \hat{\mathbf{Q}}_s; \tag{11}
\]

\[
\hat{\mathbf{Q}}_c = \Theta(\theta_0) \cdot \mathbf{M}(\theta_0 + \phi) \cdot \hat{\mathbf{Q}}_s = \mathbf{M}(\phi) \cdot \hat{\mathbf{Q}}_s; \tag{12}
\]

\[
\hat{\mathbf{Q}}_r = \Theta^2(\theta_0) \cdot \mathbf{M}(\theta_0 + \phi) \cdot \hat{\mathbf{Q}}_s = \mathbf{M}(-\theta_0 + \phi) \cdot \hat{\mathbf{Q}}_s; \tag{13}
\]

with

\[
\mathbf{M}(\alpha) = \begin{pmatrix} \cos(\alpha) & 0 & -\sin(\alpha) \\ 0 & 1 & 0 \\ \sin(\alpha) & 0 & \cos(\alpha) \end{pmatrix}. \tag{14}
\]

Transformations in direct space are governed by similar expressions.

3.3. Diffraction formalism

From the definition of reciprocal space, the diffraction vector \( \hat{\mathbf{Q}}_s \) is related to Miller indices \( (h,k,\ell) \) by \( \hat{\mathbf{Q}}_s = \mathbf{B} (h,k,\ell) \). Following Busing & Levy (1967), the tensor \( \mathbf{B} \) comprises the reciprocal-space lattice parameters \( (a^*, b^*, c^*, \alpha^*, \beta^*, \gamma^*) \) as

\[
\mathbf{B} = \begin{pmatrix} a^* & b^* \cos(\gamma^*) & c^* \cos(\beta^*) \\ 0 & b^* \sin(\gamma^*) & -c^* \sin(\beta^*) \cos(\alpha) \\ 0 & 0 & c^* \sin(\beta^*) \sin(\alpha) \end{pmatrix}. \tag{15}
\]

with

\[
\cos(\alpha) = \frac{\cos(\beta^*) \cos(\gamma^*) - \cos(\alpha^*)}{\sin(\beta^*) \sin(\gamma^*)}. \tag{16}
\]

In summary, this gives the result that

\[
\hat{\mathbf{Q}}_s = \mathbf{U} \mathbf{B} \begin{pmatrix} h \\ k \\ \ell \end{pmatrix}. \tag{17}
\]

For an undeformed crystal, with negligible divergence and energy spread of the incoming beam, the diffraction vector \( \hat{\mathbf{Q}}_s \), in the sample system is related to the experimental observables by (eq. 40 in Poulsen et al., 2017)

\[
\hat{\mathbf{Q}}_t = \Gamma \hat{\mathbf{Q}}_s = \begin{vmatrix} -\sin(\theta) \\ -\cos(\theta) \sin(\eta) \end{vmatrix} \cos(\theta) \cos(\eta) \tag{18}
\]

\[
\left| \hat{\mathbf{Q}} \right| = \left| \mathbf{B} \begin{pmatrix} h \\ k \\ \ell \end{pmatrix} \right| = \frac{4\pi}{\lambda} \sin(\theta). \tag{19}
\]

Here the right hand part of the last equation represents Bragg’s law.

For the simplified geometry introduced in Section 3.2, and with \( \Delta \theta = \theta - \theta_0 \), Eqs. 11, 12, 18 and 19 reduce to

\[
\hat{\mathbf{Q}}_s = \begin{pmatrix} \phi - \Delta \theta \\ -\cos(\theta_0) \eta \end{pmatrix}. \tag{20}
\]

4. Relation Between Micro-Mechanical Models and Reciprocal Space

In this section, we derive a revised diffraction formalism, based on the micro-mechanical concepts of the reference, undeformed sample and its corresponding crystal lattice — which we identify with a subscript 0 — and a deformed sample and its crystal lattice — with no subscript.

4.1. Definitions from Elasticity Theory

The deformation of a sample is typically described using elasticity theory from continuum mechanics, which we apply here to the lattice of a grain. To express a material’s deformation mechanics in reciprocal space, we begin by constructing a micro-mechanical model that is formulated in terms of the deformation gradient tensor, \( \mathbf{F} \), which we define initially in the direct-space grain system, \( \mathbf{F} \). For a deformed specimen, \( \mathbf{F} \) varies with the position in the sample, as its components are defined as \( F_{ij} = \partial x_i / \partial X_j \), making it a tensor field. The transformation

\[
\mathbf{r}_g = \mathbf{F} \mathbf{r}_{g,0} \tag{21}
\]

relates a position in the undeformed reference system \( \mathbf{r}_{g,0} \) to the same vector in the deformed system, \( \mathbf{r}_g \).

In constructing the model, we assume the direct-space lattice parameters in the undeformed state, \( (a_0, b_0, c_0, \alpha_0, \beta_0, \gamma_0) \), are known but different from the analogous parameters in the deformed state, \( (a, b, c, \alpha, \beta, \gamma) \). We can therefore express the deformed lattice in direct space analogously to Eqs. 15 and 16 by the metric

\[
\mathbf{A} = \begin{pmatrix} a & b \cos(\gamma) & c \cos(\beta) \\ 0 & b \sin(\gamma) & -c \sin(\beta) \cos(\alpha) \\ 0 & 0 & c \sin(\beta) \sin(\alpha) \end{pmatrix}. \tag{22}
\]
with
\[
\cos(\alpha^*) = \frac{\cos(\beta) \cos(\gamma) - \cos(\alpha)}{\sin(\beta) \sin(\gamma)}.
\]
(23)

Note that \( A^T \cdot B = I \), where \( I \) is the identity tensor and \((\ldots)^T\) symbolizes transposition.

Similarly, the undeformed state may be described by \( A_0 \), such that
\[
A = F^s A_0.
\]
(24)

We note that, by definition, \( A \), and \( A_0 \) refer to the direct-space grain systems, whereas \( B \) and \( B_0 \) refer to the reciprocal-space grain systems.

Alternatively, we can formulate the micro-mechanical model in terms of the displacement gradient tensor, \((\nabla u)^s\), where \( F^s = (\nabla u)^s + I \). Both \( F^s \) and \((\nabla u)^s\) can be written as \( 3 \times 3 \) matrices with 9 independent components. The components of the tensor \((\nabla u)^s\) are defined as \((\nabla u)^s_{ij}\), for displacement in direction \( j \) of the basis vector \( i \).

Using polar decomposition, \( F^s \) can be split into a symmetric stretch tensor and a rotation tensor in two ways,
\[
F^s = RT = VR,
\]
(25)
where \( R \) is the rotation tensor, \( T \) is the right stretch tensor and \( V \) is the left stretch tensor (Ciarel, 2004; Chadwick, 1999).

For small deformations \( V = RTR^{-1} \approx T \), and the product can be approximated as a sum,
\[
F^s = \varepsilon^s + \omega^s + I,
\]
(26)
where the symmetric tensor \( \varepsilon^s \) is the Biot strain tensor,
\[
\varepsilon^s_{ij} = \frac{1}{2} \left( (\nabla u)_{ij}^s + (\nabla u)^s_{ji} \right) = \frac{1}{2} (T_{ij} + T_{ji} - I_{ij}),
\]
(27)
where \( T_{ij} \) and \( T_{ji} \) are components of the right stretch tensor defined in Eq. 25.

From Eq. 27, it follows that the strain tensor is a symmetric tensor with 6 independent components. The tensor \( \omega^s \) thus defines the antisymmetric part of \((\nabla u)^s\), which corresponds to the rotation tensor in the additive decomposition of \((\nabla u)^s\).

The tensors \( F^s \), \((\nabla u)^s\), and \( \varepsilon^s \) are all defined in the grain system. Similar definitions apply in, e.g., the sample system. The corresponding tensors in the sample system can be found by rotating the tensors. From Eqs. 21 and 8 it follows that the deformation gradient tensor in the sample system, \( F' \), is
\[
F' = U F^s U^T.
\]
(28)

4.2. Expressing Deformations in Reciprocal Space

Following Bernier et al. (2011), our next step is to determine the equivalent micro-mechanical model for a deformed lattice in reciprocal space. We assume that the deformation gradient tensor in the grain system, \( F^s \), is specified. In this case, then
\[
B = (A^T)^{-1} = ((F^s A_0)^T)^{-1}
\]
\[
= (A_0^T (F^s)^T)^{-1} = ((F^s)^T)^{-1}(A_0^T)^{-1}
\]
\[
= (F^s)^{-T} B_0.
\]
(29)

where \(^2(\ldots)^{-T} = ((\ldots)^T)^{-1}. \) In general, the deformed \( A \) and \( B \) will not have the triangular shapes of Eqs. 15 and 22.

Eq. 17 is valid for both deformed and undeformed systems. Using \( B \) in this section to describe the deformed system, and inserting Eq. 29 in Eq. 17 we get for the deformed diffraction vector
\[
\tilde{Q}_s = U (F^s)^{-T} B_0 \begin{pmatrix} h \\ k \\ \ell \end{pmatrix}.
\]
(30)

As before, \( U \) maps to the relevant symmetry equivalence class, cf. Eq. 9.

To simplify notation, we define
\[
H^s = (F^s)^{-T} - I \approx -(\nabla u)^s \],
(31)
to describe our micro-mechanical model in a form that can easily be adapted to the corresponding reciprocal-space components. Inserting this in Eq. 30, we obtain an equation for the reciprocal lattice vectors at each position in the sample
\[
\tilde{q}_s = U H^s \frac{B_0}{|B_0 \cdot (h, k, \ell)^T|} \begin{pmatrix} h \\ k \\ \ell \end{pmatrix}.
\]
(32)

For reference, if \( F \) is defined in the sample space as \( F' \), we can define \( H' \), similarly to Eq. 31 and subsequently rotate \( H' \) into the grain system as
\[
H' = U^T H U.
\]
(33)

Most DFXM experiments, probe only one diffraction vector, meaning that the experiment is only sensitive to variation in the deformation fields over a 3D subspace of the 9D space spanned by all components of \( H \). The subspace sampled by DFXM along the \((h, k, \ell)\) lattice vector is defined by the three coupled equations in Eq. 32.

Later we shall see that formulating the reciprocal-space model described in Eq. 32 in the imaging system can simplify the formalism for the forward model. To convert from the sample to the imaging system, we have
\[
\tilde{q}_i = \Theta^2 \Gamma \tilde{q}_s.
\]
(34)

For a cubic crystal symmetry and the case of the grain and sample systems being identical \((U = I)\), the expressions simplify. To describe diffraction from a \((0, 0, \ell)\) reflection,
\[
\tilde{q}_i = \begin{pmatrix} H_{13}^s \\ H_{23}^s \\ H_{33}^s \end{pmatrix};
\]
(35)

\(^2\) Note that for any orthogonal transformation \( F' = R^T F R \), the inverse-transposed transforms as \((F')^{-T} = R^T F^{-T} R \).
Moreover, Eq. 34 reduces to
\[ \mathbf{\Theta^2 T} = \mathbf{M}(-\theta_0 + \phi); \] (36)

Hence,
\[ \tilde{q}_i = \begin{pmatrix} \cos(-\theta_0 + \phi)H_{13}^g - \sin(-\theta_0 + \phi)H_{33}^g \\ H_{23}^g \\ \sin(-\theta_0 + \phi)H_{13}^g + \cos(-\theta_0 + \phi)H_{33}^g \end{pmatrix} \]
\[ \approx \begin{pmatrix} \cos(\theta_0)H_{13}^g - \sin(\theta_0)H_{33}^g \\ H_{23}^g \\ \sin(\theta_0)H_{13}^g + \cos(\theta_0)H_{33}^g \end{pmatrix}. \] (37)

For this simplified system, the signal that comprises images collected by DFXM include contributions that derive from only three components of the full deformation: two shear/rotational and one axial tensor fields, \( \mathbf{H}^g \). Previous DFXM papers have focused on this setting, with resulting mosaicity (shear) and strain scanning results (e.g. Section 5.2 in Poulsen et al., 2017).

For a given micro-mechanical model of a deformed grain, \( \mathbf{A}, \mathbf{B}, \mathbf{F}^g \) and \( \mathbf{H}^g \) typically vary across the grain, making them tensor fields, \( \mathbf{F}^g = \mathbf{H}^g(\tilde{r}) \), etc. For each position in the grain, \( \tilde{r}_i \), each of these tensors may be computed explicitly using the procedure outlined above. With a known set of undeformed lattice parameters (assumed to be constant over the entire grain), one can derive \( \mathbf{A}_0 \), and from this \( \mathbf{B}_0 = (\mathbf{A}_0)^{-T} \). These matrices may then be input into Eq. 32 or Eq. 35 and used as a forward model to express the grain’s deformation field in terms of \( \tilde{q}_i \). Alternatively, the model may be described using Eq. 34 or Eq. 38 to formulate the model in the imaging system, \( \tilde{q}_i \). In this way, we generate vector fields \( \tilde{q}_i(\tilde{r}_i) \) and \( \tilde{q}_i(\tilde{r}). \)

5. Reciprocal-Space Resolution Function

The intensity acquired on the detector can be described as convolution of a model of the diffraction — derived in Section 4 — and an instrumental resolution function, \( \text{Res} \). Both functions are defined in the 6D \( (\tilde{r}, \tilde{q}) \) space: the product of direct and reciprocal space. For a given detector pixel with coordinates \( (\tilde{y}, \tilde{z}) \), we can write the convolutional convolution function as \( \text{Res}(\tilde{r}, \tilde{q}, \tilde{y}, \tilde{z}) \).

As the resolution function is quite complex to describe, we begin by introducing the reciprocal-space components of it for specific positions in the object plane \( (\tilde{y}, \tilde{z}) \) to build intuition. First we derive the “reciprocal-space” resolution function for a position in the sample, \( \tilde{r}_0 \), which lies along the optic axis (a.k.a. the “on-axis” position). Using a Monte Carlo approach to ray tracing simulations, we demonstrate the nature of the remaining function, which varies only in \( \tilde{q} \). We then extend this view to a point in the sample, \( \tilde{r}_i \), that lies off the optic axis (a.k.a. an “off-axis” position) to demonstrate how \( \text{Res} \) varies slightly over the spatial extent of the image.

To simplify the notation, we will define the reciprocal-space version of the resolution function at \( \tilde{r}_0 \) as \( \text{Res}_{\tilde{r}_0}(\tilde{q}) \), then express it as \( \text{Res}_{\tilde{r}_0}^\text{off}(\tilde{q}, \tilde{y}, \tilde{z}) \) to account for an off-axis position, \( \tilde{r}_i \). In all cases, the functions depend on the wavelength \( \lambda \) of the X-rays and the corresponding 2\( \theta \) of the crystal, but not on the goniometer angles, \( \Gamma \) beyond its dependence on the rocking position (in the Simplified Geometry, \( \phi \)). We note that \( \text{Res}_{\tilde{r}_0}(\tilde{q}) \) may be expressed in any of the three orthonormal coordinate systems illustrated in Fig. 2, and point out cases for which specific coordinate systems clarify different aspects of the experiment’s sensitivity.

To compute \( \text{Res}_{\tilde{r}_0}(\tilde{q}) \), we first provide the relevant analytical equations to ray-trace the path of an incident ray through the microscope and onto the detector. In doing this, we constrain our ray-tracing equations to model only the rays that span the divergence and energy bandwidth of the incident beam, the rays within the angular acceptance function of the objective and the rays that can be collected by our detector, based on its specifications and the magnification. We use a Monte Carlo model to sample the intensity on the detector as a function of \( \tilde{q}_i \), thereby deriving a numerical form for \( \text{Res}_{\tilde{r}_0}(\tilde{q}) \).

The reciprocal-space resolution function for DFXM with a CRL as the objective is presented fully in Poulsen et al. (2017) in the sample coordinate system. That work demonstrates that the response described by \( \text{Res}_{\tilde{r}_0}(\tilde{q}) \) varies as a function of position across the object plane. As discussed in Poulsen et al. (2017), the size and shape of \( \text{Res}_{\tilde{r}_0}(\tilde{q}) \) can be varied dramatically with different experimental designs, for example, by scanning \( \phi \) continuously during an exposure or by inserting apertures into the diffracted beam path, e.g. in the back focal plane of the objective. We revisit this discussion, building on it in Section 7.

5.1. Monte Carlo Simulation of Reciprocal-Space Resolution Function

We begin by defining how a collection of rays traverse the DFXM microscope with Monte Carlo simulations. The Monte Carlo simulation procedure operates only in reciprocal space, creating an ensemble of incident rays that comply with the characteristics known for the experiment:

- We define the pointing of an incident ray based on its angular offset from the optic axis, the \( x, y \)-axis, by the angles \( \zeta \), along the vertical axis (\( z \)) and \( \zeta \), along the horizontal axis (\( y \)). The \( \zeta \), and \( \zeta \), distributions are defined experimentally, typically by the divergence of the synchrotron source or condenser optics.
- The incident beam has a non-zero bandwidth, so we express the photon energy of any incident ray as its mean value \( \bar{E} \) plus a deviation, \( \delta E/E \). The \( \delta E/E \) distribution is experimentally defined. ③

Each ray is diffracted with equal angular probability within a solid angle defined by the objective. We parameterize these diffracted rays with angles \( \eta \) and \( 2\theta - 2\theta_0 \), cf. Fig. 1. The likelihood that a diffracted ray with a given direction \( (\eta, 2\theta - 2\theta_0) \) is transmitted to the detector is given by the angular acceptance function of the objective. The diffracted ray has the same energy as the incident one, as the scattering is elastic.

Bragg’s law establishes a relation between the pair of incident and diffracted beams and the components of \( \tilde{q} = \) \(^3 \) In Poulsen et al. (2017) \( \delta E/E \) was symbolized by \( \epsilon \), however, we refrain from doing so here to avoid confusion with strain.
For the Simplified Geometry described above, it is shown in (Poulsen et al., 2017) that the relationship can be expressed as (Eq. 55–57 in Poulsen et al., 2017):

\[
q_{\text{rock}} = -\frac{\zeta_r}{2} - (\theta - \theta_0) + \phi \\
q_{\text{roll}} = -\frac{\zeta_{\phi}}{2 \sin(\theta)} - \cos(\theta) \eta \\
q_{||} = \frac{\delta E}{E} + \cot(\theta) \left[ -\frac{\zeta_r}{2} + (\theta - \theta_0) \right] .
\]

As mentioned previously, the settings of the goniometer only appear via \( \phi \). Note that Eqs. 39, 40, 41 reduce to Eq. 20 for an ideal monochromatic and parallel incident beam.

The result of the Monte Carlo simulation is a 3D point cloud that describes the components of \( \tilde{q} \) that are sampled by a collection of incident rays that represent a given experiment. This can be transformed into a deterministic numerical model by deriving the 3D densities (binning) of a voxelized version of \( \text{Res}_{\tilde{q}}(\tilde{q}) \).

In principle, the Darwin width of the sample should be included in these equations, which can be done simply by adding a term to Eq. 39. This is, however, quite small, e.g. for Si(111) at 14.4 keV, the Darwin width is about 18 \( \mu \)rad, and is typically negligible in comparison to the vertical divergence of the incident beam.

### 5.2. Example: Top-Hat Resolution Function

As an example, we simulate the resolution function for a position in the sample, \( \tau_0 = (x_i, 0, 0) \), that lies along the optic axis for a typical DFXM experiment. We assume that the incident beam is nearly collimated, with a divergence that is substantially smaller than the solid angle of the objective. Specifically, we simulate an experiment performed at the ESRF (Dresselhaus-Marais et al., 2020; Yildirim et al., 2020) with the following configuration:

- The incident beam was condensed only in the vertical direction, illuminating a thin layer of the sample (i.e. a line-focused “sheet” beam). We assume a top-hat distribution of \( \zeta_r \) values with FWHM \( \Delta \zeta_r \).
- The X-ray objective was a CRL, which imposes a Gaussian acceptance function upon the diffracted beam, with a FWHM that is set by the NA. The physical aperture of the lens, \( D \), cuts off the tails of this Gaussian acceptance function, restricting resolvable diffraction angles to ones for which \( 2\theta - 2\theta_0 < Dd_1 \). This restricts the resolution function in direction \( q_{||} \), as defined in Eq. 41.
- In the direction \( q_{\text{roll}} \), the objective imposes a similar acceptance function upon \( \xi \), where \( \xi = \eta \sin(\theta) \), as appears in Eq. 40 (with the same Gaussian acceptance function and cut-off tails that restrict \( q_{||} \), as it originates from the same optic).
- The energy variation of each ray, \( \delta E/E \), corresponds to a distribution over all rays that may be expressed by a Gaussian with a FWHM of \( \Delta E/E \).

We implemented this function as a Monte Carlo simulation in MATLAB — see Supplementary Material. This numerical model was run with input parameters as derived from the experiment (Dresselhaus-Marais et al., 2020): \( \lambda = 0.71 \text{Å}, 2\theta = 20.73^\circ, D = 0.477 \text{mm} \) and distribution widths (all FWHM): \( \Delta \zeta_r = 0.53 \text{ mrad}, NA = 0.731 \times 10^{-3} \), and \( \Delta E/E = 1.4 \times 10^{-4} \).

The plot in Fig. 3 shows the result of this numerical model in the crystal coordinate system for \( \phi = 0 \) and \( \phi = -0.004 \) rad, where each point on the scatter plot corresponds to the \( \tilde{q} \)-components sampled by a single incident ray. Comparison of the projections shown in orange and light blue with those in red, yellow, brown and purple shows a large asymmetry in the reciprocal-space resolution function. To first order, the resolution function is an asymmetric box, with a “thin direction” parallel to the optical axis of the objective. The dimensions of the two wide axes are defined by the acceptance functions set by the numerical aperture of the objective, producing a nearly planar distribution. The figure illustrates that the resolution function is translated along \( q_{\text{rock}} \) as experiments rock the crystal during scans of \( \phi \) (see Eq. 39).

![Figure 3](image3) Numerical model of \( \text{Res}_{\tilde{q}}(\tilde{q}) \) in the crystal system based on 10000 simulated rays. Dark blue cloud at center: 3D scatter plot for \( \phi = 0 \). The purple, orange and yellow symbols correspond to 2D projections onto the \( q_{\text{rock}}-q_{\text{roll}} \) plane, \( q_{\text{rock}}-q_{||} \) plane and the \( q_{\text{roll}}-q_{||} \) plane, respectively. A corresponding scatter plot (green) and associated projections for \( \phi = -0.004 \) rad is shown to the left (in brown, red and light blue, respectively). The projection onto the \( q_{\text{roll}}-q_{||} \) plane overlaps completely with that of \( \phi = 0 \).

The same numerical model for \( \text{Res}_{\tilde{q}}(\tilde{q}) \) as was depicted in Fig. 3, plotted in the imaging coordinate system. The colors and symbols for this plot correspond to those of Fig. 3. The dashed lines are guides to the eye showing that distributions are shifted in the \( q_{\text{rock}}-q_{\text{roll}} \) plane when \( \phi \) is changed.

![Figure 4](image4)
For this reason, the thin projections along the \( q_{\text{rock}} \) and \( q_{\text{roll}} \) planes span a thinner range in the imaging system than the corresponding planes in the crystal system (by a factor of 2), suggesting that it better shows the full extent of the asymmetry in the distribution. The imaging system thus demonstrates how the angular acceptance function and divergence of the incident beam change the span of the resolution function (a.k.a. the strictest condition for contrast) is set most strongly by the divergence of the incoming beam. In other experimental geometries, similar simulations were simulated in this trace.

To show the form and range of the resolution function, we show the full distribution along its narrowest axis, which in this example, aligns with the \( q_{\text{rock}} \)-axis, in Fig. 5 (compiled from more extensive sampling of 100,000 simulated rays). We note that in this example that the distribution is well approximated by a top-hat function with a FWHM of 0.53 mrad, as set by \( \Delta q_y \). In other words, for this example, the width of the narrowest portion of the resolution function (a.k.a. the strictest condition for contrast) is set most strongly by the divergence of the incoming beam. In other experimental geometries, similar simulations and projections in the imaging system could deduce the strictest condition for sensitivity by projecting the distribution along its thinnest axis.

5.3. Generalization to Full Range of Imaging Positions

We now generalize this approach to positions in the object plane with \( \mathbf{h}_1 = (x_i, y_i, z_i) \neq (0, 0, 0) \). As the center of the objective is aligned to rays traversing the central \( \mathbf{h}_0 \) portion of the sample (along the optic axis), all other portions of the object plane lie off-axis and are therefore sampled by rays that pass through the objective at an angle, shifting how the angular acceptance function interacts with the \( \mathbf{q} \)-components sampled by the X-rays. As shown in Poulsen et al. (2017), this offset causes the reciprocal-space resolution function to shift its center, while maintaining the same shape. The shifts in the crystal system may thus be expressed as \( \Delta \mathbf{q}_i (\hat{\mathbf{r}}_i) \), derived in that work as

\[
\Delta \mathbf{q}_i (y_i, z_i) = \begin{pmatrix} \Delta q_{\text{rock}} \\ \Delta q_{\text{roll}} \\ \Delta q_{\text{roll}} \end{pmatrix} = \begin{pmatrix} \frac{\gamma y_i}{2 \tan(\theta)} \\ \frac{\gamma y_i}{2 \sin(\theta)} \\ \frac{-\gamma}{2 \tan(\theta)} \end{pmatrix},
\]

where \( 1/\gamma \) is a characteristic distance that may be defined for different types of objectives. For a thin lens, \( 1/\gamma \) is identical to the distance \( d_1 \) from the object plane to the plane of objective. For a thick lens, such as a CRL, \( 1/\gamma \) is derived in Poulsen et al. (2017).

Rotating these expressions into the imaging system using Eq. 2, we may express this as

\[
\Delta \mathbf{q}_i (y_i, z_i) = \begin{pmatrix} \Delta q_{\text{rock}} \quad \Delta q_{\text{roll}} \quad \Delta q_{\text{roll}} \end{pmatrix} = \begin{pmatrix} \frac{\gamma y_i}{2 \tan(\theta)} \\ \frac{-\gamma y_i}{2 \sin(\theta)} \\ \frac{\gamma}{2 \tan(\theta)} \end{pmatrix}.
\]

For a set of positions in the object plane (Fig. 6a), the corresponding shifts in directions \( q_{\text{rock}} \) and \( q_{\text{roll}} \) are illustrated in Fig. 6b. The red, green and blue points in the sample and the circles outlining their corresponding \( \mathbf{q} \)-components in reciprocal space demonstrate the inversion symmetry between the collinear coordinate systems. We can thus express the off-axis version of the resolution function in terms of the on-axis resolution function \( \text{Res}_q (\mathbf{q}) \) by

\[
\text{Res}_q^\text{off} (\mathbf{q}, y_i, z_i) = \text{Res}_q (\mathbf{q} + \Delta \mathbf{q}_i (y_i, z_i)).
\]

When using a CRL as the objective, the focal length and corresponding characteristic distance \( 1/\gamma \) is relatively large. The example in Section 5.2 has a corresponding \( 1/\gamma \approx 250 \text{ mm} \). Then the distances of 100 \( \mu \text{m} \) in the object plane are associated with shifts in \( \mathbf{q} \) of \( 7 \times 10^{-5} \). For studies like the one presented here, the off-axis shift may be negligible, causing only an erroneous linear gradient in the simulated images. In contrast, when using MLLs as the objective, \( 1/\gamma \) is approximately 10 \( \text{ mm} \), making these shifts important to the accuracy of the simulations.
6. Forward Model for DFXM

As DFXM does not measure all the tensorial components of a sample’s deformation fields, a “forward model” can help to refine the interpretation and assign many of the lattice features that are resolved. With the formalisms for a micro-mechanical model and instrumental resolution function defined in the previous sections, we now construct the forward model to simulate how DFXM resolves a deformed crystalline sample. We shall assume that the sample only contains a single crystalline phase.

We begin this section by providing a formalism for the diffracted flux, \( \Phi_d \), from a small volume in the sample and associated with a small range of reciprocal space. We then couple the diffraction model of Section 4 to the instrumental resolution function described in Sec. 5 to model the intensity, \( I(y_i', z_i') \), that reaches a pixel of the detector when generating one DFXM image. We then explain how this model may be extended to simulate a full scan along different goniometer axes.

6.1. Diffraction Model

To describe the diffraction within a sample subject to the spatially-varying deformation fields described by \( \mathbf{H} \), we need to operate in the six-dimensional \( (\mathbf{r}, \mathbf{q}) \)-space. The flux, \( \Phi_d(\mathbf{r}, \mathbf{q}) \), that diffracts from a position \( \mathbf{r} \), with a corresponding wavevector transfer of \( \mathbf{q} \) is

\[
\Phi_d(\mathbf{r}, \mathbf{q}) = C \Phi_0(\mathbf{r}) \rho(\mathbf{r}) d^3\mathbf{r} d^3\mathbf{q},
\]

where \( \Phi_0(\mathbf{r}) \) is the incident flux at position \( \mathbf{r} \), \( \rho(\mathbf{r}) \) is the local normalized density (a number between 0 and 1) and \( d^3\mathbf{r} d^3\mathbf{q} \) is an infinitesimal volume element in the 6D space. The pre-factor \( C \) comprises scattering terms such as the Lorentz and polarization factors, and is a constant for small \( |\mathbf{q}| \) (and therefore the same for all pixels within one DFXM image). The function \( h(\mathbf{r}, \mathbf{q}) \) in Eq. 45 describes the normalized likelihood of scattering in direction \( \mathbf{q} \) at position \( \mathbf{r} \). The scattering function is defined such that

\[
\int \int \int h(\mathbf{r}, \mathbf{q}) d^3\mathbf{q} = 1 \quad \forall \ \mathbf{r}
\]

from which follows that

\[
\int \int \rho(\mathbf{r}) \int \int h(\mathbf{r}, \mathbf{q}) d^3\mathbf{r} d^3\mathbf{q} = V,
\]

where \( V \) is the effective volume of the diffracting object in direct space.

Given the length-scales associated with DFXM, it is appropriate for us to assume that the deformation gradient field varies smoothly over the sample.\(^5\) We can thus express the deformation field at position \( \mathbf{r} \) as \( \mathbf{H}(\mathbf{r}) \). With this notation, for each position \( \mathbf{r} \), there is one and only one \( \mathbf{q} \), (cf. Eq. 32 or 35) and one and only one \( \mathbf{q} \), cf. Eqs. 34 or 38. Hence we can associate each point in direct space with one point in reciprocal space, defining the vector field \( \mathbf{q}(\mathbf{r}) \). Alternatively, we can use a three-dimensional Dirac delta function, \( \delta^3 \), to express \( h \) as

\[
h(\mathbf{q}, \mathbf{r}) d^3\mathbf{r} d^3\mathbf{q} = \delta^3(\mathbf{q} - \mathbf{q}(\mathbf{r})) d^3\mathbf{r} d^3\mathbf{q},
\]

\section{6.2. Forward Model for a Single Image at \( \phi=0 \)}

The result of the forward model for one image is the integrated intensity, \( I \), that reaches a given pixel at the detector. As the image is a magnified and inverted version of the object plane, we can associate a position in the object plane, \( (y_i, z_i) \), with a position in the image plane, \( (-MQy_i, -MQz_i) \), based on the magnification \( M \). As already mentioned, to simplify the notation, we define coordinates \( (y_i', z_i') \) to be the detector coordinates at the image plane that correspond to the analogous coordinates in the object plane \( (x_i = 0) \). We can then describe the integrated intensity in the pixel at \( (y_i', z_i') \) as

\[
I(y_i', z_i') = \int \int \int_0 \int_0 I_q(\mathbf{r}, \mathbf{q}) \text{Res}(\mathbf{r}, \mathbf{q}, y_i', z_i') d^3\mathbf{r} d^3\mathbf{q}.
\]

Here \( \text{Res}(\mathbf{r}, \mathbf{q}, y_i', z_i') \) is the 6D instrumental resolution function, as introduced in Section 5. Inserting Eqs. 45 and 48 in Eq. 49, we have

\[
I(y_i', z_i') = C \int \int_0 \Phi_0(\mathbf{r}) \rho(\mathbf{r}) \int \int \text{Res}(\mathbf{r}, \mathbf{q}, y_i', z_i') \delta^3(\mathbf{q} - \mathbf{q}(\mathbf{r})) d^3\mathbf{r} d^3\mathbf{q}
\]

\[
= C \int \int_0 \Phi_0(\mathbf{r}) \rho(\mathbf{r}) \text{Res}(\mathbf{r}, \mathbf{q}(\mathbf{r}), y_i', z_i') d^3\mathbf{r}.
\]

As shown in Eq. 51, the intensity \( I \) may be expressed as an integral over a 3D manifold in the 6D space, as \( \mathbf{q} \) may be expressed in terms of \( \mathbf{r} \). The 6D resolution function and the integrals above can be described in any of the orthonormal coordinate systems defined in Subsection 3.1. In the following, we limit the scope of our example by expressing it only in the imaging system. Equation 51 defines the fundamental “forward model” that describes the contrast in DFXM experimental data based on a micro-mechanical model (or any other model defining \( \mathbf{q}(\mathbf{r}) \)) and the instrumental specifications.

In our Monte Carlo approach, we integrate numerically by importance sampling, as is often done to define distributions related to analogous results. Specifically, the entire formalism can be programmed in terms of ray tracing.

In the following, we factor \( \text{Res}(\mathbf{r}, \mathbf{q}, y_i', z_i') \) into the direct space \( \text{Res}_r \) and reciprocal space \( \text{Res}_q \) resolution functions

\[
\text{Res}(\mathbf{r}, \mathbf{q}, y_i', z_i') = \text{Res}_r(\mathbf{r}, y_i', z_i') \text{Res}_q(\mathbf{q}, y_i', z_i').
\]

The direct-space component of the resolution function, \( \text{Res}_r(\mathbf{r}, y_i', z_i') \), spans a finite gauge volume that is defined in \( (y_i, z_i) \) by the intrinsic spatial resolution related to the objective and by the point-spread function (PSF) of the detector. Assuming geometrical optics and kinematical diffraction, an expression for the intrinsic spatial resolution is provided in Poulsen et al. (2017). For a typical detector with a scintillator coupled to the camera by visible light microscopy optics, the PSF varies isotropically over \( y_i' \) and \( z_i' \). The resolution in direction \( x_i \) is

\footnote{In crystals, discontinuities in the displacement-gradient tensor that arise from individual defects (e.g. dislocations, stacking faults, etc.) arise from defect cores that are at least 1000× smaller than the pixel sizes associated with DFXM.}
given by the depth of field of the objective. In the following
we shall for simplicity of presentation neglect both the intrinsic
spatial resolution and the depth of focus issue, but the formal-
ism is easily extended to include these effects. Then
\[ \text{Res}(\vec{r}, y', z') = \text{PSF}(y_i - y', z_i - z'), \tag{53} \]
where PSF is the 2D point spread function. We note that the
missing \(x\) coordinate on the right hand side of Eq. 53 implies
that the resolution function imposes a 1D integration of the
deflection field in the sample along a direction normal to the
object plane.

The reciprocal-space resolution function was derived for
positions in the object plane that are off-axis in Eq. 44. Inserting
this and Eqs. 52 and 53 into Eq. 51
\[ I(y', z') = C \int_{y'} \int_{z'} \text{PSF}(y_i - y', z_i - z') \]
\[ \Phi(\vec{r}) \rho(\vec{r}) \text{Res}(\vec{q}, \vec{r}) + \Delta \phi(y_i, z_i) \, dy_i \, dz_i \, dx_i. \]
\[ \tag{54} \]

The reciprocal-space resolution function and the point-spread
functions may be approximated with analytical functions or
look-up-tables to a good accuracy. The forward model can then
be generated by numerical integration, which is faster than ray
tracing.

Returning to the reciprocal-space imaging system, the disc-
shaped distribution that was introduced in Section 5.2) can also
enable the full resolution function to be factored to a good
approximation
\[ \text{Res}(\vec{q}, \vec{r}) = \text{Res}_{\text{rock}}(q_{\text{rock}}(\vec{r})) \text{Res}_{\text{roll}}(q_{\text{roll}}(\vec{r})) \text{Res}_{\theta}(q_{\theta}(\vec{r})). \tag{55} \]

As was shown before, for the full \( \text{Res}(\vec{r}, \vec{q}(\vec{r}), y', z') \), the
imaging system simplifies comparison between the NA of the
objective and the extent of the instrumental resolution func-
tion. In cases where the NA is sufficiently large that it extends
beyond most variation in \( q_{\text{roll}} \) and \( q_{\theta} \) based on its micro-
mechanical, the variations in these directions are effect-
ively “integrated out.” This means that for all positions, \( \vec{r} \), we have
\( \text{Res}_{\text{roll}}(q_{\text{roll}}(\vec{r})) = \text{Res}_{\theta}(q_{\theta}(\vec{r})) = 1 \). Then Eq. 54 reduces to
\[ I(y', z') = C \int_{y'} \int_{z'} \text{PSF}(y_i - y', z_i - z') \]
\[ \Phi(\vec{r}) \rho(\vec{r}) \text{Res}_{\text{rock}}(q_{\text{rock}}(\vec{r})) + \Delta \phi(y_i, z_i) \, dy_i \, dz_i \, dx_i. \]
\[ \tag{56} \]

Next, if one neglects the finite width of the PSF and assumes
a uniform illumination with no attenuation, the expression
reduces to a 1D integral
\[ I(y', z') = C^* \int \text{Res}_{\text{rock}}(q_{\text{rock}}(x_i, y', z') + \Delta \phi(y_i, z_i)) \, dx_i, \tag{57} \]
where \( C^* \) is the adjusted constant that includes the extra terms
integrated out of Eq. 56. Moreover, if \( \text{Res}_{\text{rock}} \) is a top-hat func-
tion like the case presented in Fig. 5, the forward model reduces
to the length of line segments spanning the \( \bar{q} \)-range defined by
the top-hat function. This was the approach of the first DFXM
forward model of dislocations, see Jakobsen et al. (2019).

6.3. Forward Model for a Scan
During a DFXM experiment, a stack of images is typically
acquired over a series of \( (\mu, \chi, \phi, \omega, 2\theta, \eta) \) settings. The
formalism of the preceding section can be used to simulate the
corresponding series of images for a given scan, provided the
following changes are made
- **Revision of the relation \( \bar{q} = q(\vec{r}) \):** The motor movements
will change the relationship between \( q_{\text{rock}} \) and \( \bar{q}_i \), cf. Eq. 34,
or for the simplified setting Eq. 13. This implies that the
sample rotations correspond to rotation of the elements
of \( H \) that contribute to the signals measured in the virtual
experiment.
- **Shifts of resolution element:** In the Simplified Geometry,
when \( \phi \neq 0 \) the reciprocal space resolution element is
shifted in the \( q_{\text{rock}} \)-\( q_{\theta} \) plane, cf. Fig. 4. Likewise other
motor movements offsets the resolution element.

7. Designing Experiments to Sample Components of
the Deformation Gradient Tensor
In this section, we discuss how new insights from our forward
model can guide experimental design and data collection. Our
primary aim is to minimize the data acquisition time necessary
to collect fully interpretable datasets that can enable DFXM to
study material dynamics.

We note that \( \text{Res}_{\text{rock}}(q) \) can be modified in many ways by inserting
apertures in the back-focal plane (Jakobsen et al., 2019). Very
localized features in such (coded) apertures will, however, dimin-
ish the spatial resolution, cf. the Abbe diffraction limit
(Born & Wolf, 2013). Likewise the width of the resolution func-
tion in direction \( q_{\text{rock}} \) can be made arbitrarily large by rotating
the sample in \( \phi \) during an exposure (Poulsen et al., 2017), while
the width in the \( q_{\text{roll}} \) direction can be made arbitrarily large by
rotating the sample in \( \chi \) during an exposure. Changing the shape
of the resolution function can be relevant for faster characteri-
zation of larger regions in reciprocal space. It may also improve
the accuracy when sampling larger volumes in reciprocal space
by combining volume elements by avoiding overlap or voids
between these volume elements. These aspects are discussed in
Poulsen et al. (2017).

One very fast approach to data acquisition is based on insert-
ing a circular beamstop in the back focal plane to block the
central part of the beam. With this approach, the signal from
an undeformed region of the material can be separated from
the signal of the deformed regions surrounding defects. With a
beamstop in the back focal plane, integration over \( \phi \) during an
exposure can allow a single image to visualize the regions in
the grain that are mostly pristine or the regions that are highly
deformed or strained, without needing to resolve the specific
components of \( H \) that contribute to the signal. We note that
this approach provides the opportunity to optimize the inherent H-resolution of the instrument during experiments on samples with deformations that are not as well known. For these experiments, initial scans could qualitatively use the back-focal-plane beamstop for contrast, then integrate over successively smaller rotations of $\phi$ to determine the extent of the deformation fields.

Another opportunity is to use the forward model in this work to optimize the design of the experiment, such that the sensitivity of one image effectively integrates $\text{Res}_{\text{rock}}(\mathbf{q})$ over a 2D plane of the 3D orthogonal reciprocal space. By translating the position of such a plane — facilitated by scanning one or more of the degrees of freedom of the instrument — one can then effectively probe one component of $\mathbf{H}^g$. Below we present an example of such an approach.

7.1. Mapping Three Components of $\mathbf{H}^g$ using a Top-hat Resolution Function

Inspired by Figs. 3 and 4, the aim of this approach is to design a reciprocal-space resolution function that extends so far in both the $q_{\text{roll}}$ and $q_{\text{tw}}$ directions that any variation in these directions are “integrated out”. The instrument is then sensitive to only $q_{\text{rock}}$ and the resolution function becomes one-dimensional in reciprocal space.

For the special case of a cubic crystal symmetry and diffraction from a $(00\ell)$ reflection, the contrast is then defined simply by the first component of $\mathbf{q}$ in the imaging system. As already derived in Eq. 38,

$$q_{i,1}(\omega = 0) = \cos(\theta_0)H_{13}^g + \sin(\theta_0)H_{33}^g.$$  \hfill (58)

This scanning configuration is illustrated by the green points in Fig. 7. The conversion factor between the translation of the knife edge and step in $q$-space is provided in Poulsen et al. (2018). (The insertion of a narrow slit in the back focal plane will compromise spatial resolution, see Poulsen et al. (2018).)

8. Example: Forward Modelling the Deformation Field around a Pure Edge Dislocation

To demonstrate the validity of our forward model, we include an example that describes a simple system for which we have experimental data. In this case, we model a single, isolated, edge dislocation in single-crystal aluminum in its FCC structure. The results of this model may be compared directly to the full interpretations presented in Dresselhaus-Marais et al. (2020), where the full analysis of the dislocation mechanics is discussed explicitly. To compile this model using Eq. 49, we first define how analytical expressions of the mechanics are defined in the diffracted beam, then we describe the instrumental resolution function. Finally, we detail how the simulations were carried out and provide a comparison with experimental data.
8.1. The Displacement Gradient Field of an Edge Dislocation

We begin by defining a micro-mechanical model for the distortions surrounding a pure, straight edge dislocation. The dislocation is defined by its Burgers vector \( \vec{b} \), its line direction, \( \vec{t} \), and the normal to its glide plane, \( \vec{n} \). In the FCC lattice, these directions align with \{110\}, \{112\} and \{111\}, respectively. This is illustrated for one of the 12 symmetry-related systems in Fig. 8. We define an orthonormal dislocation coordinate system by \((\hat{b}, \hat{n}, \hat{i})\), as shown in Fig. 8.

![Figure 8](image)

A straight edge dislocation defined by Burgers vector \( \vec{b} \), line direction \( \vec{t} \) and glide plane normal \( \vec{n} \) in an FCC crystal lattice and its relation to the present sample/grain system. See text.

As this experiment studied a single crystal, the sample and grain systems are identical in this case, meaning that \( \mathbf{U} = \mathbf{I} \). To simplify the coordinate transforms between the sample and dislocation systems, we define the lattice parameters to lie along the coordinate axes of the sample system. For this reason, the rotation matrix, \( \mathbf{R}^{s,d} \), that transforms a vector from the sample system into the dislocation system is defined with

\[
\vec{r}_d = \mathbf{R}^{s,d} \vec{r}_s
\]

where \( \mathbf{R}^{s,d} \) is comprised of the \( x, y, z \) components of the unit vectors \( \vec{b}, \vec{n}, \vec{t} \) in the sample frame.

The displacement field, \( \vec{u}_d = (u_{d,x}, u_{d,y}, u_{d,z}) \), around the dislocation is defined by Hirth & Lothe (1992) as

\[
u_{d,x} = \frac{b}{2\pi} \left[ \tan^{-1}\left( \frac{y_d}{x_d} \right) + \frac{x_d y_d}{2(1-\nu)(x_d^2 + y_d^2)} \right],
\]

\[
u_{d,y} = -\frac{b}{2\pi} \left[ \frac{1 - 2\nu}{4(1-\nu)} \ln(x_d^2 + y_d^2) + \frac{x_d^2 - y_d^2}{4(1-\nu)(x_d^2 + y_d^2)} \right],
\]

\[
u_{d,z} = 0,
\]

where \( b \) is the length of the Burgers vector and \( \nu \) is the Poisson ratio. In the present example of aluminium at elevated temperature, \( b = 3.507 \text{ Å} \) and \( \nu = 0.334 \).

The deformation gradient tensor in the dislocation system, \( \mathbf{F}^d \), is by definition

\[
\mathbf{F}^d = \mathbf{I} + \begin{pmatrix}
\frac{\partial \xi}{\partial \xi} & \frac{\partial \eta}{\partial \xi} & 0 \\
\frac{\partial \zeta}{\partial \eta} & \frac{\partial \xi}{\partial \eta} & 0 \\
0 & 0 & 0
\end{pmatrix},
\]

where the non-zero components are

\[
F_{x,x}^d = 1 - \frac{b y_d}{4\pi(1-\nu)} \left[ \frac{3x_d^2 + y_d^2 - 2\nu(x_d^2 + y_d^2)}{(x_d^2 + y_d^2)^2} \right],
\]

\[
F_{x,y}^d = \frac{b x_d}{4\pi(1-\nu)} \left[ \frac{3x_d^2 + y_d^2 - 2\nu(x_d^2 + y_d^2)}{(x_d^2 + y_d^2)^2} \right],
\]

\[
F_{y,y}^d = 1 + \frac{b y_d}{4\pi(1-\nu)} \left[ \frac{x_d^2 - y_d^2 - 2\nu(x_d^2 + y_d^2)}{(x_d^2 + y_d^2)^2} \right],
\]

\[
F_{y,z}^d = \frac{b x_d}{4\pi(1-\nu)} \left[ \frac{x_d^2 + 3y_d^2 - 2\nu(x_d^2 + y_d^2)}{(x_d^2 + y_d^2)^2} \right],
\]

\[
F_{z,z}^d = 1.
\]

\[
\mathbf{F}^d \text{ may be rotated by } \mathbf{R}^{s,d} \text{ into the sample space to calculate } \mathbf{H}' = \mathbf{H}^g
\]

\[
\mathbf{H}' = (\mathbf{R}^{s,d})^T \mathbf{F}^d \mathbf{R}^{s,d} - I,
\]

\[
= (\mathbf{R}^{s,d})^T (\mathbf{F}^{s,d})^{-T} \mathbf{R}^{s,d} - I.
\]

For the example used below, we define the dislocation line to pass through the origin of both the coordinate systems.\(^6\)

8.2. Geometry and Resolution Function

Following the experiments by Dresselhaus-Marais et al. (2020), we shall use the Simplified Geometry, with a goniometer set to \( \mu = \theta, \omega = 0, \chi = 0 \), with a single crystal \( \mathbf{U} = \mathbf{I} \), and diffraction from a (002) reflection. The cubic crystal symmetry then implies that \( \vec{q} \) is given by the simple relation in Eq. 38.

In this experiment, the sample was illuminated with a line beam that had a spatial intensity profile that we assume to be Gaussian along \( z_l \) and homogeneous in \( y_l \) across our field of view, where the FWHM of \( \Delta z_l = 0.6 \mu\)m. The sample is assumed sufficiently large that the volume inspected is defined by the size of the illuminating beam and the field-of-view of the camera, corresponding to a 30 x 30 \( \mu\)m\(^2\) region within the sample in the object plane, as defined in the imaging system. The effective pixel size in the object plane is \( p = 75 \text{ nm} \), and the density of the material is constant, so \( \rho(\vec{r}) = 1 \) throughout. The general details of the experimental setup, including details of the objective, were described in Section 5.2.

The shape of the reciprocal-space resolution function, \( \text{Res}_q(\vec{q}) \), for this set-up were presented in Figs 3 and 4. The 

\[
\Delta = 0.73 \times 10^{-3} \text{ (FWHM)} \text{ implies that the resolution function has a half width at half maximum (HWHM) in the rolling direction of } \Delta A/(4\sin(\theta)) = 0.0011. \text{ Likewise, the resolution function has a HWHM in the 29 direction of } \Delta A/(4\tan(\theta)) = 0.0011. \text{ Hence, components of } \mathbf{H}^g \text{ are approximately integrated when they numerically smaller than 0.0011. In comparison, the displacement-gradient field from the edge dislocation decay as } b(3-2\nu)/4\pi(1-\nu)r = 0.078/r, \text{ where } r \text{ is the radial distance away from the nearest point along the dislocation line, as measured in nm. It appears that the “integrated” form of } \text{Res}_q(\vec{q}) \text{ is a}
\]

\(^6\) We note that if we had not defined our coordinate system as such, coordinate transforms from the dislocation system to the sample system would require both the rotation matrix provided and a translation matrix.
reasonable approximation for \( r > 70 \) nm. Given the spatial resolution of the DFXM instrument, this implies that the integration is a reasonable approximation for the forward model except near the core. Nevertheless, to provide as accurate a simulation as possible, \( \text{Res}_s(q) \) was simulated with the Monte Carlo code presented in section 5.1, and the result was transformed into a voxelized density function. Moreover, as the characteristic distance \( 1/\gamma \) is of order 25 cm, we will neglect the off-axis shifts detailed in Eq. 43 and Fig. 6.

For the direct-space resolution function, the angular distribution of the incident beam had not been measured experimentally and only its range was known. We explored several solutions, and will below present result for a Gaussian distribution with a FWHM of \( \Delta z \). In the simulations, we initially assume that the detector’s PSF is an ideal top-hat function with a width given by the absolute pixel size, such that there is no cross-talk between pixels. This implies that we can associate each detector pixel with a gauge volume in direct space, \( V_z \), in the sample at the object plane. This corresponds to a “rounded” parallelepiped defined by a base-plane spanned by \( (p, p/\tan(2\theta)) \) a height of \( \Delta z \) and the oblique angle 26, as illustrated in Fig. 9. Inserting the effective gauge volume per pixel becomes \( 75 \times 204 \times 600 \) nm³.

![Figure 9](image)

A schematic illustrating the gauge volume defining the integration in the sample for each pixel on the detector, drawn in the laboratory system. The drawing illustrates that the diffraction angle sets the anisotropic resolution between the \( x \) and \( y \) directions of dislocations may be optimized by comparing strain variations ranging over angular distances larger than the \( \chi, \phi, \mu \) angles shown in section 6.3. Comparison with Experiment

### 8.3. Comparison with Experiment

The synchrotron experiment we have chosen for demonstration was an actual science study that measured dislocation dynamics within a large single crystal at temperatures near the melt (Dresselhaus-Marais et al., 2020), and therefore is not a simplified or idealized setting for comparison. Shown to the right in Fig. 10 is a region of interest (ROI) within one image related to one presumably isolated dislocation. The ROI was defined such that the dislocation is centered in the image. Comparing simulations of each of the 12 primary slip systems found in FCC crystals, we find that simulations related to one of these, match the experiment substantially better than any of the others. Having identified the slip system, we explored several profiles for the divergence of the incident beam to refine our estimates, as they were not measured explicitly. Setting on a Gaussian function, with no further optimization, the forward simulated result is provided to the left in Fig. 10.

The correspondence is in our view satisfactory as it represents a “real life” experiment. Notably, thermal drifts may have occurred during the study at elevated temperatures, and the use of a large single crystal implies that dynamical diffraction will be severe when close to the nominal Bragg point. We note that the comparison may be further optimized by adding additional detector noise, and PSFs, as described in Sec. 8.1, however, we found that it was not necessary for the assignment of the dislocation in this system.

### 9. Discussion

The formalism for a single projection was presented. Procedures for 3D mapping involves tomographic type reconstructions based on scanning \( \omega \) (Simons et al., 2015) or stacking of 2D slices (Poulsen, 2020). Procedures to map orientation and strain variations ranging over angular distances larger than the NA of the objective involves scanning of one or more of the angles \( \chi, \phi, \mu \) and 26 (Poulsen et al., 2017). Forward modelling can then be performed for each projection at a time, as presented in Section 6.3.

Forward modelling may be used to optimize the parameters of a material model so that they may effectively match an experiment. As an example, in an iterative scheme positions and directions of dislocations may be optimized by comparing...
simulated and experimental images. This requires the forward model to be fast; hence the advantage of an lower-dimensional approach, like the one shown in Section 7.1. Simulations may also be relevant to understand the contrast mechanisms, designing experiments that can suitably measure specific deformations in known crystals, as well as for initial work developing new experimental modalities.

We note that the formalism and computational approaches outlined in this paper assume that the grain or domain of interest has been indexed, that the reference lattice parameters (and therefore $B_0$) are known and that the optical axis of the objective and trace of the diffracted beam for the $(h,k,l)$ diffraction vector for the reference lattice are aligned with high precision. While it is trivial to fulfill these conditions in forward simulations, additional measurements are required to access the relevant information experimentally, e.g., by global grain mapping using say 3DXRD or DCT prior to DFXM. Notably the reference lattice parameters do not necessarily have to correspond to the values for the strain-free material.

The work is also conditioned on the use of geometrical optics and on the validity of kinematical diffraction theory. Dynamical diffraction effects are outside the scope of the paper, and merits a thorough investigation both theoretically and experimentally. We remark that such effects are smaller for disordered systems and small grains and reduces with increasing X-ray energy. Moreover, coherent effects may be estimated by experiment or other simulation programs and the effects incorporated in the formalism presented here, e.g. as an additional term in the direct space resolution function.

Parts of this presentation may be relevant for other X-ray diffraction-based methods to facilitate interpretation of micro-structural mapping; opportunities also exist in neutron microscopy (Leemreize et al., 2019). In particular, Bragg Coherent Diffraction Imaging (BCDI) and the related ptychography method also probe one diffraction vector to acquire a high-resolution 3D map the shape and internal displacements in micron-sized isolated particles (Chapman & Nugent, 2010; Miao et al., 2015; Pfeifer et al., 2006; Yau et al., 2017; Chamard et al., 2015). We note that DFXM provides analogous opportunities in bulk samples covering larger length-scales (Poulsen, 2020), which could relate more directly to BCDI with this model. Moreover, hybrid methods have recently been proposed for coherency-based mapping of deeply embedded internal volumes, involving the use of an objective: objective based BCDI (Pedersen et al., 2020a) and Confocal Bragg Ptychography (Pedersen et al., 2020b).

DFXM will benefit strongly from the increase in brilliance from the many upgrades of synchrotron sources worldwide currently in progress. Another breakthrough comes from the introducing MLLs as objectives for hard X-rays (Murray et al., 2019; Kutsal et al., 2019). As mentioned previously, the numerical apertures of MLLs can be 5-10 times larger than those of the CRLs currently in use. Theoretically this implies spatial resolutions in the range of 10 nm — an improvement for high-resolution imaging, and a way to map faster (for applications where high $q$-resolution is not needed, e.g. for orientation mapping). Another advantage is that the reciprocal space resolution function becomes a rectangular top-hat function with a correspondingly 5-10 times larger FWHM. The approximation of a plate-like resolution function will then be fulfilled for most samples. The top-hat resolution function will also simplify sampling procedures both in direct and reciprocal space.

Finally, we remark that the runtime for the simulations shown in Fig 10 were 30 seconds on a standard stand-alone PC with no optimisation of the code. Hence, with suitable optimisation it appears realistic to simulate images at the same speed as they are acquired at the synchrotron.

10. Conclusion

This work has generalized a 3DXRD framework for analysis of DFXM data, enabling DFXM to interface with 3DXRD experiments via the easy transfer of algorithms and experimental configurations. General-purpose forward modelling procedures have been established by means of analytical expressions and Monte Carlo simulations. Using Monte Carlo methods, we have formulated instrumental resolution functions that are appropriate for a range of different experimental configurations, highlighting how they can be used to facilitate experimental designs.

This work has also connected the DFXM formalism to micromechanical models that may be described with continuum mechanics. The insight gained was used to design measurement strategies for mapping individual components of the displacement gradient tensor. We demonstrated the use of this formalism by constructing a forward model of an isolated pure edge dislocation in FCC aluminum. By comparing to experimental data, we demonstrate how this approach may be used to guide the interpretation of DFXM data based on the known parameters of the crystal (e.g. crystal structure, grain orientation, deformations present, etc.). The formalism in this work enables predictive modeling to help design experiments to measure specific types of deformations in materials.
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