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On Error Decoding of Locally Repairable and Partial MDS Codes

Lukas Holzbaur, Sven Puchinger, Antonia Wachter-Zeh
Institute for Communications Engineering, Technical University of Munich (TUM), Germany
Email: {lukas.holzbaur, sven.puchinger, antonia.wachter-zeh}@tum.de

Abstract—We consider error decoding of locally repairable codes (LRC) and partial MDS (PMDS) codes through interleaved decoding. For a specific class of LRCs we investigate the success probability of interleaved decoding. For PMDS codes we show that there is a wide range of parameters for which interleaved decoding can increase their decoding radius beyond the minimum distance with the probability of successful decoding approaching 1, when the code length goes to infinity.
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I. INTRODUCTION

Vast growth in the popularity of cloud storage and other cloud services in recent years has led to an increased interest in coding solutions for distributed data storage. Different approaches have been considered to reduce the complexity of repairing such systems in the case of node failures, with special attention to the more likely event of a single or very few node failures, in which case an efficient repair is especially important. The most prominent approaches addressing this issue are locally repairable codes (LRC) [1]–[5], which limit the number of nodes involved in the repair, and regenerating codes [6], [7], which aim to decrease the network traffic required for repair. The main motivation of storage codes such as LRCs and regenerating codes is erasure correction, as these occur naturally in distributed storage systems whenever nodes fail, e.g., due to hardware failures, power outages or maintenance. As discussed, e.g., in [8], it is often assumed that errors are detected, e.g., by a cyclic redundancy check (CRC), thereby turning into erasures. While this is likely for some causes of errors, such as, e.g., faulty sectors on a hard-drive or SSD, errors caused by faulty synchronization or bad links between the nodes cannot be detected on these lower levels. These events result in errors, i.e., the position of occurrence is unknown, which is what we consider in this work. In particular, we show that interleaved codes, i.e., the direct sum of codes with errors occurring in the same positions, can increase the tolerance against errors. As such events are less likely, they are usually not the primary design goal for such systems. Therefore, we stress that the following results show that interleaved decoding can improve the resistance against such error events without requiring changing the storage code, but instead can be applied on the same infrastructure. In fact, in distributed data storage the assumption of burst errors, i.e., errors that corrupt the same positions in many codewords, which is required for a possible increase of the decoding radius through interleaved decoding, is very natural (cf. Figure 1). Typically, a distributed storage system stores many codewords of the storage code, where each node stores one symbol of each codeword. Hence, if, e.g., one of the servers is not synchronized correctly, all codewords will be corrupted in the same position and in this case interleaved decoding can correct more errors compared to bounded minimum distance decoding.

There have been several works that consider error correction from storage codes such as LRCs and regenerating codes. In [4] the authors consider a concatenated structure with LRCs or regenerating codes as inner codes and rank metric codes as outer codes to protect against adversaries of different types. Regenerating codes with an error tolerance in the repair process were considered in [6]. In [9] a hashing scheme is proposed to detect errors and protect against adversarial nodes. Efficient repair of nodes by error correction from parts of the received word was considered in [7]. In [5] it was shown that the error correction radius of LRCs can be increased beyond the Johnson radius.

In this work, we first investigate interleaved decoding of interleaved LRCs that are subcodes of efficiently decodable algebraic codes and derive a bound on the success probability based on existing results for the supercodes, cf. Section III. In the second part of the paper, Section IV, we show that we can decode some interleaved partial maximum distance separable (PMDS) [8] codes (also referred to as maximally recoverable codes [10]), beyond their minimum distance with high probability by the decoding algorithm for high-order interleaved codes by Metzner and Kapturowski [11].

II. PRELIMINARIES

A. Locally Repairable Codes

A code is said to have locality $r$ if every position can be recovered from at most $r$ other codeword positions. If multiple erasures can be tolerated within such a local repair set, the code is said to have $(r, \rho)$-locality.

Definition 1 ($(r, \rho)$-locality). A $[n, k]$ code $C$ has $(r, \rho)$-locality if there exists a partition $A = \{A_1, A_2, ..., A_m\}$ into sets of cardinality $|A_i| \leq r + \rho - 1$ such that for all $\mu \in [n]$, $J_{\mu} \in [\mu]$ s.t. $i \in A_j$ and $d(C|A_j) \geq \rho$, where $C|A_j$ denotes the restriction of the code to the positions indexed by $A_j$. 
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A Singleton-like upper bound on the achievable distance of an \([n, k, r, q]\) LRC was derived in [1] for \(q = 2\) and generalized to \(q \geq 2\) in [2] to
\[
d \leq n - k + 1 - \left(\frac{k}{r} - 1\right)(q - 1)
\].
(1)

In the following we refer to codes achieving this bound with equality as optimal LRCs.

Several classes of optimal LRCs are known [12], [13], including one of particular interest for this work, the so-called Tamo-Barg LRCs [3]. The advantage of the latter is, that since they are constructed as subcodes of RS codes, the requirement on the field size is only \(q \geq n\) and they can be decoded by any of the well-studied RS decoders.

### B. Partial MDS Codes

In Section IV we consider interleaved decoding of a special class of codes with locality, namely partial MDS codes [8], [14], [15], also referred to as maximally recoverable codes [10], [16], [17]. The distinctive property of these codes is that they guarantee to correct any pattern of erasures that is information theoretically correctable.

**Definition 2 (PMDS codes).** Let \(C\) be an \([n, k, r, q]\) LRC code, where the local groups are \([r + q - 1, r, q]\) MDS codes. We say that the code \(C\) is a partial MDS code if for any set \(E \subset [n]\), where \(E\) is obtained by picking \(q - 1\) positions from each local group, the distance of the code punctured in these positions is \(d(C|E) = n - \frac{n(q-1)}{r+q-1} - k + 1\).

**Remark 1.** A more general form of PMDS codes, where the distance, i.e., number of tolerable erasures, can be different in each local group is often considered in literature. For simplicity, we focus on PMDS with the same distance in each local group in this work.

### C. Interleaved Codes

Interleaved codes are direct sums of a number of constituent codes. We will only consider homogeneous interleaved codes over linear codes in this work, for which the constituent codes are all the same and linear.

**Definition 3 (See, e.g., [11], [18]).** Let \(C[n, k, d]\) be a linear code over \(\mathbb{F}_q\) and \(\ell \in \mathbb{N}\). The corresponding \(\ell\)-interleaved code is defined by
\[
\mathcal{I}C[\ell; n, k, d] := \left\{ C = \begin{bmatrix} c_{1i} \\ c_{2i} \\ \vdots \\ c_{\ell i} \end{bmatrix} : c_i \in C \right\}.
\]

The assumed error model is as follows. We want to reconstruct a codeword \(C\) from a received word of the form \(R = C + E\), where \(E \in \mathbb{F}_q^{\ell \times n}\) is an error matrix. Let \(\mathcal{E}\) be the set of indices of non-zero columns of \(E\), then we say that an error matrix is of weight \(t\) if |\(\mathcal{E}\)| = \(t\).

For some constituent codes, for instance RS or some AG codes, there are efficient decoders that correct many errors beyond half the minimum distance and even the Johnson radius with high probability. The first such algorithm was given in [18] for RS codes and corrects up to \(\frac{d}{\ell}(n - k)\) errors. Since then, many decoders with better complexity and larger decoding radius, as well as some bounds on the probability of decoding failure have been derived. Due to space restrictions, we cannot list all of the papers. One decoder of special interest for this work was introduced by Metzner and Kapturowski in [11] and will be discussed in more detail in Section IV-A.

### III. Interleaved Locally Repairable Codes

In data storage, as in data transmission, codes over small fields are generally favorable as they allow for lower complexity decoding of errors or recovery from erasures. The advantage of interleaved codes is that in most cases, i.e., when \(d/2\) errors occur, it is sufficient to consider each codeword separately, thereby keeping the decoding complexity low. Only in a worst case scenario where \(d/2\) errors occur, the stored codewords can be viewed as an interleaved code, hence increasing the decoding radius and resolving the errors with high probability.

#### A. Decoding in the Interleaved Supercode

We first consider the class of Tamo–Barg LRCs [3], which has attracted a lot of attention in recent years. These codes are subcodes of RS codes of the same minimum distance (we refer to the RS code that contains the LRC as its supercode) and can therefore be decoded by any RS decoding algorithm. Due to the subcode property, we can also directly apply any interleaved RS decoder to decode interleaved Tamo–Barg LRCs. In the following, we will recall the properties of the decoder in [19], which is a unique decoder with maximal decoding radius
\[
t \leq t_{\max} := \frac{\ell}{\ell+1}(d - 1).
\]

This means that it returns one of the following possible outputs:
- the transmitted codeword (success),
- another codeword (miscorrection/undetected error event),
- or no codeword (failure).

Up to half the minimum distance, the decoder always succeeds. Beyond \(d/2\), bounds on the probability of miscorrection and failure, assuming that we choose an error of weight \(t\) uniformly at random, are given in [19]. These probabilities are shown to decrease exponentially in the difference between the maximum decoding radius \(t_{\max}\) and the number of errors \(t\), where generally \(P_{\text{miscor}} \ll P_{\text{failure}}\). Furthermore, the authors of [19] showed that decoding success, failures, and miscorrections only depend on the error matrix and are independent of the codeword.

Since Tamo–Barg codes are subcodes of RS codes with the same minimum distance, we can decode interleaved Tamo–Barg codes with the decoder in [19]. If the returned codeword is not a codeword of the interleaved Tamo–Barg code, then we can declare this as a decoding failure. Since this only happens in case of a miscorrection, the sum of the number of miscorrections and failure events is unchanged. This proves the following corollary.

**Corollary 2.** \(\ell\)-Interleaved Tamo–Barg codes of minimum distance \(d\) can correct up to \(t_{\max}\) errors and decoding succeeds for a fraction \(1 - P_{\text{failure}} - P_{\text{miscor}}\), where \(P_{\text{failure}}\) and \(P_{\text{miscor}}\) are defined as in [19] and \(t_{\max}\) is given in (2).

It is well known that even for small interleaving orders and short code lengths interleaved decoding is successful with high probability. In a real storage system these values will likely be very high, as the interleaving order is naturally very large. For example, consider a \([n = 15, k = 8, r = 4, \rho = 2]\) storage code of distance \(d = 7\) operating on bytes, i.e., over the field \(\mathbb{F}_2\). The unique decoding radius of this code is \(\lfloor \frac{n-1}{r} \rfloor = 3\). Now assume burst errors occurring on hard-drive sectors of typical size 512 bytes. This results in an interleaving order of \(\ell = 512\) and an interleaved decoding radius of \(t = 5\).
The bound of Corollary 2 gives a success probability $> 1 - 10^{-1223}$.

**Remark 3.** Note that these results only hold for random errors, not adversarial errors, as the probability of successful decoding is related to the rank of the error matrix.

**IV. Decoding of Partial MDS codes beyond their minimum distance**

The decoding technique of Section III-A is not specific to LRCs, as the discussed effects on the probability of the decoder outcome always hold when decoding a code by a decoder of its supercode. In this section we show that if the necessary conditions on the rate are fulfilled, the Metzner-Kapturowski decoding algorithm [11] corrects up to $t = n - k - 1$ errors, not adversarial errors, as the probability of successful decoding is related to the rank of the error matrix.

The bound of Corollary 2 gives a success probability $> 1 - 10^{-1223}$.

**Definition 5 ([12]).** Let $R_1, \ldots, R_n/(r+q-1)$ be the repair sets of an $[n, k, r, q]$ PMDS code. We define the set

$$S_u := \{S \subseteq \{1, \ldots, n\} : |S| = \mu, |S \cap R_i| \leq r, \forall i\}.$$

The following was shown in [12] for a special class of PMDS codes and holds in general for PMDS codes.

**Lemma 5.** Let $G$ be a generator matrix of an $[n, k, r, \delta]$ PMDS code. Let $S \subseteq \{1, \ldots, n\}$ be of cardinality $k$. Then, the columns of $G_S$ (i.e., the columns of $G$ indexed by $S$) are linearly independent if and only if $S \subseteq S_k$.

**Proof.** The statement was proven for the codes in [12] within the proof of [12, Lemma 7]. It holds in general for PMDS codes since any set $S \subseteq S_k$ corresponds to $k$ columns of a generator matrix of the MDS code obtained by puncturing the PMDS code at $q - 1$ positions of each local group not in $S$. This puncturing is possible since $S$ intersects with each local group in at most $r$ positions, so there are at least $q - 1$ positions left in each group. It is well-known that any $k$ columns of an MDS code’s generator matrix are linearly independent.

The following lemma relates the sets in $S_u$ to the $(t + 1)$-independent property.

**Lemma 6.** Let $H \in \mathbb{F}_q^{n-k \times n}$ be a parity-check matrix of an $[n, k, r, \delta]$ partial MDS code. Then, a set $I$ of cardinality $t := |I|$ is $(t + 1)$-independent if and only if it is a subset of the complement of an element $S \subseteq S_{k+1}$, i.e.,

$$I \subseteq S := \{1, \ldots, n\} \setminus S.$$

**Proof.** First note that $S' \subseteq S_k$ if and only if the complementary columns of $H$, i.e., $H_{S'}$, have full rank $n - k$. This is due to Lemma 5 and the fact that the columns of a generator matrix $G$ indexed by $S'$ have full rank. Thus, we can find a quasi-systematic parity-check matrix with the identity matrix in the complementary columns (i.e., the complement of an information set of a code is an information set of its dual code), and vice-versa.

The set $I$ is $(t + 1)$-independent if and only if the columns $I \cup \{i\}$ of $H$ are linearly independent for any additional column $i$. This again is true iff $I \cup \{i\}$ is contained in an information set of the dual code. By the above argument, this is equivalent to $I \cup \{i\}$ being contained in the complement of some $S' \subseteq S_k$. Since $i$ is arbitrary, this holds iff $I$ is in the complement of a set $S$ of cardinality $k + 1$, that, if any one element is removed, is in $S_k$. It follows that $S$ must be in $S_{k+1}$.

Due to Lemma 6, the relative amount of $t + 1$-independent positions can be lower-bounded using the set $S_{k+1}$ as follows.

**Lemma 7.** Let $t \leq n - k - 1$. Then,

$$\frac{|\{I \subseteq \{1, \ldots, n\} : |I| = t, (t + 1)-independent\}|}{|\{I \subseteq \{1, \ldots, n\} : |I| = t\}|} \geq \frac{|S_{k+1}|}{\binom{n}{k+1}}.$$
Proof. If \( t = n - k - 1 \), then there is a one-to-one correspondence between the \((t+1)\)-independent sets and the elements in \( S_{k+1} \), given by the complement of the respective set. Hence, the bound is fulfilled with equality. For \( t < n - k + 1 \), a set is \( t+1\)-independent if and only if its complement contains an element of \( S_{k+1} \). The number of cardinality- \((n-t)\) sets containing at least one element of \( S_{k+1} \) relative to all cardinality- \((n-t)\) sets is greater or equal to \( \frac{|S_{k+1}|}{(n+1)} \), since the relative number of sets having no element of \( S_{k+1} \) as a subset decreases in \( n-t \). \( \square \)

The following theorem is a generalization of [12, Theorem 3], which lower-bounds \( \frac{|S_{k+1}|}{(n+1)} \) for the special case \( q = 2 \).

**Lemma 8.** Let \( C \) be an \([n,k,r,q]\) PMDS code. Then,
\[
\frac{|S_{k+1}|}{(n+1)} \geq 1 - 2^{\log_2(n) - (r+1) \log_2\left(\binom{n}{r} - \frac{n}{r+1} \cdot \frac{n}{n+1}\right)}, \tag{3}
\]
where \( \xi := \min\{q-2, \left\lfloor \frac{r+q-1}{2} \right\rfloor \} \).

**Proof.** We have
\[
\binom{n}{k+1} = \sum_{i=1}^{\mu} \binom{\xi}{S} = \sum_{i=1}^{\mu} \binom{\xi}{\{1, \ldots, n\} - |S| = k+1, |S \cap R_i| > r}\]
\[
\leq \sum_{i=1}^{\mu} \binom{\xi}{\{1, \ldots, n\} - |S| = k+1, |S \cap R_i| > r}\]
\[
\leq \mu \sum_{i=1}^{\mu} \binom{n-j}{j} \binom{n-j}{k+1-j} \leq \binom{k+1}{n} \frac{r+q-1}{\xi} \binom{n}{k+1} \frac{n}{j} \]
\[
\leq \mu \left( \frac{k+1}{n} \right)^{r+1} \binom{n}{k+1} \frac{n}{j} \]
\[
\leq \mu \left( \frac{k+1}{n} \right)^{r+1} \binom{n}{k+1} \frac{n}{j} \]
\[
\leq 1 - \mu \left( \frac{k+1}{n} \right)^{r+1} \binom{n}{k+1} \frac{n}{j} \]
\[
\geq 1 - \left( \frac{r+q-1}{\xi} \frac{n}{r+1} \frac{n}{n+1} \right)^{r+1} \]
\[
= 1 - 2^{\log_2(n) - (r+1) \log_2\left(\binom{n}{r} - \frac{n}{r+1} \cdot \frac{n}{n+1}\right)},
\]
which proves the claim. \( \square \)

Remark 10. Condition (5) puts a rate constraint on the code. However, if \( r_n \) grows faster to infinity than \( g_n \), the following argument shows that we can choose arbitrary rates. We study the asymptotic behavior of \( (r+q \xi q^{-1})^{-\frac{n+1}{r+2}} \) for \( r_n \in \omega(g_n) \) (i.e., \( r_n \) grows asymptotically strictly faster than \( g_n \)).

\[
(r_n + g_n - 1)^{-\frac{n+1}{r+2}} \leq \frac{1}{r_n + g_n - 2} \to 1 \quad (n \to \infty).
\]
Note that we use that if \( r_n \) grows faster than \( g_n \), at some point we have \( \xi_n = g_n - 2 \).

Remark 11. By a similar argument as above, Condition (4) in Lemma 9 can be replaced by
\[
\left( \frac{R_{\text{global}}}{e} \right)^{e-2} \approx \left( \frac{r+1}{e(r+q-1)} \right)^{e-2} > C_1 \frac{k+1}{n} \approx C_1 R_{\text{global}}.
\]

Lemma 9 implies that under the given conditions, asymptotically almost any set of \( k+1 \) indices is in \( S_{k+1} \), and thus, almost any set of \( t \leq n - k - 1 \) error positions is \((t+1)\)-independent.

Remark 12. Since any cardinality- \( k \) subset of \( S_{k+1} \) is an information set, Lemma 9 also implies that the codes satisfying Conditions (4) and (5), and can correct almost all \( n - k \) erasures asymptotically. This constitutes a generalization of the statement in [12, Theorem 3], which proves the special case \( q = 2 \).

**C. Decoding PMDS Codes Beyond the Minimum Distance**

Using Lemma 9, we can state the following explicit class of PMDS codes correcting almost any error up to weight \( n - k - 1 \).

**Theorem 13.** Let \( \{C_n\} \) be a family of \([n,k_n,r_n,g_n]\) PMDS LRC over a field \( q_n \), where \( q_n \to \infty \) for \( n \to \infty \) and the parameters \( r_n, g_n \) fulfill conditions (4) and (5) of Lemma 9 for fixed constants \( C_1, C_2 \). Furthermore, let \( \xi_n = n - k_n - 1 \). Then, the family \( \{C_n\} \) of \([n,k_n,r_n,g_n]\) codes over the fields of size \( q_n^{\xi_n} \) obtained by interpreting the \( \ell_n \)-interleaved codes of \( C_n \) as linear codes over the large field \( F_{q_n^{\xi_n}} \), fulfill the following properties:

- the codes \( C_n \) are PMDS,
- \( C_n \) corrects up to \( n - k_n - 1 \) errors with probability approaching 1 for \( n \to \infty \) (assuming uniformly distributed errors of given weight), and
- the decoding complexity is \( O(n^3) \) operations over \( F_{q_n} \).

**Proof.** A (homogeneous) interleaved code is a linear code over the large field of the same parameters as the constituent code. Since puncturing the interleaved code corresponds to
puncturing the constituent codes, the definition of PMDS codes directly implies that the interleaved code is also PMDS.

For showing the correction capability, first note that interpreting elements of $\mathbb{F}_{q^n}$ as vectors in $\mathbb{F}_q^n$ gives a bijective mapping between all Hamming errors of weight $t$ in $\mathbb{F}_q^n$ and all burst errors in $\mathbb{F}_{q^n}^{t \times n}$ of weight $t$. We use Theorem 4, Lemma 9, and the fact that the fraction of $t_n \times t_n$ matrices over the field of size $q_n$ of rank $t_n$ is at least $4/t_n q_n$ for $q_n \geq 4$, cf. [20, Lemma 3.13]. The probability that a random error pattern of weight $t < n - k$ cannot be corrected is therefore

$$P(E \text{ cannot be corrected}) = P \left( S \not\subseteq \text{supp}(E) \forall S \in \mathcal{S}_{k+1} \right) + \frac{1}{k+1} \sum_{j=1}^{k+1} \left( \sum_{i=0}^{j-1} (-1)^i \binom{n}{j} \binom{n-j}{i} \binom{n-j}{j} \right)$$

and the fraction of full rank matrices $E \in \mathbb{F}_q^{t \times t}$ [21] is

$$P(\text{rk}(E) = t) = q^{-t^2} \prod_{j=0}^{t-1} (q^j - q^j).$$

The following example shows that the success probability is reasonably close to 1 even for small parameters.

**Example 18.** Consider the PMDS code as defined in [12] with parameters $[n = 15, k = 8, r = 4, q = 2]$ over the field $\mathbb{F}_q$ with $q = 16^{k+1} - 2^{36}$. The code is of distance $d = 7$, fulfilling the bound (1) on the distance of an LRC. The unique decoding radius of this code is $t = \left\lfloor \frac{d-1}{2} \right\rfloor = 3$. Given a full rank error matrix, the decoder introduced in [11] guarantees decoding of up to $t = d - 2 = 5$ errors. In the case of $t = n - k - 1 = 6$ errors, the error matrix is of full rank with probability $> 1 - 10^{12}$ and Corollary 17 gives the probability of success as $P_{\text{dec}} \approx \frac{1}{143}$.
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