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Abstract

We introduce DeepDFT, a deep learning model for predicting the electronic charge density around atoms \( \rho(r) \), the fundamental variable in electronic structure simulations from which all ground state properties can be calculated. The model is formulated as neural message passing on a graph, consisting of interacting atom vertices and special query point vertices for which the charge density is predicted. The accuracy and scalability of the model are demonstrated for molecules, solids and liquids. The trained model achieves lower average prediction errors than the observed variations in charge density obtained from density functional theory simulations using different exchange correlation functionals.

1 Introduction

Machine learning methods have been gaining popularity in materials research community recently [1]. Data driven models are being used to accelerate simulation based materials design through development of faster surrogate models that replace or work with physics based models. In the realm of atomic scale modelling, the focus has been on the mapping of the molecular geometry to a target property, such as the total energy or the band gap [2]. Although more challenging to predict, the electronic charge density around atoms of a given molecule or material can describe the system completely, i.e. all ground state properties can be obtained from the charge density with reasonable accuracy [3]. It is the fundamental variable in Kohn Sham density functional theory (KS-DFT) [4] based quantum simulations - the most popular electronic structure method used for materials research and design. DFT being an \( O(n^3) \) method, computational cost inhibits simulating more than few hundred atoms. Computational design of materials from atomistic scale is severely limited by the system size as atomic scale representations of real materials and processes (e.g. battery electro-chemistry at cathode-electrolyte interface) needs \( 10^5 \) atoms or more. In this work we aim at obtaining a linear scaling, general and flexible machine learning model that is able to utilise the vast amount of existing simulation results and those being produced daily in supercomputers around the world to predict the charge density for atomic structures of unprecedented size, enabling new avenues of atomic scale materials design.

2 State of the art and scope

The first efforts towards predicting the electron density with machine learning [5][6] used a kernel ridge regression model, which takes, as input, an artificial Gaussian potential sampled on a 3D grid and outputs coefficients that represents the electron density in a Fourier basis set. The model can accurately predict the electron density in molecular dynamics simulations, however, by design, the model does not transfer across different molecular systems. This limitation was later overcome with a similar kernel model [7][8], in which the total electron density is decomposed into additive
atom-centered contributions and a symmetry-adapted Gaussian process regression model [9] is used to predict the expansion coefficients of each contribution based on the local environment around the atoms. The locality of the model allows it to transfer across different molecules, but the cubic computational cost (in number of training examples) of Gaussian process regression is prohibitive for applying the model to systems with a large number of atom types, where large number of data points are required to cover the chemical space of interest. Deep learning models generally scale well with the number of training examples and using these models might be the right direction for training with large data sets. Among deep learning approaches - deep convolutional neural networks have been used to solve the charge density prediction problem by posing it as an image to image translation problem. For example, given a low accuracy DFT calculated density a neural network model predicts the output of high accuracy DFT [10]. Such an approach is restricted to a fixed voxel size and is not equivariant to rotations. A different approach is to manually construct fingerprints describing the local environment in 3D space and map the fingerprints to a density value using neural networks [11,12,13]. Irrespective of machine learned or hand-engineered, features, when collected from longer distances (i.e. larger cutoff radius), may provide better accuracy. As the number of neighbours grow \(O(r^3)\) with the cutoff radius \(r\), a relatively small cutoff radius need to be used. For neural message passing (or graph convolution) models, using a small graph connectivity cutoff in combination with multi-step message passing enables efficient propagation of long-range information in comparison to just increasing atomic environment cutoff distance - computational complexity grows only linearly with the number of message passing steps.

In the previous graph convolution based model [14] a new graph is created for each electron density query point. The atomic environment representation is thus dependent on the choice of query point and therefore the learned atomic environment representations do not directly transfer across different query points. In contrast, our model first obtain a representation of atoms and their local environment and in the next step map these representations to the electron density at the requested query points. This two-step approach allows the model to efficiently reuse the learned atomic environment representation. Both steps are learned simultaneously in an end-to-end fashion. In this work we demonstrate the excellent scalability and accuracy of our DeepDFT model. We train on very large scale datasets and achieve prediction errors lower than the variations in DFT charge density obtained with different exchange correlation (Xc) approximations.

3 Neural Message Passing Network

The DeepDFT density model is framed in the message passing framework devised by [15] and components of the model architecture is inspired by the SchNet model [16]. The input to the model is a graph representation of the molecule or crystal structure and the graph has a vertex for each atom in the molecule or for each atom in the crystal structure unit cell. Edges are defined by a constant cutoff distance, i.e. we draw an edge between vertex \(v\) and \(w\) if the distance between \(v\) and \(w\) is less than a certain cutoff distance (4 Å). The edges may cross periodic boundary conditions as in quotient graphs [17,18]. Special probe vertices, that only accept incoming edges, are placed at each query point. A simple example graph with four atoms and three query points is illustrated in Figure [1].

Each vertex \(v\) has a hidden state \(h_v^t\) at “time” step \(t\). They are updated in a number of interaction “time” steps \(T\). We use \(T = 6\) interaction steps in all the experiments in this work. The hidden states of the vertices are updated in two steps. First messages from neighbour vertices are computed using the message function \(M_t(\cdot)\) and then the vertex state is updated by a state transition function \(S_t(\cdot)\).

\[
m_v^{t+1} = \sum_{w \in N(v)} M_t(h_v^t, h_w^t, d_{vw}^t), \quad h_v^{t+1} = S_t(h_v^t, m_v^{t+1}) ,
\]

(1)

where \(N(v)\) denotes the neighbourhood of the vertex \(v\). For the initial atom vertex state we use the atomic number to look up an embedding vector for each vertex. As edge feature we use the distance between the two corresponding atoms expanded in a series of exponentiated quadratic functions:

\[
\langle \epsilon_{vw}^0 \rangle_k = \exp \left( - \frac{(\epsilon_{vw} - (\mu_{\text{min}} + k\Delta))^2}{2\Delta^2} \right) , \quad k = 0 \ldots k_{\text{max}}
\]

(2)

where \(\mu_{\text{min}}, \Delta, \text{ and } k_{\text{max}}\) are chosen such that the centers of the functions covers the cutoff range. This can be seen as a soft 1-hot-encoding of the distances, which makes it easier for a neural network to learn a function where the input distance is uncorrelated with the output of the network if that is
Figure 1: Messages are exchanged between atom vertices \( z_i \) in several steps while the probe nodes \( p_j \) only receive messages.

Figure 2: Data set examples from (a) Lithium-ion battery cathode - mixed transition metal (CO/Mn/Ni) layered oxide and (b) Ethylene-carbonate electrolyte in liquid state.

necessary. The atom-to-atom message function is a function of the sending vertex state \( h_w \), the edge features \( e_{vw} \), and can be written as

\[
M_t(h^t_w, e^t_{vw}) = M_t(h^t_w, e^t_{vw}) = (W^t_1 h^t_w) \odot c(d_{vw})g(W^t_2 g(W^t_3 e^t_{vw})),
\]

where \( \odot \) denotes element-wise multiplication, \( g(\cdot) \) is the soft-plus activation function, and \( c(\cdot) \) is a soft cutoff function \( c(x) = 1 - \text{sigmoid}(5 \ast (x - (d_{cut} - 1.5))) \) where \( d_{cut} = 4 \) Å is the graph edge cutoff distance. The expression on the right-hand side of the element-wise multiplication in (3) can be seen as a filter generating function [16]. Because the filter depends only on the distance between atoms it becomes a radial filter rather than the directional filters normally used in image processing.

The state transition function is a two layer neural network on the sum of incoming messages and the result is added to the current hidden state as in Residual Networks [19]:

\[
S_t(h^t_v, m^{t+1}_v) = h^t_v + W^t_5 g(W^t_4 m^{t+1}_v),
\]

For the special probe vertices the hidden state is initialised as a vector of zeros. We use the same form of message function as for the inter-atom messages (3), but the weight matrices are not shared between the inter-atom message function and probe message function. The state transition function for the probe vertices is also very similar to the atom hidden state transition function (4). The only difference is that we add a “forget” gate term \( F_t(\cdot) \), a two-layer neural network, that controls whether and which of the probe state entries that are updated or kept after each interaction step. The state transition functions for the probe vertices are thus given by:

\[
\tilde{S}_t(h^t_v, m^{t+1}_v) = F_t(h^t_v) \odot h^t_v + (1 - F_t(h^t_v)) \odot W^t_5 g(W^t_4 m^{t+1}_v),
\]

where \( F_t(h^t_v) = \text{sigmoid}(W^t_7 g(W^t_6 m^{t+1}_v)) \).

The PyTorch implementation and pretrained model are available on Github.

4 Dataset and Model Training

To assess the model we use the QM9 dataset [20, 21] (134k small molecules with up to nine heavy atoms (CNOF)) that is widely used for benchmarking machine learning models for molecular property prediction. Additionally we also train and test with charge density data from crystalline and liquid state materials. 1: A challenging to model but industrially important multi-transition metal layered oxide lithium ion battery (LIB) cathode. 5000 configurations are generated through Monte Carlo style crystal site occupation for transition metal ions (Ni/Mn/Co) and lithium/vacancy to represent varieties of chemistry and lithiation state followed by structural optimization. 2: Liquid ethylene carbonate - the most used LIB electrolyte. 12000 disordered configurations are generated through high temperature (3000K) accelerated identity preserving molecular dynamics. KS-DFT is used with PBE XC-functional and VASP code [22] for obtaining valence charge density on a volumetric grid. For each gradient step we sample 1000 query points in two training set molecules/crystal-structures and use the mean-squared-error at the query points as the cost function. The model is trained for two weeks on a single Nvidia GPU and a small validation set is used for early stopping.
5 Results

To evaluate the model, we integrate the mean absolute error (MAE) over the whole simulation box normalized by total number of electrons (eq. (7)) following [7,8]. The DFT calculated density is used as ground truth $\rho(x)$. The distribution of $\varepsilon_{\text{mae}}$ errors for the QM9 test set is shown in Figure 3. The DFT uncertainties, also included in the histogram, are estimated using eq. (8) from an ensemble of densities $K = 8$ calculated using VASP with eight different XC functionals (BF, PE, 91, CA, PZ, RP, RE, PS) [23, 24, 25, 26, 27, 28, 29, 30] for 1000 molecules. For each grid point we compute the mean absolute deviation (MAD) of the ensemble around the median density. The MAD is then integrated across all grid points and divided by the total number of electrons eq. (8).

$$\varepsilon_{\text{mae}} = \frac{\int_{x \in V} |\rho(x) - \hat{\rho}(x)|}{\int_{x \in V} |\rho(x)|} \quad \quad (7)$$

$$\varepsilon_{\text{mad}} = \frac{1}{K} \sum_{k=1}^{K} \frac{\int_{x \in V} |\rho_k(x) - \rho_{\text{median}}(x)|}{\int_{x \in V} |\rho_1(x)|} \quad \quad (8)$$

Predictions errors are mostly below 0.5% with an average of 0.35% and this is below the estimated DFT error which averages at 0.6%. This indicates our model is adept at learning from electronic structure simulations which are more accurate than KS-DFT. For comparison, another baseline, which is the superposition of the single atom electron densities gives an average error of 18% for QM9 molecules (not shown). The DeepDFT model predictions include a number of outliers with very large errors compared to the average error, but they are still an order of magnitude more accurate than the superposition of single atom densities. Manual inspection of the QM9 test set outliers shows that presence of exotic structural units (see Figure 3), which are underrepresented or unrepresented in the training sets, leads to high error. For the other two datasets the average $\varepsilon_{\text{mae}}$ errors are also low (Table 1) and no outliers are observed as chemical variations are well sampled.

6 Conclusion

The proposed DeepDFT model achieves scalable and accurate prediction of electronic charge densities. We envision that this type of model will allow design of new materials in a wide range of scientific/engineering problems where the size of the problem limits the applicability of conventional methods. For example, in future work, we will investigate the capability of the model to capture charge transfers in reactive dynamical systems. We will also investigate the data efficiency of the method, i.e. if learning the charge density first is more data efficient than directly predicting the properties of interest, such as total energy or band gaps.
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