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Abstract
Wind farms are affected by a variety of atmospheric flow phenomena across spatial and
temporal scales ranging from the macroscale and mesoscale to the microscale. This PhD
project focuses on simulating a few of these phenomena using the atmospheric component
of the Model For Prediction Across Scales (MPAS) to investigate its capabilities for
wind energy applications. MPAS is a global model that utilizes a subset of the physics
schemes from the limited-area Weather Research and Forecasting (WRF) model. It has
an unstructured mesh discretization (Spherical Centroidal Voronoi Tessellations) that
enables quasi-uniform and variable-resolution simulations with smooth transition zones,
allowing for regional refinement of the model simulations.

In this thesis, the strengths and challenges of a global modeling approach with re-
gional refinement, using MPAS, are examined and compared with measurements and
traditional modeling, using WRF. Three different application areas are explored. The
first area focuses on difficulties related with simulating a mid-latitude cyclone at medium
resolution, using both WRF and MPAS. The WRF simulations have challenges due to
the lateral boundaries, but with different setups a reasonable forecast can be produced.
MPAS is able to improve storm intensity compared to WRF, but deviations in the model
forecast increased time shifts between simulated and observed local minimum sea level
pressure. The second application focuses on an episode of open cellular convection over
the North Sea, allowing the investigation of MPAS’ capabilities for simulating mesoscale
wind variability. Given sufficiently high horizontal resolution and an adequate model
initialization time, MPAS represents the increased spatial and temporal wind variability
quite well, compared to point measurements and satellite derived observations. The
third application area explores MPAS to study the impact of wind farms on the at-
mosphere. For this purpose, the ’Explicit Wake Parametrisation’ scheme, previously
implemented in WRF, is implemented in MPAS. After verifying the implementation
in MPAS, a short-term case study is simulated, for two wind farms in the southern
North Sea. During the implementation, issues with model divergence due to pressure
field dependent random number generation were found and fixed, but the additional
presence and impact of the propagation of small scale numerical noise requires further
investigations.

Across all the studies, it was found that the lack of lateral boundary conditions in
MPAS, which help constrain the model simulations in WRF, allows for more significant
model deviations from the real atmospheric state in case studies. This requires further
exploration of data assimilation techniques to prevent the simulation drift.
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Dansk Resumé
Vindparker påvirkes af en række forskellige atmosfæriske luftstrømningsfænomener på
tværs af rumlige og tidslige skalaer, fra makroskala over mesoskala til mikroskala niveau.
Dette Ph.d. projekt fokuserer på at simulere nogle af disse fænomener ved brug af den
atmosfæriske komponent af Model for Prediction Across Scales (MPAS) for at undersøge
modellens anvendelsesmuligheder til vindenergi formål. MPAS er en global model der gør
brug af en række parametriseringer fra den regionale Weather Research and Forecasting
(WRF) model til at repræsentere finskala (uopløste) atmosfæredynamik aspekter. MPAS
anvender ustruktureret gitter diskretisering (sfæriske, centroidale Voronoi tessellationer)
der muliggør simulering med både quasi-uniformt grid og med variabel opløsning med
glidende overgang mellem høj- og lavopløste regioner i modellen.

I denne afhandling undersøges styrker og udfordringer ved en fremgangsmåde hvor
en global model med mulighed for regional detaljeringsgrad, MPAS, anvendes i en vin-
denergi kontekst, baseret på sammenligning med målinger og simuleringsresultater fra
den mere traditionelt anvendte WRF model. Tre forskellige anvendelsesområder un-
dersøges. Det første fokuserer på genvordighederne i forbindelse med simulering af en
ekstratropiske cyklon ved medium opløsning ved brug af både WRF og MPAS. WRF
simuleringerne har udfordringer på grund af de laterale grænsebetingelser, men med
forskellige opsætninger kan der produceres en rimelig prognose. MPAS er i stand til
at forbedre stormintensiteten sammenlignet med WRF, men afvigelser i modelprog-
nosen øgede tidsforskydning mellem simuleret og observeret minimum af trykket ved
havniveau. Det andet anvendelsområde fokuserer på et tilfælde af åben cellulær konvek-
tion over Nordsøen, hvilket udnyttes til at studere MPAS’ evne til at simulere mesoskala
vindvariation. Med høj modelopløsning og tilstrækkelig lang modelinitialisering kan
MPAS udmærket simulere den øgede vindvariation i tid og rum, holdt op imod punk-
tmålinger og satellit-afledte observationer. Det tredje anvendelsesområde udforsker an-
vendelse af MPAS til at undersøge vindmølleparkernes indvirkning på atmosfæren. Til
dette formål implementeres ’Explicit Wake Parametrisation’ (EWP) modellen, allerede
implementeret i WRF, nu også i MPAS. Efter validering at MPAS implementeringen af
EWP, simuleres et kortsigtet studie for to vindmølleparker i den sydlige del af Nord-
søen. Under implementeringen ledte problemer med modeldivergens til afdækningen
af trykafhængighed i genereringen af tilfældige tal, hvilket blev rettet, men derudover
observeres småskala numerisk støj, hvis effekt på simuleringer kræver yderliger studier.

Alle tre studier peger i retning af at fraværet af påtrykte laterale grænsebetingelser i
MPAS fører til betydelige modelafvigelser fra observationer. Dette problem må adresseres
i fremtidige studier af forskellige teknikker til data assimilering for, under MPAS simu-
leringer, løbende at reducere modelafvigelser fra atmosfærens reelle tilstand.
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CHAPTER 1
Introduction

1.1 Atmospheric Scales of Motion in the Context of
Wind Energy

The Earth’s atmospheric motion is characterized by a vast range of spatial and temporal
scales (e.g. Orlanski 1975). Scales range from several months and years and thousands
of kilometers at the planetary scale to sub-hourly time scales and sub-kilometer length
scales at the microscale (Orlanski 1975; Spera 2009; Lackmann 2012). Table 1.1 presents
a possible classification of different atmospheric scales based on Lackmann (2012) while
Figure 1.1 shows the variance distribution of the horizontal wind speed over a range
of temporal scales. Figure 1.1 indicates regions of high variance in the synoptic and
mesoscale region (time scales larger than approximately 1 hour) and the microscale
region with sub-hourly time scales. The two regions are separated by the so called
’spectral gap’ region, which has low wind variation and occurs at the intermediate time
scales around one cycle/hour (Van der Hoven 1957; Stull 1988; Larsén et al. 2016). All
investigations performed within this study focus on the atmospheric scales of motions
in the mesoscale and larger (cf. Table 1.1), not crossing the spectral gap region to the
microscale (cf. Figure 1.1).

The multi-scale characteristic of the atmosphere will naturally influence wind tur-
bines, wind energy resources and wind energy utilization over different scales (e.g. Spera
2009; Porté-Agel et al. 2020). Planetary scale features like the Arctic and Antarctic Os-
cillation have been shown to influence low-frequency wind variability in observations
over Minnesota (Klink 2007) and in reanalysis data over South Africa (Bianchi et al.
2017). Synoptic scale phenomena like extratropical cyclones can affect, among others,
electrical grid performance and safety (e.g. Artipoli and Durante 2014) and can cause
shut-downs of wind farms (e.g. Cutululis et al. 2012). Observational data used as input
for an aeroelastic simulator for wind turbines suggest that mesoscale low-level jets can
affect static and mechanical wind turbine loads (Gutierrez et al. 2016). Furthermore,
mesoscale convective systems like open cellular convection have been found to increase
the intra-hourly wind variability, which impacts wind power generation (Vincent 2010;
Vincent and Trombe 2017).

Not only are wind turbines affected by the atmosphere, but, in return, wind tur-
bines and wind farms also affect the local atmospheric conditions across different scales.
Apart from causing a downwind reduction of wind speed, they can cause vertical mix-
ing (Baidya Roy and Traiteur 2010) and nighttime warming (Baidya Roy and Traiteur
2010; Rajewski et al. 2013). Large Eddy Simulation and limited-area mesoscale mod-
eling of wind farms also suggest that turbines can deflect a low-level jet over the wind
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Figure 1.1: Frequency spectrum fS(f) of horizontal wind speed at the Brookhaven National
Laboratory as a function of frequency f . Values are obtained at around 100 m height. Repro-
duced with permission from Van der Hoven (1957).

farm (Abkar et al. 2016), or significantly weaken them at rotor height due to the en-
ergy extraction of the wind farm (Fitch et al. 2013a). Numerical investigations with
hypothetical wind farms and global atmospheric models suggest that excessive wind
farm deployment over large areas has the potential to influence the near-surface climate
(Kirk-Davidoff and Keith 2008; Wang and Prinn 2010).

Despite the popularity of grouping atmospheric flows into different classes (e.g. Or-
lanski 1975; Fujita 1981; Lackmann 2012), sharp separations or abrupt transitions are
not common in the atmospheric dynamics, due to the various interactions between differ-
ent scales of motion (Eliassen 1976). From a modeling perspective, this scale-spanning
nature of atmospheric motion and their interactions, set high demands on the adequate
and consistent representation of the atmosphere across scales also within the field of
wind energy.
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Scale Classification Spatial length scales Time scales Examples

Planetary scale > 6000 km > week Trade winds, polar front
jet stream, tidal waves

Synoptic scale 1000-6000 km days to week Upper-level troughs, cy-
clones

Mesoscale 1-1000 km hours to day Land-sea breezes, noctur-
nal low-level jets, thunder-
storms

Microscale < 1 km < 1 h Turbulence, planetary
boundary layer

Table 1.1: Classification of different atmospheric scales of motion based on Lackmann (2012)
with additional examples from Orlanski (1975) and Landberg (2015). Classifications marked
in bold highlight the atmospheric scales focused on in the scope of this work.

1.2 Traditional Modeling Approach Within the Field
of Wind Energy

To simulate atmospheric motion over a range of atmospheric scales, including small-scale
features, model resolution needs to be high enough to adequately resolve the smaller-scale
features (Skamarock 2004), and model domains need to be large enough to ensure the
proper representation of the large-scale background flow. The increase in computational
power over the last decades has allowed for the development of high-resolution models
with global spatial coverage. For example, global operational forecasts are now reaching
horizontal grid spacing on the order of 10 km (Neumann et al. 2019).

However, this grid spacing is still insufficient for a direct application to wind resource
assessment studies, which require an adequate representation of local atmospheric fea-
tures, orography and land-sea masks (Sempreviva et al. 2008). For example, the inves-
tigation of mesoscale wind variability, introduced by open cellular convection, presented
in this study, relies on horizontal grid spacing as small as 2 km to provide an adequate
representation of that atmospheric feature (see Chapter 5). Furthermore, the temporal
availability of reanalysis and forecast products is also relatively low (Sempreviva et al.
2008).

One commonly used approach to increase model resolution is dynamical downscal-
ing of coarser model simulations using limited-area models (LAMs) like the Weather
Research and Forecasting (WRF, Skamarock et al. 2008) model. In WRF, dynamical
downscaling is achieved by nesting higher resolution model grids (domains) into parent
domains with coarser resolution (Skamarock et al. 2008). This method is known as grid
nesting. The individual domains have a structured grid with uniform grid spacing, and
the lateral boundary conditions (LBCs) for each nest are interpolated from their corre-
sponding parent domain (Skamarock et al. 2008). The outermost LAM domain receives
its LBCs from the externally provided model.

WRF grid nesting is extensively applied within the field of wind energy. It has been
used, for example,
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• as part of the model tool chain for the generation of wind atlases (Global Wind
Atlas1, New European Wind Atlas2),
• for case studies of severe weather events and their impact on wind power production

(e.g. Christakos et al. 2016),
• for investigations of spatial and temporal wind variability over different regions

and time scales (e.g. studies by Vincent 2010 and Santos-Alamillos et al. 2014),
• for wind speed and power forecasting (e.g. Deppe et al. 2013; Zhao et al. 2017)

and
• for numerical studies of wind farm impacts on regional atmosphere and climate

(e.g. Fitch et al. 2013b; Vautard et al. 2014; Siedersleben et al. 2018; Tomaszewski
and Lundquist 2020; Pryor et al. 2020).

Using limited area models with grid nesting is popular, because the method makes it
possible to run high-resolution simulations over a limited area of interest for a fraction of
the costs of a global model with similar grid spacing. However, the usage of such models
also has disadvantages when modeling across large ranges of the atmospheric scales of
motion, which will be discussed below.

One of the main challenges in using limited-area models is the introduction of LBCs.
As described in Warner et al. (1997), LBCs introduce boundary errors due to the in-
evitable differences between the forcing data and LAM results. Additional errors are
introduced due to the required spatial and temporal interpolation of the coarser model
data and due to the inability for the LAM results to feedback to the forcing model. In-
terpolation errors can cause distortions and misinterpretations of large-scale structures,
like extra-tropical cyclones, when such features are introduced via the LBCs (Gustafsson
1990; Gustafsson et al. 1998; Termonia 2003; Termonia et al. 2009). Differences in the
formulations of model physics can also introduce additional inconsistencies between the
LAM and the forcing model (Warner et al. 1997).

Another challenge, when using a LAM, is the need to spatially spin-up atmospheric
features at scales that are not present in the LBCs due to coarse resolution (Leduc and
Laprise 2009), namely spatial spin-up. Leduc et al. (2011) and Matte et al. (2017) have
shown that the distance from the LBCs needed to spin-up such features, depends on
the size of the resolution jump between the coarse and fine grid, the flow speed, and
season. Since discrete and sudden resolution jumps are inherent to the grid nesting
approach (Park et al. 2014), spatial spin-up cannot be avoided and can result in regions
of insufficiently resolved structures inside the LAM (Leduc and Laprise 2009; Leduc
et al. 2011; Matte et al. 2017).

A more detailed discussion of challenges related to LBCs and dynamical downscaling
with limited-area models can be found in Davies (2014), Hong and Kanamitsu (2014),
and Davies (2017).

These challenges are particularly important for modeling across scales, which helps

1available at https://globalwindatlas.info, last accessed: August 2020
2available at https://map.neweuropeanwindatlas.eu/, last accessed: August 2020

https://globalwindatlas.info
https://map.neweuropeanwindatlas.eu/
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to motivate the investigation of alternative strategies. Promising candidates for this
purpose are global models with variable-resolution. They avoid the challenges associated
with LBCs, while still allowing high resolution in the area of interest (e.g. Fox-Rabinovitz
et al. 2008; Sakaguchi et al. 2015). The lack of artificial boundaries also allows for
the consistent application of model physics and permits consistent interactions across
atmospheric scales of motion (e.g. Fox-Rabinovitz et al. 2008; Sakaguchi et al. 2015).

1.3 Atmospheric Modeling Across Scales with
Global Variable-resolution Models

There are a variety of global models that employ a variable-resolution approach, using a
variety of model discretization techniques that allow for variable-resolution (see examples
in Fox-Rabinovitz et al. 2008 and Ullrich et al. 2017). One such model, is the Model for
Prediction Across Scales (MPAS, more details in Chapter 2).

MPAS is based on an unstructured grid based on Spherical Centroidal Voronoi Tes-
sellations (SCVTs) that allow flexible mesh configurations with smooth mesh refinement
(Ju et al. 2011). In contrast to other mesh refinement strategies like grid-stretching (e.g.
Fox-Rabinovitz et al. 2008 and references therein), the unstructured MPAS mesh allows
multiple refinement regions and refinement without simultaneously decreasing grid spac-
ing in other regions (Ringler et al. 2011). Furthermore, MPAS’ SCVT discretization also
avoids other problems like mesh singularities and resolution clustering seen for instance
in full latitude-longitude grids or cubed-sphere grids (Staniforth and Thuburn 2012).

The impact of MPAS’ variable-resolution mesh on atmospheric flows has been ex-
plored using its atmospheric component (MPAS-A, Skamarock et al. 2012) in a range
of idealized (e.g. Skamarock et al. 2012; Park et al. 2013; Park et al. 2014; Martini
et al. 2015) and real case applications in hydrostatic scales (e.g. Heinzeller et al. 2016;
Hashimoto et al. 2016; Michaelis et al. 2019; Michaelis and Lackmann 2019). More
recently, MPAS-A has also been explored in convection-permitting scales for a broad
range of applications, some of which are summarized below.

Fowler et al. (2016), implemented and investigated the behavior of the scale-aware
Grell-Freitas convection scheme (Grell and Freitas 2014) on a 50 km mesh with regional
refinement down to 3 km over South America. The authors performed four-day forecasts
and looked, among others, on the partitioning of convective and grid-scale precipitation.
They showed that the gradual refinement provides a smooth transition in the composi-
tion of convective and grid-scale precipitation also in scales associated with the gray-zone
within the transition region.

Pilon et al. (2016) investigated the impact of deep and shallow convection parame-
terizations on the hind-cast of a Madden-Julian oscillation (MJO) event. The authors
analyzed different cumulus scheme configurations on a 60 km mesh, a 15 km mesh and
on a regionally refined 50-3 km mesh over the Indian Ocean and compared the results
with sounding observations. The authors found that the reproduction of two intense
rain events traveling eastwards substantially depends on the representation of deep con-
vection. In the case of the scale-aware Grell-Freitas scheme, only a simulation with mesh
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refinement down to 3 km was able to reproduce the event due to explicitly resolved deep
convection.

Promising results with MPAS-A mesh refinement have also been shown in Kramer
et al. (2018). They used local refinement over the European continent to analyze three
different weather events: a synoptic gale event, a föhn effect and an extreme hail event.
The authors investigated three regionally refined meshes with 3 km cell spacing (60-
3 km, 30-3 km and 15-3 km mesh) and one quasi-uniform 3 km mesh. They found that
the MPAS-A meshes with local refinement show a comparable forecast accuracy to the
most expensive global 3 km mesh. However, they also point out that the performance
of the individual mesh configurations differ from case to case.

Huang et al. (2019) used a multi-refined 60-15-3 km approach to investigate track de-
flections of Typhoon ’Netsat’ and found better agreement with respect to the northward
deflection compared to regional area simulations with nested domains in WRF.

However, MPAS-A has not been explored within the field of wind energy and this
knowledge gap has motivated the theme and the research questions that define scope of
this PhD study.

1.4 Research Questions and Thesis Framework
The leading theme of this PhD project is the investigation of the global MPAS-A model
for potential applications within the field of wind energy, with a focus on exploring the
regional mesh refinement. The following research questions guided the framework of the
project:

1. Where and to what extent can MPAS-A improve the traditional modeling strategy
(limited-area modeling with grid nesting)?

2. What are the limitations and challenges faced in the application of the global
MPAS-A compared to the traditional modeling strategy?

Driven by the above mentioned leading questions, MPAS-A has been investigated
in three major case studies relevant for wind energy applications. The investigations of
two of the case studies (Chapter 4 and Chapter 5) expand on two peer-reviewed journal
publications that will be further referred to as P1 and P2 :
P1 Imberger, M., Larsén, X. G., Du, J., Davis, N. Approaches toward improving the

modelling of midlatitude cyclones entering at the lateral boundary corner in the
limited area WRF model (2020). Quarterly Journal of the Royal Meteorological
Society. DOI:10.1002/qj.3843 (accepted/in press)

P2 Imberger, M., Larsén, X. G., Davis, N. Investigation of Spatial and Temporal
Wind Variability during Open Cellular Convection with the Model For Predic-
tion Across Scales (MPAS) in Comparison with Measurements. Boundary-Layer
Meteorology (accepted with minor revisions)

They are briefly introduced in their corresponding chapter and pre-prints are attached
in Appendix A and Appendix B for further reading. A complete list of dissemination
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activities and publications during the PhD project that are not directly part of this
report can be found in Appendix C.

The detailed outline of the thesis is as follow:
An introduction to the MPAS modeling framework and its mesh discretization is

presented in Chapter 2 while Chapter 3 presents key findings from the MPAS mesh
generation phase performed as part of this project. The mesh generation process is a
crucial element for an efficient and successful application of MPAS-A. The next three
chapters focus on wind energy related case studies.

Chapter 4 deals with the simulation of a mid-latitude cyclone and elaborates on the
effect of LBCs in the traditional modeling strategy on key simulation results, like storm
intensity and location. Paper P1 is introduced in this chapter, and parallel investigations
using MPAS-A and WRF are presented and compared.

Chapter 5 presents results of a case study of open cellular convection (OCC) over
the North Sea and discusses to what extent MPAS-A is able to represent the spatial and
temporal wind speed variability associated with the OCC. This chapter also introduces
Paper P2.

Chapter 6 looks deeper into the potential application of MPAS-A for wind farm
impact studies on the atmosphere and elaborates on some of the modeling challenges
faced during the investigation.

The thesis finalizes with concluding remarks and a general outlook regarding MPAS-
A for wind energy purposes in Chapter 7.
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CHAPTER 2
The Model For Prediction

Across Scales (MPAS)
This chapter aims to provide a general introduction to MPAS and its atmospheric com-
ponent MPAS-A. It describes the concept of Spherical Centroidal Voronoi Tessellations
and other key features which distinguish the model from limited-area modeling with
WRF or are seen crucial for the understanding of the investigations presented in Chap-
ter 3 to Chapter 6.

2.1 Background
MPAS consists of a collection of independent modeling environments (also called MPAS
cores) for different parts of Earth’s physical systems like atmosphere, ocean, land or
land/sea ice, which are developed under a large collaborative project between the Los
Alamos National Laboratory and the National Center for Atmospheric Research (Ska-
marock et al. 2012). The independent environments are build around a commonly
shared MPAS framework. The framework contains components that deal with parallel
input/output, timekeeping, and memory parallelization, as well as other common model
tasks. A more complete description of the MPAS cores and framework can be found in
Turner et al. (2018) and Duda et al. (2019).

Within the scope of the PhD, only the atmospheric component of the global Model
For Prediction Across Scales (MPAS-A, Skamarock et al. 2012) is used. For the sake
of simplicity, all further references to MPAS refer to the atmospheric component and
shared framework only.

2.2 Dynamical Core and Mesh Discretization
MPAS is a finite volume, non-hydrostatic and fully compressible model (Skamarock et
al. 2012), that solves the underlying governing equations on a mesh discretization based
on Spherical Centroidal Voronoi Tessellation (SCVTs, Du et al. 1999; Du et al. 2003a).

Fundamentally, SCVTs are based on ordinary Voronoi tessellations. Given an initial
set of n points (or Voronoi generators) on a surface, a Voronoi tessellation divides the
surface into n sub-regions (also known as Voronoi regions or Voronoi cells) with the fol-
lowing characteristic: each Voronoi region, belonging to a particular generator, encloses
all points on the surface that are closest to that generator (e.g. Du et al. 1999; Ju et al.
2011). Figure 2.1a shows an example of a Voronoi tessellation for a given number of
generators on a 2D-plane. In 2D, the Voronoi regions create polygonal regions. The
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dual graph to the Voronoi tessellation is called a Delaunay tessellation, which consists
of triangles in 2D (e.g. Du et al. 1999; Ju et al. 2011). The dual Delaunay tessellation
is, for example, used in the bisection routine and the determination of the local mesh
regularity in the mesh generation algorithm (further details in Section 3.1.2). A more
comprehensive definition of Voronoi and Delaunay tessellations can be found in Du et al.
(1999) or Okabe et al. (2000).

Centroidal Voronoi tessellations add a requirement that the initial set of Voronoi
generators are also identical to the centroids (or center of mass) of each Voronoi region
with respect to a mesh density function ρ (e.g. Ju et al. 2011). The mesh density
functions used in this project are described in Section 3.1.1. An example of a Centroidal
Voronoi tessellation is given in Figure 2.1b. SCVTs describe a generalized version of
Centroidal Voronoi tessellations on a sphere (Okabe et al. 2000; Du et al. 2003a), and
belong to the category of unstructured meshes (Ringler et al. 2010).

One of the major advantages of SCVTs is, that they allow both quasi-uniform meshes
and meshes with regional refinements (e.g. Du et al. 2003a; Skamarock et al. 2012).
Figure 2.2a shows an example of a quasi-uniform SCVT, while Figure 2.2b depicts an
example of an SCVT with regional refinement over Europe. More details about the
definition of refinement regions and the generation of SCVTs will be presented in Sec-
tion 3.1.1 and Section 3.1.2.

(a) (b)

Figure 2.1: Conceptual sketch of (a) an ordinary Voronoi tessellation where the center of
mass (gray circles) and Voronoi generators (blue dots) do not necessarily coincide and (b) a
Centroidal Voronoi tessellation, where center of mass (gray circles) and Voronoi generators
(blue dots) are identical. The density function ρ is assumed to be constant. Figure inspired
from Du et al. (1999).

In MPAS, the staggering of model state variables on the SCVT follows an unstruc-
tured C-grid staggering method following Thuburn et al. (2009) and Ringler et al. (2010).
The method is illustrated in Figure 2.3. In this staggering method, scalar variables (like
potential temperature, pressure) are defined at the cell centers, while velocities are de-
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Figure 2.2: Examples of Spherical Centroidal Voronoi Tessellations suitable for MPAS: (a)
quasi-uniform SCVT, (b) SCVT with gradual refinement over Europe.

fined as normal velocities on the cell faces. Vorticity (absolute and relative) is defined
on cell vertices (orange dots in Figure 2.3, Thuburn et al. 2009; Skamarock et al. 2012).
Figure 2.3 also highlights the dual graph to the underlying Voronoi tessellation, the
Delaunay tessellation (e.g. Engwirda 2017). The cell centers of the Voronoi tessellation
coincide with the cell vertices of the dual Delaunay tessellation and the cell vertices of
the Voronoi tessellation coincide with the cell centers of the dual Delaunay tessellation
(Thuburn et al. 2009).

In the vertical, MPAS uses a generalized hybrid coordinate system (or smoothed
terrain following coordinate, see Klemp (2011)). It is formulated in (geometric) height-
based coordinates, in contrast to the pressure-based formulations used in WRF (Ska-
marock et al. 2008). The height of vertical levels z(x, y, ζ) at a certain location is defined
in Klemp (2011) as follows:

z(x, y, ζ) = ζ + A(ζ)hs(x, y, ζ), (2.1)

ζ is the terrain-independent height between 0 m (surface) and model top zt, A(ζ) is
a control parameter of the total terrain influence and hs(x, y, ζ) is a smoothed repre-
sentation of the model terrain h(x, y) with hs(x, y, 0) = h(x, y). hs(x, y, ζ) controls the
removal rate of small-scale terrain effects at higher levels by smoothing the terrain rep-
resentation hs(x, y, ζ) with increasing height. A(ζ) is used to control the relaxation of
the vertical levels from purely terrain following levels at the surface to levels of constant
height (Klemp 2011). For further details about the method and details about terrain
smoothing algorithms and proposed A(ζ) profiles, the reader is referred to Klemp (2011).

The governing equations in MPAS are formulated in flux form with the following
prognostic variables: dry-air density ρd, horizontal and vertical momentum (ρdu and
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Figure 2.3: Location of C-grid staggered variables on the SCVT: cell centers (blue), cell vertices
(orange) and cell faces (green). Horizontal velocities are defined as normal velocities at cell
faces (black arrows). The dotted lines outline one region of the Delaunay triangulation dual
graph.

ρdw, respectively), the coupled form of the modified potential temperature (ρdθm) and
the coupled form of the mixing ratios of the different water species (ρdqc, ρdqv,...). More
details can be found in Skamarock et al. (2012) and Klemp et al. (2007)

2.3 Model Physics
MPAS’ physic schemes are a subset of the physics schemes in the Advanced Research
WRF model (Duda et al. 2019). With the release of MPAS V4.0, the concept of physics
’suites’ was introduced. Physics suites provide a bundle of individual physic schemes
that have been successfully tested together (Duda et al. 2019). In MPAS V7.0, which is
the version used within this project, three suites are available (Duda et al. 2019):
• The ’mesoscale_reference’ suite, which is designed for mesh grid spacing of 10 km

and larger.
• The ’convection_permitting’ suite that allows applications in convection-permitting

scales (grid spacing below 10 km). This suite contains the scale-aware Grell-Freitas
cumulus scheme (Grell and Freitas 2014; Fowler et al. 2016) that transits from a
deep convection scheme at hydrostatic scales to a shallow convection scheme at
non-hydrostatc scales (Fowler et al. 2016).
• The ’none’ suite, which disables all physics schemes for idealized simulations.
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Table 2.1 provides an overview of model physics within the ’convection_permitting’
and ’mesoscale_reference’ suite. In addition to the suites, a limited list of additional
physics schemes are available as well. This includes, for example, the Kain-Fritsch
cumulus parameterization scheme (Kain 2004) or the radiation scheme of the NCAR
Community Atmosphere Model (Collins et al. 2004). A complete list of available physics
schemes in MPAS V7.0 can be found in Duda et al. (2019).

Table 2.1: List of model physics within the ’convection_permitting’ and the
’mesoscale_reference’ suite. Used abbreviations: GF: Scale-aware Grell-Freitas (Grell and
Freitas 2014), NT: New Tiedtke (Zhang et al. 2011; Zhang and Wang 2017), TMS: Thomp-
son non-aerosol aware (Thompson et al. 2008), WSM6: WRF Single-Moment 6-Class (Hong
and Lim 2006), MYNN: Mellor–Yamada–Nakanishi–Niino (Nakanishi and Niino 2009), YSU:
Yonsei University Scheme (Hong et al. 2006), MM5: Revised MM5 similarity scheme (Jiménez
et al. 2012), RRTMG: Rapid Radiative Transfer Model for General Circulation Models (Iacono
et al. 2008).

Physics ’convection_permitting’ ’mesoscale_reference’

Cumulus GF NT

Microphysics TMS WSM6
Land surface Noah† Noah
Boundary layer MYNN YSU
Surface layer MYNN MM5
Long-/shortwave radiation RRTMG RRTMG
† Niu et al. (2011) and Yang et al. (2011)
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CHAPTER 3
MPAS Mesh Design and

Performance
As mentioned in Section 1.4, the work within this PhD project is centered around the
Model for Prediction Across Scales and one key element when designing studies that
utilize the great potential of MPAS is the identification or generation of a suitable mesh
for a given application.

Within the scope of this project, a full mesh assessment has been carried out, which
includes the mesh design stage, the mesh generation stage, and the mesh characterization
and quality assessment stage. This chapter summarizes some of the key findings during
this process and the outline of the chapter is as follow: Section 3.1 gives an overview
over the used methodology. Section 3.2 states the key findings from the the mesh design
stage, mesh generation stage and mesh characterization and quality assessment stage of
the project. The chapter finalizes with a summary of concluding remarks in Section 3.3.

3.1 Methods
3.1.1 Design of Mesh Density Function
As mentioned in Chapter 2, the mesh density function ρ is one of the key parameters for
the design of SCVTs. It describes the local spacing of Voronoi generators/regions over
the sphere (Ringler et al. 2011). A constant mesh density function (e.g. ρ = 1) results
in a quasi-uniform SCVT with an approximately equal distribution of Voronoi regions
over the sphere. A location dependent mesh density function results in an SCVT with
more Voronoi regions in the locations of higher mesh density. The mesh density function
can take many forms, depending on the application, with the main requirement being
that it is positive-definite (ρ > 0, Du et al. 1999).

The most commonly used MPAS mesh refinements are circular refinement regions as
depicted in Figure 2.2b. They have been widely explored in both idealized configurations
(e.g. Ringler et al. 2011; Rauscher et al. 2013; Zhao et al. 2016; Rauscher and Ringler
2014), and have also shown good performance in real world applications (e.g. Fowler
et al. 2016; Wong and Skamarock 2016; Kramer et al. 2018).

Non-circular refinement regions are also found in literature, including tropical re-
finement channels (Martini et al. 2015), double-refinement regions with an intermediate
mesh density plateau (Huang et al. 2019), and different resolutions on each Hemisphere
(Michaelis et al. 2019; Michaelis and Lackmann 2019). Within the scope of this project,
only circular mesh refinements have been explored.
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In the case of circular refinement regions, the mesh density ρ(x) at a location x
depends on the spherical distance ‖xc − x‖ from the center of the refinement region xc.
Park et al. (2014) proposed an analytical mesh density function based on the hyperbolic
tangent function with three parameters (notation follows Park et al. 2014):

ρ(x) = 1− γ
2

[
tanh

(
β − ‖xc − x‖

α

)
+ 1

]
+ γ, (3.1)

where α represents the width of the transition zone between the high resolution and
coarse resolution regions, β describes the scale of the refinement region and γ > 0 de-
scribes the minimum mesh density. ρ is limited between 1 (high resolution region) and γ
(coarse resolution region). Since the relative resolution of the SCVTs is of higher inter-
est than the actual underlying density function, the minimum density as free parameter
is relatively impractical. One way to estimate a suitable value for the minimum mesh
density can be obtained from the approximate relation in Du et al. 2003b. It relates the
relative mesh resolution with the mesh density at two locations i and j as follows:

hi

hj

≈
(
ρ(xj)
ρ(xi)

) 1
4

. (3.2)

By defining r as the refinement factor between the mesh resolution in the coarse resolu-
tion region (i.e. ρ(xi) ≈ γ) and the high resolution region (i.e. ρ(xj) ≈ 1), Equation 3.2
can be written as:

r = hcoarse
hfine

≈
(

1
γ

) 1
4

(3.3)

or:
γ ≈

(1
r

)4
(3.4)

Within this project, Park et al. (2014)’s mesh density function (Equation 3.1) and
Equation 3.4 were used to generate a variety of mesh density configurations. Table 3.1
summarizes the parameter settings for α, β, and γ that were selected in this study for
the different mesh configurations.

The selection of the transition zone widths α = 0.04 and α = 0.16 was inspired by
the two mesh configurations MPAS-TRW and MPAS-TRN used in Park et al. (2014),
which showed good performance, without apparent wave distortions or reflections in an
idealized configuration (Park et al. 2014). The values for γ were defined by the desired
refinement factors of approximately three and 30 for the investigations in Chapter 4 and
Chapter 5, respectively. The values for the refinement zone width β were selected based
on a compromise between the required spatial extend of the refinement zone and the
associated computational costs of large refined areas.

Figure 3.1 shows the density functions of the variable-resolution mesh configurations
presented in Table 3.1. Figure 3.1 illustrates the main characteristics of circular refined
variable-resolution meshes:
• the presence of two plateaus at ρ ≈ 1 and ρ ≈ γ, which define the the fine and

coarse resolution region respectively, and
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Name of mesh density function α [.] β [.] γ [.]

ρx30 0.04 0.105 (1/30)4

ρx30,sm 0.16 0.05 (1/30)4

ρx3 0.04 0.314 (1/3)4

MPAS-TRW (Park et al. 2014) 0.148 0.784 (1/3)4

MPAS-TRN (Park et al. 2014) 0.038 0.717 (1/3)4

Table 3.1: Parameter settings for mesh density functions ρx30, ρx30,sm and ρx3 designed in this
study and the settings of the two mesh configurations used in Park et al. (2014) (MPAS-TRW
and MPAS-TRN): Transition zone width α, width of the refined region β and minimum mesh
density parameter γ.

• a gradual change in mesh density between the two plateaus, resulting in a transition
region between the coarse and fine scale resolution.

0
π
8

π
4

3π
8

π
2

Spherical distance ‖xc − x‖ (unit sphere) [.]

10−6

10−5

10−4

10−3

10−2

10−1

100

ρ
[.]

0 2000 4000 6000 8000 10000

Spherical distance (Earth) [km]

MPAS-TRW (Park et al. 2014)

MPAS-TRN (Park et al. 2014)

ρx30

ρx30,sm

ρx3

Figure 3.1: Mesh density functions of the variable-resolution mesh configurations from Equa-
tion 3.1 with the parameters for α, β, and γ from Table 3.1.

In comparison to the mesh configurations in Park et al. (2014), the generated meshes
within this study have a much smaller refined region (in all cases). In the case of ρx30, the
circular refinement region has a radius of approximately 140 km and a transition zone
width of approximately 1800 km, while ρx3 has a refinement region radius of approxi-
mately 1400 km and a transition zone width of approximately 2800 km (Figure 3.1). In
the case of ρx30,sm, there is no clear refinement region defined (no density plateau where
ρ ≈ 1) and the very wide transition zone width extends to about 9000-9500 km. The
density function ρx30,sm was used for the testing of the mesh generation routine and was
not applied to any real case application.

The design of the mesh density function will indirectly affect the computational
efforts associated with the MPAS mesh, since the formulation defines the relative ratio
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between the coarse resolution region (computationally cheap) and the fine scale region
(computationally expensive), and how wide/narrow the transition zone will be.

3.1.2 Mesh Generation Utility
This subsection introduces the mesh generation algorithm that has been applied for all
SCVT generations performed this project. The implementation is based on a slightly
modified version of the currently unpublished1 MPAS-A mesh generation utility de-
veloped at the National Center for Atmospheric Research (see also Acknowledgments
section). It performs the calculation of the SCVTs on the unit sphere, and uses the
STRIPACK (Renka 1997) software package to calculate the Voronoi and Delaunay tes-
sellations.

The underlying algorithm for the SCVT generation is Lloyd’s Method (Lloyd 1982;
Du et al. 1999; Du et al. 2003b) which consists of the following steps:

Lloyd’s Method

1. Chose an initial set of k points as Voronoi generators {zi}k
i=1 on the domain Ω

2. Construct the Voronoi tessellation of Ω associated with {zi}k
i=1

3. Determine for each Voronoi region {Vi}k
i=1 the mass centroids {mi}k

i=1

4. Use {mi}k
i=1 as {zi}k

i=1

5. Repeat Step 2-4 until a certain termination criteria is reached

The termination criteria used for Lloyd’s Method (Step 5) is based on the average
euclidean distance d̄ between the estimated mass centroids at iteration l − 1 and l and
is formulated as follows:

d̄ = 1
n

n∑
i=1

√(
ml−1

ix
−ml

ix

)2
+
(
ml−1

iy
−ml

iy

)2
+
(
ml−1

iz
−ml

iz

)2
< ε (3.5)

A threshold value of ε = 1.0 × 10−10 is selected for all SCVTs which was found to
be an appropriate choice for convergence threshold (Michael Duda, NCAR, personal
communication).

While it is possible to directly apply Lloyd’s Method to create a SCVT with an
arbitrary number of Voronoi generators, experience (MPAS Tutorial 2019) has shown
that an incremental production of the SCVT, in a recursive process, results in the faster
generation of higher quality. The initial SCVT to start the recursion (M0) is obtained
from the direct application of Lloyd’s Method on a very small set of Voronoi generators
(on the order of 100), which is computed quickly due to the low number of generators.
For the subsequent steps in the recursive process, the initial set of points in Step 1 of
Lloyd’s Method, for a mesh Mk+1, are deliberately chosen from a bisected version of

1as of June 2020
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the previously produced SCVT Mk (Du et al. 2003b). Due to the bisection, the newly
generated SCVT Mk+1 will automatically have twice the absolute resolution of Mk and
4n− 6 Voronoi generators/cells, where n is the number of Voronoi generators on the Mk

mesh.
In addition to the convergence criteria, the SCVTs must fulfill a second criteria to

be usable in MPAS: It is required that the corresponding Delaunay dual mesh of the
generated SCVT is completely free of obtuse triangles. This is required, because the
presence of obtuse triangles breaks down the reconstruction of the discrete vorticity
variable, which requires that each Voronoi vertex is located inside their parent Delaunay
triangle (Engwirda 2017).

In this study, the mesh generation utility was slightly modified, such that it would
regularly output the number and geographic location of obtuse triangles during the
iteration process. This was beneficial for sorting out or modifying mesh configurations
during an early stage. Obtuse triangle were mainly found in configurations where the
refinement zone was too narrow in comparison to the number of Voronoi generators used
(highly distorted Voronoi regions).

Figure 3.2 shows an example of the convergence graph for one of the smaller generated
meshes. It can be seen that the average euclidean distance between mass centroids does
not decrease monotonously, but is characterized by occasional spikes. The spikes indicate
major graph reorganizations for example, the creation/destruction of cell edges during
the iteration process.

102 103 104 105

# Iterations [.]

10−10

10−9

10−8

10−7

10−6

d̄
[.]

Average absolute movement of cell centers (x30.9602)

Figure 3.2: Global average absolute movement of cell centers during the iterative creation
process of a SCVT exemplified for the mesh with density function ρx30,sm and 9602 Voronoi
generators. The spikes seen around 8× 102, 4× 104 and 6× 104 iterations indicate major mesh
reorganizations during the generation process.
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This emphasizes the importance that the threshold value ε needs to be set such that
any necessary mesh reorganizations can occur.

3.1.3 Local Uniformity Index
For the quantification of local uniformity, the Voronoi cell quality measure or σ as
described in Ringler et al. (2008) is used in this study. It is further referred to as the
Local Uniformity Index (LUI). For each Voronoi region Vi, σ(Vi) is defined as the ratio
between the minimum and maximum distance from the Voronoi generator xi to the
Voronoi generators xj of all of its neighbor regions Vj:

σ(Vi) =
min

j
‖xi − xj‖

max
j
‖xi − xj‖

≤ 1 (3.6)

σ(Vi) = 1 indicates equilateral polygons (all distances have the same length) while
σ(Vi)� 1 indicates highly skewed polygons.

3.1.4 Idealized Test Cases
Two idealized simulation setups (I1 and I2) are used in this study to assess the quality
of a given generated mesh before further application.

I1 describes the Jablonowski and Williamson 2006 baroclinic wave test version with-
out initially perturbed initial conditions (balanced initial flow field). While the test
was originally developed to test dynamical core configurations, it can also be applied
to investigate the models capability of maintaining the steady-state initial conditions
(Jablonowski and Williamson 2006). Degradation of the initial state is caused by gravity
waves, numerical round-off, and truncation errors (Jablonowski and Williamson 2006).
The latter effect is enhanced around regions with strong local mesh distortion (Ringler
et al. 2011), making this test well suited for the detection of unacceptable local mesh
distortions.

I2 is an extended version of the Jablonowski and Williamson (2006) baroclinic wave
test version with initial zonal wind perturbation, further described in Park et al. (2013)
and Park et al. (2014). In I2, the originally unbalanced initial perturbation in Jablonowski
and Williamson (2006) is replaced by a perturbation in the zonal wind field at zonal
wavenumber 9 (Park et al. 2013). This test suite is well suited for the detection of
deviations in the model solutions caused by the variable-resolution region (Park et al.
2014). It is also useful for the detection of wave reflections and distortions (Park et al.
2014), and could therefore help identify improper mesh designs.

For both I1 and I2, all generated SCVTs are rotated in such a way that the center
point of the fine scale resolution region is located at 45◦N 0◦E prior to application.
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3.2 Results and Discussion
3.2.1 Effect of Density Function and Voronoi Generators

on Grid Cell Distances
Figure 3.3 depicts the relative distribution of grid distances for three of the meshes
generated in this study. They are based on the same mesh density function (Figure 3.1,
orange line), but have different numbers of Voronoi generators. It can be seen that
the relative distribution of grid distances looks similar in all three realizations, while
the absolute values of the grid distance statistics (minimum, maximum, mean, median)
change. Around 15,000 Voronoi generators are enough to produce a variable-resolution
mesh with a median grid distance distribution of around 212 km for the given mesh
density function, but more than 60,000 Voronoi generators are needed to reduce the
median by a factor of 2. Additionally, it can be seen that an increase in the number
of Voronoi generators reduces the grid distances in all regions of the mesh (the refined
region, the transition zone, and the coarse resolution region). These results highlight
the importance of the mesh density function, which fixes the relative grid distance of the
underlying SCVTs, while the number of Voronoi generators/regions can only influence
the absolute grid distances of the SCVTs.

Figure 3.4 shows the histogram of a mesh configuration based on ρx30 (Figure 3.1, blue
line) and 901123 Voronoi generators. In contrast to the mesh configurations depicted
in Figure 3.3, this mesh configuration is dominated by the number of cells within the
refinement region. 50% of the cells in this configurations have a cell spacing of 3 km and
smaller.

The absolute number of Voronoi generators has a direct influence on the compu-
tational requirements associated with the MPAS mesh, both through the number of
computational cells, and the maximum model time step, which is limited by the Courant-
Friedrichs-Lewy (CFL) condition.

This limitation to a single time step will also affect the computational efficiency of the
solver, especially for mesh configurations where most of the grid cells are not inside the
refinement zone (Park et al. 2013). In the case of the mesh configuration in Figure 3.3a,
the time step is set by the smallest grid distance of around 60 km, while more than 50%
of the cells have a cell spacing of around 210 km and larger (factor of 3.5). This results
in a computationally unnecessary short time step for most of the cells. If the majority of
the grid cells are however located within in the refinement zone (e.g. the configuration
depicted in Figure 3.4), the effect of the fixed time step is reduced (distance between
minimum grid distance and median grid distance is smaller).

Figure 3.3 and Figure 3.4 show that both the refined and the coarse scale region
actually consist of a range of grid distances even though the mesh density varies little in
those regions (cf. Figure 3.1). This illustrates the high sensitivity of the overall structure
of the cell center distance distribution on the mesh density formulation.
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(a) (b)

(c)

Figure 3.3: Histogram of cell center distances of three SCVTs with identical mesh density
function but with (a) 15362, (b) 61442 and (c) 245762 Voronoi generators. Be aware of the
different scales in the x-axis and y-axis of the plots.

Figure 3.4: Histogram of cell center distances of mesh configuration with mesh density function
ρx30 (Figure 3.1, blue line) and 901123 Voronoi generators
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3.2.2 Mesh Generation Performance
As part of the setup of the MPAS model on the JESS High Performance Computer
(HPC) at DTU, a performance analysis of the mesh generation utility (Section 3.1.2)
was carried out. The calculation is limited to being carried out on a single computational
node, since the parallelization is only available through shared memory via OpenMP.
All mesh generation runs in this study are executed with 25 OMP threads, which makes
partial use of the Intel hyper-threading capabilities of the Intel R© Xeon R© Processor
E5-2680 v2 on JESS, which has 20 CPU cores. This setup was found to be the most
efficient based on a sensitivity study involving an SCVT generation with 38402 initial
Voronoi generators. Figure 3.5 summarizes some of the key findings of the performance
investigation. It can be seen that the mesh generation is computationally very heavy,
especially if a large number of Voronoi generators is involved. While small to medium
sized meshes, below 1× 105, are obtained rather quickly, the generation of SCVTs with
very high absolute resolution require months to reach convergence. The near-linear
relationship in the log-log scale indicates power law behavior between Voronoi generators
and required walltime. This imposes limitations on the generation of high-resolution
meshes and mesh sensitivity studies.
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Figure 3.5: Measured (red) and estimated (blue) computational time for the creation of meshes
using the mesh density function ρx30,sm with different number of Voronoi generators using the
standard setup (single node, 25 OMP threads, convergence threshold ε = 1× 10−10). Gray
circles indicate data points where d̄ leveled off before reaching ε (calculation was terminated
by maximum number of iterations).

3.2.3 Mesh Quality Assessment of Generated Meshes
Within this study, a mesh quality assessment based on the idealized cases I1 and I2
(cf. Section 3.1.4) is performed. Three different mesh configurations that provide the
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foundation for the real case applications in Chapter 4 and Chapter 5 are investigated:
a quasi-uniform SCVT with 204,802 Voronoi generators ("54 km mesh"), a variable-
resolution mesh with density function ρx3 and 245,762 Voronoi generators ("54-18 km"
mesh) and a variable-resolution mesh with density function ρx30 and 901,123 Voronoi
generators ("55-2 km" mesh). Their properties are summarized in Table 3.2.

Name of mesh # Voronoi cells ρ α [.] β [.] γ [.]

54 km 204802 quasi-uniform (ρ = 1)
54-18 km 245762 ρx3 0.04 0.314 (1/30)4

55-2 km 901123 ρx30 0.04 0.105 (1/3)4

Table 3.2: Properties of three mesh configurations investigated in this section: name, number of
Voronoi generators/cells and properties of the underlying mesh density function. The naming
of the mesh density function ρ follows the naming in Figure 3.1 and Table 3.1.

Local Uniformity of Resulting Meshes
Figure 3.6 shows the spatial distribution and histogram of the LUI (cf. Section 3.1.3)

for the three investigated meshes. The LUI ranges in all three meshes between 0.7 and
1.0 (right column, Figure 3.6). The variable-resolution meshes have a higher share of
moderately skewed Voronoi cells, with a LUI less than 0.8, which are mostly located in
the transition area between the coarse and fine scale regions (cf. Figure 3.6c,e). This
is expected, since the transition zone is affected most by local non-uniformity due to
differences in the mesh density function. It is worth noting that the LUI distribution
of the 55-2 km mesh (Figure 3.6f) does not differ largely from the LUI distribution of
the 54-18 km mesh (Figure 3.6d), despite having a 10 times larger refinement factor
and the same transition zone width (cf. Table 3.2). One reason for this might be the
much higher number of Voronoi generators (901,123 compared to 245,762), which keep
the changes in mesh density between neighboring cells relatively small. Regions with
moderately skewed Voronoi cells can also be found in regions outside the transition
region (e.g. over Mongolia in the 54-18 km mesh, Figure 3.6c and Alaska in the 55-2 km
mesh, Figure 3.6e).
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(a) (b)

(c) (d)

(e) (f)

Figure 3.6: Spatial distribution (left column) and histogram (right column) of Local Uniformity
Index over the northern hemisphere for the 54 km quasi-uniform mesh (top row), the 54-18 km
variable-resolution mesh (middle row) and the 55-2 km variable-resolution mesh (bottom row).
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Maintenance of Initially Balanced Jet
The results from the I1 idealized mesh test suite is depicted in Figure 3.7. The

variable-resolution meshes display surface pressure perturbations due to the excitement
of unstable modes (Skamarock et al. 2012) at around day 5 (Figure 3.7e,h), which are not
yet seen in the quasi-uniform mesh configuration (Figure 3.7b). One of the reasons for
the degradation of the initial state are gravity waves and errors due to numerical round-
off and truncation (Jablonowski and Williamson 2006). In MPAS, truncation errors are
largest around pentagons (Skamarock et al. 2012) and in locations with strong local mesh
distortions (Ringler et al. 2011), which in turn impacts the local accuracy. While the
quasi-uniform mesh has only 20 pentagons within the Northern Hemisphere, the 55-2 km
and 54-18 km have 391 pentagons and 138 pentagons, respectively. This might have an
impact on the truncation error. In addition, both variable-resolution meshes have lower
mean LUIs than the quasi-uniform mesh, which also contributes to a larger truncation
error, exciting the unstable modes more quickly (Ringler et al. 2011; Skamarock et al.
2012).

At day 8, the magnitude of the fluctuations in the surface pressure field in the 55-
2 km variable mesh (Figure 3.7i) is larger than observed in 54-18 km mesh (Figure 3.7f),
and the quasi-uniform mesh also shows signs of surface pressure perturbations.

The results from this test case emphasize the importance of the local grid uniformity
and how it can affect the development of an initially balanced flow field, which should
be taken into account in the mesh design.



3.2 Results and Discussion 27

(a) (b) (c)

(d) (e) (f)

(g) (h) (i)

Figure 3.7: Jablonowski and Williamson (2006) baroclinic wave test without initial perturba-
tion at day 0 (left column), day 5 (middle column) and day 8 (right column) for the 54 km
quasi-uniform mesh (top row), the 54-18 km variable-resolution mesh (middle row) and the 55-
2 km variable-resolution mesh (bottom row). The transition regions in the variable-resolution
meshes are indicated in gray based on 1.01 × min(ρ) (inner contour) and 0.99 × max(ρ) (outer
contour) respectively.

Wave Reflection and Distortion
Another aspect related with the mesh quality is the reflection and distortion of waves

due to the variable-resolution region. This is tested for the generated meshes using the
extended Jablonowski and Williamson (2006) baroclinic wave test, with normal mode
initialization as described in Park et al. (2013) and Park et al. (2014). Figure 3.8
shows the vertical wind speed at the 850 hPa level for days 5 and 7 of the model
integration. The very consistent vertical wind speed patterns before, inside, and after
the mesh refinement region suggest that the larger scale structure of the wave train is not
negatively influenced by the refinement region(cf. Figure 3.8c-f). Major wave reflections
or distortions are not detected. However, isolated local noise in the vertical wind speed
is visible in the variable-resolution mesh. Similar noise effects were also observed in Park
et al. (2014).
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A comparison with the spatial distribution of Voronoi cell quality index in Figure 3.6
shows that the noisy regions coincide with mesh regions with large gradients in LUI (e.g.
the region between 100◦E - 120◦E in the 54-18 km mesh, Figure 3.8c or around 160◦E
in Figure 3.8f). This could indicate potential local misinterpretation or breakdown of
assumptions in the reconstruction of the vertical wind speed in skewed Voronoi regions.
It must be noted that the local noise does not seem to influence the vertical wind speed
outside of the critical regions.

(a) (b)

(c) (d)

(e) (f)

Figure 3.8: Vertical wind speed at 850 hPa level at day 5 (left column) and day 7 (right
column) for the 54 km mesh (top row), the 54-18 km mesh (middle row) and the 55-2 km
(bottom row). The transition regions in the variable-resolution meshes are indicated in gray
based on 1.01 × min(ρ) (inner contour) and 0.99 × max(ρ) (outer contour) respectively.
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3.3 Concluding remarks for SCVT design
Based on the findings in Section 3.2, several challenges and constraints were found that
need to be taken into account when designing an SCVT:
• The design of the mesh density function is a crucial element since its defines the

relative grid resolution. Therefore, it affects not only the smoothness between
regions of different absolute resolution, but also the share of resources attributed
to certain areas of the mesh (refinement region, transition region, coarse resolution
region). In the ideal setup, a very wide and gradual transition minimizes resolution
jumps between the different resolution regions and reduces the associated negative
effects mentioned in Section 1.2. However, this impact must be weighted against
the additional computational costs associated with very wide transition zones,
which can become especially expensive in high-resolution configurations.
• The number of Voronoi generators determines the absolute resolution of the SCVT

and is also the main driver influencing the computation time during the SCVT
generation. While grid generation is a one-time investment, the current calculation
time is not negligible. Investigations that require highly resolved refinement regions
(i.e. large numbers of Voronoi generators) are especially affected by this. This
includes, for example, the investigation of wind speed fluctuations during open
cellular convection in Chapter 5 and the investigations related to wind farm wakes
(Chapter 6). Domain sensitivity studies, which would require the sets of meshes
are hardly feasible with the current setup. In addition to the mesh generation itself,
the absolute number of Voronoi generators also influences the computational time
for the MPAS model runs themselves, due to the increased number of model cell
columns and the necessary reduction of the simulation time step due to increased
spatial resolution, which needs to be taken into account as well.
• Sufficiently high local uniformity is required to guarantee a high-quality SCVT.

Overly skewed Voronoi cells (σ << 1) are already prevented by the mesh genera-
tion tool itself, due to the prohibition of obtuse triangles. However, mesh regions
with moderately skewed Voronoi regions and large gradients in the LUI can in-
troduce local noise effects that impact the local accuracy of the model simulation
(cf. Figure 3.8). It must be noted that these regions are not only found near the
transition zones (Figure 3.6c,e) and are also found in quasi-uniform meshes (Fig-
ure 3.6a). This stresses the need for high local uniformity, which can be achieved
by sufficiently small and smooth changes in the mesh density, or by having a
sufficiently high number of Voronoi generators (Gersho 1979; Ringler et al. 2011).

On the basis of the mesh quality assessment performed in Section 3.2, both the
quasi-uniform and the variable resolution meshes show reasonable performance. Their
relatively high LUI values, sufficiently long maintenance of the initially balanced jet
solution, and absence of wave reflections or distortions give confidence for their usage
for real case application.
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CHAPTER 4
Mid-latitude Storm Modeling -
Case Study of Storm "Christian"
This chapter focuses on the results of a case study of the mid-latitude storm "Christian",
extending upon the work performed in Paper P1 (Appendix A). Paper P1 investigated
the challenges of modeling storm "Christian" in WRF, due to the storm entering at the
corner of the model domain. Here, it is looked at how the storm is modeled using MPAS
in comparison with the WRF results.

Section 4.1 provides the motivation and background for the study, while Sections 4.2
and 4.3 present findings from the two different modeling perspectives (limited-area model
WRF and global MPAS model, respectively). The chapter finishes with a discussion of
the results and conclusions in Section 4.4 and future work in Section 4.5.

4.1 Background and Motivation
Mid-latitude storms (also called extra-tropical cyclones) are large-scale weather phenom-
ena that have a large influence on the weather in the mid-latitudes (e.g. Catto et al.
2019). They are connected with extreme precipitation (e.g. Pfahl and Wernli 2012),
wind gusts, and high surface winds (e.g. Collier et al. 1994; Browning 2004; Earl et al.
2017).

The high wind speeds associated with the mid-latitude storms can affect grid perfor-
mance and safety (e.g. Artipoli and Durante 2014) and can cause the shutdown of wind
farms due to the exceedance of wind turbine cut-out criteria (e.g. Cutululis et al. 2012).
An investigation of day-ahead wind power forecasts for Germany between 2012 and 2014
found that extra-tropical cyclones located over the North Sea, Baltic sea or Germany
can be linked to 38% of the days with largest day-ahead power forecast errors (Steiner
et al. 2017). From a modeling perspective, extra-tropical cyclones are characterized by
a range of spatial scales and require sufficiently high spatial resolution to adequately
represent the system.

Traditional methods of downscaling, with limited area models using both single and
nested domains have been applied for individual case studies (e.g. Christakos et al. 2016;
Larsén et al. 2017a), storm catalogs (e.g. Roberts et al. 2014), and storm climatologies
(e.g. Larsén et al. 2017b).

While the results are generally satisfactory, problems arise when the large-scale storm
structures are not initialized inside the LAM, but need to be introduced via the LBCs
(Termonia et al. 2009). Insufficient coupling intervals and corruption of the LBC infor-
mation due to spatial and temporal interpolation at the LAM boundaries can deteriorate
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model performance (Gustafsson 1990; Gustafsson et al. 1998; Termonia 2003; Termonia
et al. 2009). A case study by Gustafsson (1990) revealed structural damage in the small
scales of an upper-air trough in the relaxation zone when the LBCs were not updated
frequently enough. Termonia (2003) observed reduced storm deepening in a case study
of storm Lothar with the ALADIN LAM. The weaker storm was attributed to the use
of temporal interpolation due to infrequent forcing data updates. A reduced pressure
drop was also observed in another storm investigated in Termonia et al. (2009), which
was attributed to the same cause.

The problem of introducing large-scale storm structures into LAMs is examined
further within the scope of this project. Here, a especially challenging special case has
been investigated in Paper P1, namely the introduction of large-scale storm features
close to the lateral boundary corner in WRF. Results of Paper P1 will be introduced in
Section 4.2.

Some of issues mentioned in Gustafsson (1990), Gustafsson et al. (1998), Termonia
(2003), Termonia et al. (2009) and Paper P1 can be reduced or avoided by sophisticated
simulation design, with respect to domain size and the location of the lateral boundaries.
However, this is not always possible, for example for long-term storm climatologies or
operational forecasts, that cannot change their domains for all possible cases. For such
scenarios, the global model MPAS, with local refinement could be beneficial, as it avoids
the above mentioned LBCs challenges completely, including the issues related to spatial
and temporal interpolation. Furthermore, the gradual refinement also avoids sudden
resolution jumps. The lack of regularly updated LBCs, however, removes the external
control on the simulation and might affect the general forecast capabilities.

As part of this PhD project, MPAS’ performance is investigated with respect to the
same mid-latitude case study (storm "Christian") as presented in P1. The study aims
to extend the investigation performed in Paper P1 and tries to investigate if, and to
what extent, MPAS can improve the determination of relevant storm parameters like
the storm intensity, storm duration, and forecast timings in comparison to WRF and
observations.

4.2 Storm "Christian" from WRF Perspective -
Introduction to Paper P1 (Appendix A)

Paper P1 "Approaches toward improving the modelling of midlatitude cyclones enter-
ing at the lateral boundary corner in the limited area WRF model" investigated the
introduction of large-scale storm structures via the lateral boundaries and the especially
critical lateral boundary corner in the limited area model WRF. The paper focuses on
a case study of storm "Christian", which has shown a lack of storm deepening and a
displacement of the large-scale structure when introduced close to the lateral boundary
corner.

The study investigated different commonly used approaches to improve the intro-
duction of the storm to the LAM and analyzed their ability to improve key storm
parameters. The investigated approaches were model domain displacement to avoid the
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corner issue, adjustments to the relaxation zone width, spectral nudging techniques, and
different update frequencies of the LBCs. All scenarios were analyzed with respect to
their impact on the storm structure and location, storm intensity (based on minimum
sea level pressure), and the wind speed at 850 hPa.

It was found that spectral nudging could be beneficial for reducing spatial distortions,
but that the additional spatial smoothing due to the nudging also prevented the storm
structure from deepening properly. An increase of the LBC update frequency from every
six hours to an hourly update provided the largest improvements for storm intensity. The
increased update frequency avoided additional spatial smoothing and reduced the effects
due to temporal interpolation. Relaxation zone adjustments or spectral nudging were
not able to counterbalance the lack of high update frequencies at the lateral boundaries.
It was also shown that the different modeling strategies affected mainly the sea level
pressure in the vicinity of the storm structure, with limited impact on the sea level
pressure beyond approximately 400 km away from the storm center.

4.3 Storm "Christian" from MPAS Perspective
4.3.1 MPAS Setup
Two different mesh configurations were used to simulate storm "Christian" using MPAS,
a quasi-uniform 54 km mesh (x1.204802) and a 54 km mesh with local refinement to
18 km over Europe with 245,762 Voronoi generators (x3.245762). The mesh density
of x3.245762 follows ρx3 introduced in Chapter 3 (Figure 3.1). The coarse resolution
region was chosen based on the 0.5◦ × 0.5◦ resolution of the Climate Forecast System
Version 2 (CFSv2, Saha et al. 2011; Saha et al. 2014) initial and boundary conditions
used in Paper P1. The resolution of the refinement zone in x3.245762 of around 18 km is
inspired by the WRF domain resolution in Paper P1. Figure 4.1a depicts the histogram
of horizontal cell spacing in x1.204802 and x3.245762. Figure 4.1b indicates the spatial
distribution of the horizontal cell distances in the refinement region of the 54-18 km
mesh around the critical lateral boundary corner region of the WRF domain used in
Paper P1.

All MPAS configurations have 55 vertical levels with a model top at 30 km, which
follows the standard model configuration (Duda et al. 2019).

Each mesh configuration was run with three different model physics configurations.
The first setting applies a selection of model physics that is most similar to the WRF
configuration in Paper P1, which has been shown good performance in simulating mid-
latitude storms (Larsén et al. 2017b) using WRF. It is further references as "CPKF".
"CPKF" differs from MPAS’ ’convection_permitting’ physics suite (cf. Table 2.1) only
in the choice of the cumulus paramterization scheme. "CPKF" uses Kain-Fritsch (Kain
2004) instead of the scale-aware Grell-Freitas scheme (Grell and Freitas 2014). The
coarseness of the MPAS configuration (refinement zone has a cell spacing of only 18 km)
allows the usage of the Kain-Fritsch scheme.

To investigate MPAS’ sensitivity to model physics, investigations with the pre-defined
physics suites ’convection_permitting’ and ’mesoscale_reference’ (cf. Table 2.1) are
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(a) (b)

Figure 4.1: (a) Histogram of horizontal cell center distances of the quasi-uniform 54 km mesh
(x1.204802, orange) and the 54 km mesh with local refinement to 18 km (x3.245762, blue).
(b) Contours (blue-white) of average cell center distances between a Voronoi region and its
neighbors in x3.245762. The yellow frame shows the critical lateral boundary corner region
of the WRF domain used in Paper P1. The gray contours in (b) depict the mean sea level
pressure field obtained from the CFSv2 6-hourly forecast at 27 October 2013, 1200 UTC. The
pink diamond in (b) indicates the location of the local minimum sea level pressure of the CFSv2
6-hourly forecast at 27 October 2013, 1200 UTC.

performed as well. They will be further refered to as "CP" and "MESO", respectively.
The model is initialized from the CFSv2 6-hourly forecast product from 26 October

2013, 1200 UTC and is run for three days with the first 12 hours discarded due to
model spin-up, leaving 2.5 days for analysis. Sea surface temperature and sea ice are
not updated during the integration period.

The native MPAS model output is interpolated to a 0.5◦× 0.5◦ regular latitude/lon-
gitude grid via barycentric interpolation using the Earth System Modeling Framework
(ESMF, Hill et al. 2004, Version 6.3.0r). This is done to allow comparison with the
CFSv2 data set. To allow comparisons between the two sets of MPAS meshes, the na-
tive MPAS model outputs are interpolated to a 0.1◦ × 0.1◦ regular latitude/longitude
grid with the same method.

4.3.2 Sea Level Pressure Buoy Observations for Model
Evaluation

Time series of sea level pressure (SLP) observations from six buoys are used for the
evaluation of the MPAS model performance. The buoy observations are from the Euro-
pean Marine Observation and Data Network (EMODnet) - Physics System1 (Novellino
et al. 2015) and their spatial locations are depicted in Figure 4.2. Table 4.1 provides
more information about the specific locations, data availability and the SLP upper limit

1https://www.emodnet-physics.eu/Portal, last accessed: Nov. 2018

https://www.emodnet-physics.eu/Portal


4.3 Storm "Christian" from MPAS Perspective 35

thresholds used for the storm duration analysis (cf. Section 4.3.3). Results from station
#17, #34, #10 and #19 are also used in Paper P1. The two easternmost stations #8
and #9 are added here to examine the model performance as the storm moves further
east.

Figure 4.2: Spatial distribution of the six buoys (blue plus) with their identifiers described in
Table 4.1. Pink contours: average distance between Voronoi cell centers in the transition zone
of the x3.245762 mesh configuration.
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Table 4.1: Station number, platform code, location, and data availability rate within the
period of interest (27 October 2013, 0000 UTC - 29 October 2013, 12000 UTC) of the six buoy
locations. The corresponding SLP thresholds pt used for the storm duration time analysis
(details in Section 4.3.3) are also stated. Stations are listed from west to east.

Station identifier platform code location Availability rate (coverage) pt [hPa]

17 62029 48.7◦N 12.5◦W every 60 min (100%) 1000.1
34 64045 59.1◦N 11.7◦W every 60 min (100%) -†
10 62107 50.1◦N 6.1◦W every 60 min (100%) 992.4
19 62103 49.9◦N 2.9◦W every 60 min (98.4%) 995.2
8 62304 51.1◦N 1.8◦E every 60 min (100%) 995.1
9 ’UFSDeutscheBucht’ 54.17◦N 7.45◦E every 60 min (100%) 986.8

† not included in storm duration time analysis

4.3.3 Storm Characterization
The following three parameters are used to characterize the storm and to evaluate the
model performance:
• Storm intensity: the storm intensity can be defined in various ways (Roberts et

al. 2014), here the magnitude of the local minimum sea level pressure (LMSLP)
is used. This measure does not include the effect of time shifts, and different
simulations might see their highest storm intensity at different times.
• Storm arrival time: The storm arrival time is defined as the time when the modeled

or observed SLP time series, at a particular point, sees its LMSLP. The difference
between arrival times is used to define time shifts in the storm forecast.
• Storm duration time: The storm duration time is defined as the number of hours

for which the SLP remains below an SLP threshold pt at a certain location. The pt

thresholds are defined as LMSLP + 10 hPa and are summarized in Table 4.1. To
exclude SLP effects that are not related to the passing of storm "Christian", only
the period between 27 October 2013, 0900 UTC and the end of the simulation (28
October 2013, 1200 UTC) are considered for the storm duration time.

Due to its remote location from the storm track, station #34 is excluded from the
storm characterization analysis and only used to estimate the models performance fur-
ther away from the storm track.

4.3.4 Results

Spatial SLP Field: Comparison between MPAS with "CPKF" physics and CFSv2
MPAS is compared with CFSv2 to get an overview of MPAS’ performance on synoptic

scales. Since CFSv2 is the driving data for the WRF simulations in Paper P1, emerging
differences in the synoptic scale can help to understand differences between the WRF
and MPAS performance.
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Figure 4.3 depicts the SLP field determined from the CFSv2 forecast and the MPAS
runs with "CPKF" physics configuration 24 hours after MPAS model initialization (27
October 2013, 1200 UTC). At that moment, the storm is outside of the refinement region.
MPAS places the low-pressure system associated with "Christian" further to the west
(Figure 4.3b,c) than the CFSv2 forecast (Figure 4.3a). This displacement is seen in both
the quasi-uniform (further referred to as x1.204802-CPKF) and the variable-resolution
(further referred to as x3.245762-CPKF) MPAS configurations (Figure 4.3e,f), with only
marginal differences between x1.204802-CPKF and x3.245762-CPKF (Figure 4.3d). This
suggests that the storm displacement is not caused by effects of the refinement region
on the coarse region, but instead influenced by the model’s dynamics and physics.

After 48 hours into the simulation (28 October 2013, 1200 UTC, Figure 4.4), "Chris-
tian" has entered the refinement region in the 54-18 km mesh. Differences in the SLP
field between the x1.204802-CPKF and x3.245762-CPKF become visible on the south-
west side of the storm structure with reduced SLP in x3.245762-CPKF (east of the UK,
Figure 4.4d). Model differences further away from the storm structure emerge as well
(e.g. in the west of Ireland and north of the UK). Marginal differences in the MPAS
storm intensities (967.7 hPa in x3.245762-CPKF and 968.0 hPa in x1.204802-CPKF)
at that time suggest that the differences are mostly due to deviations in the spatial
structure and location of the storm, and not due to an increased storm intensity. This
also provides evidence that the storm structure was modified when passing through
the transition zone, and into the refinement region. When compared with the CFSv2,
both MPAS configurations show a slightly south-west/north-east stretched low-pressure
system (Figure 4.4b,c) compared to the more uniformly shaped system in CFSv2 (Fig-
ure 4.4a). Both MPAS configurations show similar performance with highly reduced
SLP over most of the investigated domain (Figure 4.4e,f) in comparison with CFSv2.

SLP Time Series Analysis: Comparison between MPAS with "CPKF" physics, WRF
and CFSv2

Figure 4.5 depicts the modeled SLP time series of x1.204802-CPKF and x3.245762-
CPKF together with the buoy observations, modeled SLP from the CFSv2 6-hour
forecasts and the seven WRF configurations presented in Paper P1. The model in-
tegration time of the WRF simulations performed in Paper P1 was extended by 36
hours until 29 October 2013, 1200 UTC to fully cover the storm development at all six
buoy stations. Both the quasi-uniform (x1.204802-CPKF) and the variable-resolution
(x3.245762-CPKF) MPAS configurations show decent agreement with respect to the
general trends in the time series. At all stations except station #17, MPAS is able to
realistically reproduce the storm intensity based on the absolute values of the LMSLP.
This can be seen more clearly in Figure 4.6a, which depicts the difference in storm
intensity between the models (MPAS and WRF) and the observations.

At station #8 and station #9, MPAS outperforms the WRF simulations with respect
to the storm intensity. At those locations, the CFSv2 performance is also quite poor
(Figure 4.5e,f). At station #10, only the WRF configurations with increased LBC up-
date frequency and the southward shifted domain show better performance than MPAS
(Figure 4.5a). At station #17, MPAS simulates a significantly lower LMSLP compared
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(a)

(b) (c) (d)

(e) (f)

Figure 4.3: Contours of SLP at 27 October 2013, 1200 UTC (24 hours after MPAS model
initialization): (a) CFSv2, (b) variable-resolution 54-18 km MPAS with "CPKF" physics con-
figuration (x3.245762-CPKF), (c) quasi-uniform 54-km MPAS with "CPKF" physics configura-
tion (x1.204802-CPKF), (d) SLP difference between x3.245762-CPKF and x1.204802-CPKF.
Positive values indicate higher SLP in x3.245762-CPKF. (e) SLP difference between x3.245762-
CPKF and CFSv2. Positive values indicate higher SLP in x3.245762-CPKF. (f) SLP differ-
ence between x1.204802-CPKF and CFSv2. Positive values indicate higher SLP in x1.204802-
CPKF. Values outside the given limits are depicted in gray. The pink contour lines in (b), (d)
and (e) show the average cell center distance in x3.245762-CPKF. Attention is drawn on the
different scales in (e) and (f) compared to (d).
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(a)

(b) (c) (d)

(e) (f)

Figure 4.4: Same as Figure 4.3 but for 28 October 2013, 1200 UTC (48 hours after model
initialization).
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to the observations while WRF and CFSv2 perform better. The behavior at station #17
is seen in both x3.245762-CPKF and x1.204802-CPKF, which suggests that the bias is
not related to station #17 being located within the transition zone of the 54-18 km mesh
(cf. Figure 4.2).

The WRF simulations follow the large scale trend dictated by the CFSv2 forcing
data. This is not surprising, since the WRF domain is relatively small and therefore, is
constrained by the LBCs (Leduc and Laprise 2009). The beneficial effects of this steering
are observed at locations far away from the storm center (e.g. station #34, Figure 4.5b),
and for periods long before and after the storm passes by a station (Figure 4.5a,c-f).
However, the impact of the LBCs on WRF seems to limit the intensification of the storm
as seen in poor performance of both the CFSv2 forcing data and WRF at stations #10,
#19, #8, and #9 (Figure 4.6a). An increased LBC update interval did improve the
performance at station #10 (cf. WRF configurations "CFSv2-3h" and "CFSv2-1h" in
Figure 4.6a).

In the WRF simulations, the negative effects of the linear temporal interpolation, be-
tween subsequent lateral boundary condition updates, are detectable. This is especially
visible at station #19 (Figure 4.5d), where the CFSv2 data only provides information
before and after the local minimum in SLP. This has the consequence that the result-
ing forcing from the boundary conditions imposes an increase in the SLP to the LAM
before the minimum is reached. Therefore, the actual pressure drop associated with the
LMSLP is missed completely.

With respect to the storm arrival time, x1.204802-CPKF determines the storm arrival
time too late at all stations except for station #9 ,while x3.245762-CPKF determines
the time too late at all stations. This results in a positive time shift compared to
the measurements (Figure 4.6b). Prior to the storm arrival time, MPAS follows the
trends in the observed SLP reasonably well (Figure 4.5). The later storm arrival time is
partly attributed to the westward shift of the storm structure in the MPAS runs, which
was seen when compared with the CFSv2 simulation (Figure 4.3). The time shifts in
x3.245762-CPKF are similar or higher when compared to the quasi-uniform x1.204802-
CPKF configuration. This effect is more or less independent from the stations that are
directly affected by the storm (Figure 4.5a,c-f).

The WRF simulations have the opposite response, as they generally simulate the
storm arrival time too early compared to the measurements (Figure 4.6b). A positive
time shift is only observed in the WRF configurations with a high degree of spectral
nudging (NUD100km) and the extended relaxation zone (2xRelaxZone) at station #8
and #17. The CFSv2 forecasts estimate the storm arrival times quite well (Figure 4.5).

With respect to the storm duration, the performance of the different WRF config-
urations depends on the station. Combined with the discrete nature of the measure,
quantitative statements about the performance are limited. The comparison of the two
MPAS configurations shows that x3.245762-CPKF results have longer storm durations
than the observations, with differences of two hours at station #8, #9, #10 and #19
(Figure 4.6c). This prolonged duration is mostly the result of the modeled SLP not
recovering quickly enough after the storms passage. At station #17, both MPAS simu-
lations perform similarly well.
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All in all, the introduction of a transition zone did not show systematic improvements
in the simulation of storm "Christian", with respect to storm intensity, storm arrival
time, or storm duration time. Conversely, at most locations, it slightly deteriorated the
performance of the simulation.

Impact of MPAS Physics Configuration on SLP Time Series and Storm Characteristics

Due to observed positive biases in time shift and storm duration in both MPAS
mesh configurations with the "CPKF" physics scheme, two other physics configurations
"CP" and "MESO" are explored in this study. This is done to examine the impact of
the model physics on observed deviations from the measurements. Figure 4.7 compares
the impact of the chosen model physics on the simulation of the SLP time series. It
can be seen that the differences between the simulations with different model physics
configurations are mostly limited to the period around the storm arrival time and within
24 hours afterwards. Deviations are especially visible at station #10, #19, #8 and #9.
At station #34, none of the MPAS configurations is able to predict the changing trend
in SLP between 0000 UTC and 1200 UTC on 28 October 2013. This deviation from
the observations seems to be uninfluenced by the different model physics. The variable-
resolution configuration with the "CP" physics is the only configuration that is able to
predict the high storm intensity at station #9 (Figure 4.7).

However, the MPAS configurations with "CPKF" physics perform best for estimating
the storm arrival time. This is shown in the reduced time shifts compared to the "CP"
and "MESO" physics configurations given the same MPAS mesh configuration (variable-
resolution or quasi-uniform, Figure 4.8b). Independent of the chosen physics scheme,
the time shifts remain similar or are larger in the simulations with variable-resolution
meshes compared to their quasi-uniform counterparts. Identical time shifts and identical
storm duration between quasi-uniform simulations of one set of physics and variable-
resolution simulations of another set of physics are observed (Figure 4.8b,c). However,
the phenomenon is likely an artifact of the discrete nature of the measures, which cover
only full hours.

Based on an overall assessment of the SLP time series (Figure 4.7) and the MPAS
performances with respect to storm intensity, storm arrival time and storm duration
(Figure 4.8), the quasi-uniform mesh configuration with the "CPKF" physics configura-
tion (x1.204802-CPKF) shows the best overall performance. The detected variations in
the storm characteristics across the different physics configurations suggest some sensi-
tivity of the storm structure to physics parameterizations.
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(a) (b)

(c) (d)

(e) (f)

Figure 4.5: Modeled and observed time series of SLP at (a) station #17, (b) station #34, (c)
station #10, (d) station #19, (e) station #8 and (f) station #9. Black plus: Buoy observations,
green ’x’: SLP from CFSv2 6-hour forecast. Yellow lines: quasi-uniform (solid) and variable-
resolution (dashdotted) MPAS runs with "CPKF" physics configuration. Thin solid lines:
Results from extended WRF simulations presented in Paper P1. The naming convention of
the WRF simulations follows Table 2 in Paper P1 (see Appendix A). Dotted black line: SLP
thresholds pt used for the storm duration time analysis.
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(a)

(b)

(c)

Figure 4.6: (a) Difference between modeled and observed LMSLP. Positive differences indicate
a higher LMSLP in the model. (b) Time difference between modeled and observed storm arrival
time. Positive time differences indicate a later storm arrival time in the modeled time series.
(c) Difference between modeled and observed storm duration. Positive differences indicate a
longer storm duration in the modeled data. The naming convention of the WRF simulations
follows Table 2 in Paper P1 (see Appendix A).



44 4 Mid-latitude Storm Modeling - Case Study of Storm "Christian"

(a) (b)

(c) (d)

(e) (f)

Figure 4.7: MPAS modeled SLP time series obtained from the quasi-uniform (solid lines) and
variable-resolution (dashdotted lines) mesh with different physics configurations (indicated by
the suffix "CPKF", "CP" and "MESO" in legend): (a) station #17, (b) station #34, (c) station
#10, (d) station #19, (e) station #8 and (f) station #9. Black plus: Buoy observations, green
’x’: SLP from CFSv2 6-hour forecast.
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(a)

(b)

(c)

Figure 4.8: Comparison between observed and simulated storm characteristics from MPAS
with different physics configurations: (a) Difference between modeled and observed LMSLP.
Positive differences indicate a higher LMSLP in the model. (b) Difference between modeled
and observed storm arrival time. Positive differences indicates a later storm arrival time in the
modeled time series. (c) Difference between modeled and observed storm duration. Positive
differences indicate a longer storm duration in the modeled data.
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4.4 Discussion and Conclusion
Overall, this study shows that MPAS is able to adequately simulate the episode of storm
"Christian" with respect to the larger-scale trends. Significant improvements in the
determination of the storm intensity are found compared to CFSv2 and WRF. However,
positive biases in the storm arrival time and prolonged storm duration (as defined in
Section 4.3.3) are detected compared to observations. While the current investigation
focused only on the sea level pressure and derived quantities (storm duration and time
shifts), the analysis does reveal some of the key characteristics in MPAS for simulating a
mid-latitude storm case study. This study especially highlights the impact of regularly
updated lateral boundary conditions, or the lack thereof, on the storm characteristics.

The independence of the MPAS model integration from external forcing data (af-
ter model initialization) enabled the model to freely develop the storm structure. This
results in storm intensities that are in better agreement with the observations at most
stations (Figure 4.6a, Figure 4.5) in comparison with CFSv2 or WRF. The CFSv2 fore-
cast was not able to develop a sufficiently deep storm (e.g. Figure 4.5c,e,f). As a direct
consequence, the performance of the WRF downscaling was unavoidably deteriorated
due to the large influence of the CFSv2 from the lateral boundaries. Even though WRF
provides a variety of methods to control the impact of the lateral boundary conditions
(nudging techniques, domain displacement, relaxation zone adjustments, LBC update
frequency), they can influence the large scale steering only to a limited extent. This
effect is enhanced by the relatively small size of the WRF domain, which limits the
space for development of higher resolution features.

Further away from the storm structure, with respect to time and space, the positive
benefits of the regular LBC updates become visible. Before and after the critical local
storm arrival time (approximately plus/minus six hours depending on the station), the
CFSv2 forecast is in good agreement with the observations. In turn, the WRF simu-
lations are also close to the observations during those times. The MPAS simulations,
on the other hand, are free of external factors once they are initialized. Therefore, de-
viations during the MPAS model integration, like the emerging westwards shift of the
storm in the MPAS forecasts (cf. Figure 4.3e,f and Figure 4.4e,f), are not influenced
or corrected. Both the quasi-uniform and variable-resolution meshes are affected simi-
larly by this (cf. minor differences in SLP in Figure 4.3d). This synoptic flow deviation
from the real atmospheric state also partly explains the observed positive time shifts
compared to the measurements (Figure 4.6b, Figure 4.6b).

While a deviation in the predicted storm arrival time is an important factor in
forecasting, its importance might be of lower concern for studies that focus on time-
independent evaluations and statistics. Such studies include investigations of the cumu-
lative sum of hours with wind speeds above a certain threshold as presented in Christakos
et al. (2016) or the creation of windstorm footprints as presented in Roberts et al. (2014).

Larger-scale trends in the spatial and temporal evolution of the SLP are similar in
the quasi-uniform and variable-resolution simulations. However, the introduction of the
mesh refinement showed signs that the transition region can affect the storm structure.
In the case of x3.245762-CPKF, an excessive deepening of a small area in the south-
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western area of the storm (cf. snapshots in Figure 4.4b-d) caused a further westward
shift in the location of the LMSLP compared to its quasi-uniform counterpart. This
is superimposed on the already existing westward-shift of the whole storm structure
due to the initial deviations in the MPAS forecast. Consequently, x3.245762-CPKF
systematically simulates a later storm arrival time at stations within the refinement
region and in the vicinity of the storm track (station #10, #19, #8 and #9 in Figure 4.5c-
f) when compared to x1.204802-CPKF. This behavior is also more or less independent
from the chosen model physics (Figure 4.8b). In general, the choice of model physics has
a varied impact on the storm intensity, storm arrival time, and storm duration. For some
locations and storm indicators (e.g. storm intensity at station #8 and #9), the impact
of the model physics has a bigger impact than the mesh configuration (quasi-uniform or
variable-resolution).

It must be noted that the presented investigation provides only a limited view on
the impact of the transition zone and refinement region on the mid-latitude cyclone
being studied, due to its focus on the large-scale SLP field. Nevertheless, the analysis
does indicate that the transition of complex structures like mid-latitude storms from
coarse to fine scale regions still remains challenging also in the case of gradual transition
zones. Major drawbacks due to external LBCs (sudden resolution jump and spatial and
temporal interpolation and physics inconsistencies) are avoided, but distortions of the
storm structure are not avoided completely.

4.5 Future Work
The assessment of the MPAS model performance on the case study of storm "Christian"
revealed several areas that require and motivate further investigations:
• Expansion beyond SLP analysis: The current investigation provides a narrow view

on the potential benefits of the refinement zone, due to the focus on SLP, which
represents a large-scale storm feature (Hoskins and Hodges 2002). A more detailed
analysis including, for example the 850 hPa wind speed and vorticity field, is needed
to obtain a clearer picture of the potential benefits of the refinement zone, and to
help explain the changes in storm structure that were observed in this study. Both
fields contain more information about the smaller-scale storm features (Hoskins
and Hodges 2002) and can provide a deeper insight into the impact of model
refinement.
• Mesh sensitivity analysis: The current study investigated only a single variable-

resolution mesh configuration with circular refinement. For fast traveling struc-
tures like mid-latitude storms, the initial variable-resolution setup might have a too
narrow transition zone. This could have negative affect the storm development.
Further tests, especially with respect to the transition zone width, are required
to get a better understanding of the impact of the transition zone width on the
storm structures. In combination with the simulation of further case studies, the
sensitivity analysis could help to improve the MPAS setup for mid-latitude storm
simulations over the North Sea area.
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• Exploration of data assimilation techniques: The inclusion of regular updates
of the atmospheric conditions could help to constrain the MPAS simulations and
avoid large deviations from the actual atmospheric state in the large scales. For
this purpose, continuous data assimilation techniques might be worth exploring.
Bullock Jr. et al. (2018) proposed a continuous data assimilation implementation
strategy for analysis nudging in MPAS. The methodology follows the concept by
Stauffer and Seaman (1990) which is also used in WRF (Skamarock et al. 2008).
This approach could help to constrain model deviations provided that the un-
derlying analysis performs satisfactorily with respect to observations. This would
require a thorough study of the performance of the nudged fields. Furthermore, ad-
ditional adjustments might need to be considered to avoid too aggressive nudging
in the vicinity of the storm.



CHAPTER 5
Modeling Open Cellular

Convection
This chapter describes the second case study of MPAS for wind energy applications
performed in this PhD project, and deals with the simulation of an episode of open
cellular convection (OCC) over the North Sea and its associated impact on spatial and
temporal wind variability. As with the storm "Christian" case study in Chapter 4, the
OCC episode has been investigated with both MPAS and WRF. Background information
and motivation for the OCC case study is presented in Section 5.1 and a description of
the used MPAS and WRF model setups is provided in Section 5.2.

A large part of the results from this case study are reported in "Investigation of Spatial
and Temporal Wind Variability during Open Cellular Convection with the Model For
Prediction Across Scales (MPAS) in Comparison with Measurements" (Paper P2 ), which
is summarized in Section 5.3. In addition, key findings from two additional investigations
are presented in Section 5.4 and Section 5.5. Section 5.4 presents results from a MPAS
sensitivity study that focused on the impact of the model initialization time on the
modeled offshore wind speed and wind direction time series. Section 5.5 focuses on the
spatial development of OCC structures in MPAS, compared to the traditional WRF
nesting approach. The chapter finalizes with a discussion in Section 5.6.

5.1 Background and Motivation
[This Section 5.1 is based to a large extent on Section 1 and Section 2.1 of Paper P2 ]

Open cellular convection (OCC) describes an atmospheric phenomenon that is char-
acterized by organized convective cellular structures (or open cells) over the marine
boundary layer (Agee 1987). Open cells typically develop in situations where colder air
masses are advected over warmer sea surfaces behind a cold front, for example, during
cold-air outbreaks (Agee et al. 1973). They are characterized by cloudy cell borders with
thin updraft regions that surround cloud free regions with broader downdraft regions
in the cell center (Atkinson and Zhang 1996). The individual cellular structures have a
spatial extension on the order of 20 to 50 km (Bakan and Schwarz 1992) and the moving
OCC structures are accompanied by large temporal and spatial wind variability over
the sea (Vincent 2010; Larsén et al. 2017a). OCCs have large impacts on offshore wind
farm power production due to the high spatial correlation of wind speed fluctuations,
especially over regions with high spatial concentration of turbines, like the North Sea
area (Akhmatov et al. 2007; Vincent and Trombe 2017; Göçmen et al. 2020). This is
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especial critical in the North Sea area, because it is not only the main region for offshore
wind energy development in Europe (WindEurope 2020), but also frequently experiences
OCC conditions (Bakan and Schwarz 1992; Larsén et al. 2017b).

From a modeling perspective, the simulation of a cold-air outbreak with OCC pro-
vides an interesting use case for the MPAS model. The proper simulation of OCC and
the associated spatial and temporal wind variability involves a broad range of atmo-
spheric scales. The timing and location of the frontal zone needs to be captured to
adequately represent the sudden change in wind direction. In addition, a high model
resolution is required to realistically reproduce the mesoscale cellular structures and
their associated wind fluctuations. In an investigation with WRF, Vincent (2010) found
that a model grid distance on the order of 2 km is required to adequately represent OCC
wind variability.

This chapter presents the simulation of a cold-air outbreak from December 2010,
which was accompanied by an episode of OCC over the North Sea area. On 16 De-
cember 2010, arctic cold air moved south/southeastwards across the UK and North Sea
region. An episode of OCC was observed behind the cold front and persisted until ap-
proximately 17 December 2010, 0000 UTC. Figure 5.1a shows the surface analysis chart
at 16 December 2010, 0000 UTC while Figure 5.1b depicts a cloud picture of the open
cell structures at 16 December 2010, 1830 UTC.
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(a)

(b)

Figure 5.1: (a) Surface analysis chart valid at 16 December 2010, 0000 UTC from UK’s
Met Office c©Crown Copyright 2010 - Met Office. Archived analysis chart obtained from
http://www1.wetter3.de/archiv_ukmet_dt.html (last accessed: Feb. 2020), (b) NOAA-19
Weather satellite image (channel 5) from 16 December 2010, 1830 UTC (clipped to northern
Europe). Source: NERC Satellite Receiving Station, University of Dundee, http://www.sat.
dundee.ac.uk/abin/piccygridhtml/avhrr/2010/12/16/1244+19/ch5.jpg (last accessed:
Aug. 2019).

http://www1.wetter3.de/archiv_ukmet_dt.html
http://www.sat.dundee.ac.uk/abin/piccygridhtml/avhrr/2010/12/16/1244+19/ch5.jpg
http://www.sat.dundee.ac.uk/abin/piccygridhtml/avhrr/2010/12/16/1244+19/ch5.jpg
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5.2 Methods
5.2.1 MPAS Model Setup
To assess MPAS’s capabilities to capture the temporal and spatial wind variability as-
sociated with OCC, a variable-resolution mesh configuration with circular refinement
has been designed in this project. The mesh cell distances range from approximately
55 km in the coarse scale region to approximately 2 km in the refined region, which
is located over the North Sea area (Figure 5.2). The generated mesh, with its 901,123
Voronoi generators, follows the mesh density function ρx30 introduced in Chapter 3 and
has been tested in idealized mode (cf. Section 3.2.3). This configuration balances the
high requirements on small model grid distances with the overall computational costs.

Fifty-five model levels are used in the vertical and the model physics follow the
’convection_permitting’ physics suite (cf. Table 2.1). The CFSR 6-h forecast data
product (Saha et al. 2010) provides the initial conditions (at 0.5◦ spatial resolution), and
the input for the sea surface temperature and sea ice updates (at 0.3◦ spatial resolution).
The sea surface temperature and sea ice are updated every six hours. Three different
model initialization times have been investigated: 15 December 2010, 0000 UTC (further
referred to as MPAS-15UTC00 configuration), 15 December 2010, 1800 UTC (further
referred to as MPAS-15UTC18) and 16 December 2010, 0000 UTC (MPAS-16UTC00).
Each model configuration is integrated until 17 December 2010, 0000 UTC.

5.2.2 WRF Model Setup
A WRF (Version 3.7.1) configuration, with one-way nesting, is run as part of this study
to compare with the MPAS simulation. The configuration consists of an outermost
domain of 18 km horizontal grid spacing and two nests with a horizontal grid spacing
of 6 km and 2 km, respectively, and 52 model levels in the vertical. The location of the
three domains are depicted in Figure 5.2a.

The initialization time, for the WRF simulation, is set to 15 December 2010, 0000
UTC, which is identical to the MPAS-15UTC00 configuration (cf. Section 5.2.1). The
model is integrated for 48 hours with a 6-hourly update of the LBCs and the sea surface
temperature. The initial and boundary conditions are provided from the same external
data set (CFSR 6-h forecast data product) used for the MPAS simulations.

TheWRFmodel physics were selected to be similar to the MPAS ’convection_permitting’
suite (cf. Table 2.1) and are summarized in Table 5.1. This includes the selection of the
scale-aware Grell-Freitas cumulus scheme, which is activated in all three WRF domains
to act similar to MPAS, where the scale-aware scheme is activated over the whole globe.
The scale-aware Grell-Freitas scheme is designed to effectively turn off deep convection
and to act as shallow convection scheme when horizontal grid spacing is decreasing (Grell
and Freitas 2014).
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Table 5.1: Summary of the WRF physics configuration used in this investigation. Used ab-
breviations: MYNN: Mellor–Yamada–Nakanishi–Niino, RRTMG: Rapid Radiative Transfer
Model for General Circulation Models.

Physics Parameterization scheme

Cumulus Scale-aware Grell-Freitas (Grell and Freitas 2014)
Microphysics Thompson (Thompson et al. 2008)
Land surface Noah (Tewari et al. 2004)
Boundary layer MYNN (Nakanishi and Niino 2009)
Surface layer MYNN (Nakanishi and Niino 2009)
Long-/shortwave radiation RRTMG (Iacono et al. 2008)

(a) (b)

Figure 5.2: (a) Approximate MPAS cell spacing between a Voronoi cell center and its neighbors
over Europe (green-blue contours). Orange frames: Location of the WRF outermost domain
and its two nests. (b) Zoomed version of (a) with focus on the North Sea region. The orange
frame in (b) indicates the location of the innermost WRF domain. The black ’x’-markers in (b)
depict the location of the four measuring locations ’Heimdal’ (He), ’Sleipner-A’ (Sl), ’Ekofisk’
(Ek) and Fino 1 (F1) used in the time series analysis in Section 5.4. Note the different scaling
of the colorbars in (a) and (b).

5.3 Investigation of Wind Variability during OCC
Conditions with MPAS - Introduction to Paper
P2 (Appendix B)

Paper P2 "Investigation of Spatial and Temporal Wind Variability during Open Cellular
Convection with the Model For Prediction Across Scales (MPAS) in Comparison with
Measurements" investigates the capabilities of MPAS to represent the temporal and spa-
tial wind variability associated with OCC in the southern North Sea area. The analysis
is based on the MPAS-16UTC00 scenario described in Section 5.2.1. Model results are
compared with satellite retrieved wind speeds, four ground based measurement sites and
one sounding location. The ground based measurement sites are distributed over the



54 5 Modeling Open Cellular Convection

North Sea area.
It was found that MPAS is able to represent spatial and temporal wind variability in

a realistic way given the constrains of the model’s effective resolution. The wind speed
variability connected with the OCC was isolated by means of high-pass filtering in the
time domain. The model and the measurements agree well with respect to the standard
deviation of the filtered wind speed at three of the four ground based stations. The
differences are bounded within 0.1 m s−1 when deviations due to data availability rate
are considered as well. Furthermore, the observed increase in 10-minute wind speed step
changes under OCC conditions was also captured in the model, while OCC unaffected
sites in the model follow the expected normal climatological conditions determined by
Mehrens et al. (2016).

With respect to the spatial wind variability, decent agreement between modeled
spatial power spectrum and the spectrum from satellite retrieved winds is found for
wavelengths larger than the model’s effective resolution.

It was also observed that the gradual development of small scale atmospheric move-
ments due to the smooth transition zone allowed the creation of OCC structures as soon
as the model resolution becomes high enough, without the need of additional spatial
model spin-up observed in limited area models (Vincent 2010, further investigation in
Section 5.5).

Overall, MPAS was able to
• satisfactorily capture the temporal wind speed variability,
• properly represent the OCC related increase of the 10-minute wind speed step

changes,
• adequately model the additional energy in the spatial wind speed power spectrum

within the limits imposed by the effective resolution, and
• develop OCC structures as soon as the model resolution allows without additionally

required spatial spin-up.

5.4 Influence of Model Initialization On Wind
Speed Time Series

Figure 5.3 depicts the modeled and observed wind speed time series at four measuring
locations in the north sea (Heimdal, Sleipner-A, Ekofisk and Fino 1). It is observed that
the MPAS simulation initialized at 0000 UTC on 15 December 2010 (scenario MPAS-
15UTC00) results in a significant overestimation of the wind speed magnitude in the
later stages of the simulation, after 1800 UTC, when the OCC should be present (cf.
satellite image in Figure 5.1b).

While the generally observed decreasing tendency of mean wind speed after 16 De-
cember 2010, 0600 UTC is maintained at Heimdal, the modeled wind speed magnitude
at Sleipner-A, Ekofisk and Fino 1 do not follow this trend. The misinterpretation of
the wind speed trend is not visible in the limited-area simulation in WRF, and also
vanishes in the MPAS simulations initialized later (18 hours and 24 hours, respectively,
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Figure 5.3). This suggests a model drift from the real atmospheric state in the large-
scales in MPAS-15UTC00, rather than an impact of the model physics or the mesh
configuration on the wind speed time series. MPAS-16UTC00 and WRF show decent
agreement with the measurements. MPAS-15UTC18 also starts diverging towards the
end of the simulation period from the observed wind speed trend at the two northern
measuring sites (Heimdal and Sleipner-A).

Further analysis shows that the deviations originate from the displacement of a low-
pressure system over Scandinavia for simulations with early initialization times. In
MPAS-15UTC00, the system is shifted to the south (Figure 5.4a) compared to the
MPAS-16UTC00 and WRF simulations (Figure 5.4b and Figure 5.4c, respectively). The
displacement results in a weather regime shift in the North Sea area in MPAS-15UTC00.
Instead of the north/northwesterly flow with OCC, the low-pressure system suppresses
and replaces the development of OCC in the eastern North Sea area. The wind speed
magnitude increases and the north/northwesterly flow turns to a more southward di-
rection in the northern North Sea area due to the influence of the counterclockwise
flow rotation around the low pressure system. This causes the wind field in the later
stages of the simulation to be dominated by the low-pressure system instead of the OCC
(Figure 5.5a and Figure 5.5b-c, respectively).

This is different than during the earlier modeling period (15 October 2013, 0000 UTC
to approximately 15 October 2013, 0000 UTC), where the WRF and MPAS-15UTC00
performance remains highly comparable at the measuring sites. This includes not only
the wind speed trends (Figure 5.3), but also the magnitude and changes in wind direction
(Figure 5.6). The close agreement suggests that there is no deviation in the large-scale
atmospheric features that potentially affect the North Sea area (location of synoptic
pressure systems and frontal zones) during that period. For instance, the timing of the
passing warm front (cf. Figure 5.1a) and its associated flow direction change is captured
very well at Fino 1 (Figure 5.6d at approximately 15 December 2010, 2000 UTC) by
MPAS-15UTC00 and WRF.

The first major differences between MPAS-15UTC00 and WRF occur in the timing
of the sudden change in wind direction from westerly to northerly flow (Figure 5.6).
This change is associated with the passing of the cold front over the measuring sites
(cf. Figure 5.1a). MPAS-15UTC00 simulates the cold front earlier than WRF, with
differences on the order of 30 minutes (Ekofisk) to 1 hour (Heimdal). As expected, the
MPAS simulations initialized later, MPAS-15UTC18 and MPAS-16UTC00, provide a
better estimation of the timing of the cold frontal passage.
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(a) (b)

(c) (d)

Figure 5.3: Modelled (colored lines) and observed (black plus) wind speed at (a) Heimdal (10 m
above ground), (b) Sleipner-A (10 m above ground), (c) Ekofisk (10 m above ground) and (d)
Fino 1 (71 m above ground). Blue: MPAS initialized at 15 December 2010, 0000 UTC, orange:
MPAS initialized at 15 December 2010, 1800 UTC, green: MPAS initialized at 16 December
2010, 0000 UTC, red: WRF initialized at 15 December 2010, 0000 UTC. The vertical dashed
lines highlight the initialization time of the different model configurations. The gray bars in
(d) show mean wind speed (10-minutes) plus/minus one standard deviation.
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(a)

(b)

(c)

Figure 5.4: Snapshot of the modeled mean sea level pressure (MSLP) at 16 December 2010,
1830 UTC for different simulation scenarios: (a) MPAS-15UTC00, (b) MPAS-16UTC00 (c)
WRF. Pink diamonds: measuring locations Heimdal, Sleipner-A, Ekofisk, Fino 1 (from north
to south). The orange frames in (c) indicate the border of the second and third WRF domain
depicted in Figure 5.2a. Results in (c) are obtained by using the WRF model output with
highest spatial resolution available for a particular region.
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(a)

(b)

(c)

Figure 5.5: Same as Figure 5.4 but for absolute wind speed (10 m).
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(a) (b)

(c) (d)

Figure 5.6: Same as Figure 5.3 but for wind direction. To enhance readability and avoid large
jumps in the graph due to the dominating wind direction from the north, a constant value of
360◦ has been added to all wind directions smaller than 180◦. Be aware of the different range
of the y-axis in Figure 5.6d.

5.5 Impact of WRF Nesting on Spatial OCC
Development

While MPAS’ smooth transition zone allows the gradual build-up up of the smaller
scales of atmospheric features, WRF’s grid spacing changes suddenly at the domain
boundaries. This influences the build-up of small-scale features like OCC close to inflow
border of the WRF domain. This can be seen in the vertical velocity at the model level
closest to 100 m (Figure 5.7a). In comparison to the MPAS results (scenario MPAS-
16UTC00, Figure 5.7b), the cell structures in WRF are missing or are only insufficiently
build up, close to the north-eastern inflow boundary. This is seen more clearly when
examining the time-averaged mean of the vertical velocity along each WRF grid column
from the southwest to the northeast (Figure 5.8). The characteristic up- and downdrafts
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associated with the OCC are only seen after 60-65 grid cells or 120-130 km away from the
north-western inflow boundary. This needs to be taken into account during the initial
domain design to avoid negative impacts due to the insufficient build-up of the cellular
structures. It must be noted that the measuring sites used in this project were located
sufficiently far away from affected domain region that they were not impacted by this
(cf. Figure 5.8).

At the outflow of the innermost WRF domain, major inconsistencies in the vertical
velocity are observed at the border of the innermost (third) and the second domain.
This can be seen, for example, in the region between the UK and the Netherlands in
Figure 5.7. This is expected, because the second WRF domain with its ∆x = 6 km
grid spacing can only fully resolve features with wavelengths of around 42 km and
above (based on the effective resolution of 7∆x of WRF, Skamarock 2004). Features
with wavelengths between 12 km (Nyquist-frequency) and 42 km are only insufficiently
resolved and OCC with their diameters in the order of 20-50 km (Bakan and Schwarz
1992) fall into this category. Therefore, the development of mesoscale cellular structures
is suppressed outside the innermost WRF domain. Since the current WRF configuration
is one-way nested, the OCC developed in the innermost nest does not feed back to
the results of the second domain. Further investigations with a two-way nested WRF
configuration would be needed to find potential impacts on the model results in the
second domain.
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(a)

(b)

Figure 5.7: Snapshot of vertical wind speed at model level closest to 100 m at 16 December
2010, 1830 UTC determined by (a) WRF and (b) MPAS-16UTC00. The orange frame in (a)
depicts the innermost WRF model domain. The gray lines in (a) mark the south-western and
north-eastern border for the spatial averaging of the mean vertical up- and downdraft depicted
in Figure 5.8. The pink diamonds in (a) and (b) depict the four measuring sites Heimdal,
Sleipner-A, Ekofisk and Fino 1 (from north to south).
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Figure 5.8: Mean vertical updraft (blue) and downdraft (black) in the innermost WRF domain
at model level closest to 100 m as a function of the distance from the north-western inflow
border. The dashed gray lines enclose the WRF relaxation zone. The vertical dashed black
lines indicate the distance of Heimdal, Sleipner-A, Ekofisk and Fino 1 (from left to right) from
the inflow border. The up- and downdrafts are time averaged between 16 December 2010,
1400 UTC and 17 December 2010, 0000 UTC and averaged in south-west/north-east direction
between the gray lines depicted in Figure 5.7a.

5.6 Discussion
The results in Section 5.3 and Section 5.4 show that MPAS is able to properly represent
the wind variability in time and space associated with OCC. This remains valid within
the limits set by the model’s effective resolution and under the condition that the model
is initialized close enough to the OCC event of interest. If initialized too early, large-scale
model deviations from the real atmospheric can change the relevant synoptic features and
alter the expected OCC development. While the relatively high sensitivity to the initial
conditions in MPAS is not surprising, due to the lack of external steering from LBC
updates, it is worth noting that MPAS needs to be initialized significantly closer to the
actual OCC event than what experience from WRF would suggest. Since open cellular
convection is a relatively small-scale atmospheric phenomenon, the forecast requires a
sufficiently long period of model spin-up to build-up the necessary small scale structures
that are not present in the coarse initial conditions (Warner 2010; Davies 2014). In
combination with the close initialization time, this can restrict the period available for
a statistically meaningful analysis of the OCC episode. While simulations with WRF
also suffer from this effect, the potential of earlier model initialization can mitigate the
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effect away from the actual period of interest. For OCC induced spatial and temporal
wind variability within the lower part of the boundary layer, Paper P2 showed that
6 hours of model spin-up is already sufficient for studying the impact on the flow field,
given the mesh configuration and initial conditions. However, if other aspects of OCC
are investigated (cloud and precipitation properties), the required model spin-up time
might be different.

From a spatial perspective, the gradual mesh refinement in MPAS results in an overall
smoother and more consistent representation of the development of the OCC structures
and wind field compared to WRF (cf. Figure 5.7, Figure 5.5b,c). This could be especially
beneficial when the detailed spatial build-up and decay of the OCC structures plays a
significant role in the analysis, since the spatial distortions due to sudden resolution
jumps in WRF are avoided.

However, this benefit is rather small for the investigation of temporal wind variability
over a small area as performed in this project. A properly designed WRF configuration,
which takes into account the inherent challenges of the sudden model resolution jump,
like the additional required spatial spin-up, showed similar performance for the modeled
wind speed time series at Heimdal, Sleipner-A, Ekofisk and Fino 1 (Section 5.4). One
potential reason for the comparatively good performance of the one-way nested WRF
approach could be the relative shallowness of the modeled phenomena. OCC are strongly
driven by large scale phenomena like the air-sea temperature difference and the advection
of cold air (Atkinson and Zhang 1996), with potentially limited influence on the driving
scales. For this reason, the lack of feedback to the larger scale, due to the use of one-way
nesting in WRF, seems to be of minor importance for the wind speed and wind direction
time series.
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CHAPTER 6
Modeling of Offshore

Mesoscale Wind Farm Wakes
This chapter presents a study related to the potential application of MPAS for perform-
ing wind farm impact studies on the atmosphere. The motivation and the background
are given in Section 6.1 and an overview of the observational data sets, the wind farm
parameterization scheme and MPAS model setups are explained in Section 6.2. Key
challenges and findings are presented in Section 6.3 and the chapter ends with a collec-
tion of general implications and the future outlook for wind farm impact studies with
MPAS (Section 6.4).

6.1 Background & Motivation
As mentioned in Section 1.1, wind farms and wind farm clusters are not only affected
by a variety of atmospheric flows across scales, but also alter the atmospheric flow
themselves. A variety of methods have been developed to include wind farm effects in
mesoscale LAMs and global models. They range from relatively simple representations
via increased model surface roughness and/or modifications of displacements heights
(e.g. Keith et al. 2004; Barrie and Kirk-Davidoff 2010; Wang and Prinn 2010) to more
complex descriptions as elevated momentum sinks (e.g. Boettcher et al. 2015; Volker et
al. 2015) and additional sources of TKE (e.g. Baidya Roy et al. 2004; Adams and Keith
2007; Fitch et al. 2012). Depending on the parameterization scheme, sub-grid scale
processes like wake expansion in the vertical (Volker et al. 2015) or, to some degree,
wind farm layout awareness (e.g. Abkar and Porté-Agel 2015) are considered.

Driven by computational constrains, previous numerical modeling studies of wind
farm effects on global scales in general circulation models (Keith et al. 2004; Kirk-
Davidoff and Keith 2008; Barrie and Kirk-Davidoff 2010; Wang and Prinn 2010; Wang
and Prinn 2011) were performed on very coarse horizontal grids (on the order of 200-
300 km), with simple wind farm representation via increased surface roughness. While
this method is computationally efficient, and therefore well suited for global long-term
climatological studies, the wind farm effects can only be captured to a limited extent.
Furthermore, Fitch et al. (2013b)’s numerical study of wind farm effects during a strong
diurnal cycle suggests that the atmospheric impacts of wind farms represented by in-
creased surface roughness can result in unrealistic atmospheric feedback. Fitch et al.
(2013b) detected unrealistically high sensible heat fluxes during the daytime in scenarios
where wind farms are represented as increased surface roughness. They also found that
surface roughness based wakes developed the strongest wakes during the day, while more
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detailed parameterization, which include an elevated momentum sink and TKE source,
show the strongest wakes to occur during the night. The surface roughness approach
was also accompanied by large amounts of TKE during daytime, which have not been
observed to this extent in observational studies.

One of the reasons that the surface roughness models have been used in global
studies is that more advanced wind farm paramterization models (WFPs) require higher
spatial resolution than is typically used. Tomaszewski and Lundquist (2020) found in
a sensitivity study using WRF that horizontal grid spacing of 3 km within the wind
farm region is needed to adequately simulate the surface temperature impacts and wind
deficits of wind farms in Iowa. Global studies on a uniform mesh with such a grid cell
spacing (around 3 km), are currently not feasible due to the immense computational
costs.

MPAS with its ability to use variable-resolution meshes can meet the high demands
on horizontal resolution around the wind farms in the refinement zone, while the tran-
sitioning to coarser cell spacing outside of the area of interest keep the computational
costs low compared to quasi-uniform simulations. Furthermore, the lack of boundary
conditions in MPAS provides the opportunity to investigate the potential up-scaling of
of large wind farm or wind farm cluster effects to larger scales. To the best knowledge
of the author, MPAS has not yet been used for investigations of wind farm impacts on
the atmosphere, and its capabilities for applications in this area are therefore unknown.
Thus, a more detailed investigation is needed.

Within the scope of this Project, the ’Explicit Wake Parametrisation’ (EWP, Volker
et al. 2015) has been implemented and tested in MPAS in a initial case study. However,
the initial case study revealed some unrealistic model deviations between the simulation
with and without wind farm parameterization and this chapter presents the results from
the initial case study and the major steps taken to trace back the origin of the model
deviations.

The outline of this chapter is as follow: Section 6.2 provides a full description of the
methods connected with the initial case study and the follow-up investigations (Anal-
ysis I - Analysis III). Results are presented in Section 6.3. Section 6.3.1 describes the
results and observed challenges in the initial case study on a variable-resolution 60-3 km
mesh configuration. It also presents results from Analysis I in which the complex EWP
formulation is replaced with a simple increased surface roughness approach with minor
impacts on the unrealistic model deviations. Analysis II (Section 6.3.2) presents the
results of a physics sensitivity analysis on a coarse, quasi-uniform 240 km mesh config-
uration, which revealed inconsistent treatment of pseudo-randomness in the RRTMG
radiation scheme. Analysis III (Section 6.3.3) investigates perturbation pressure differ-
ences on quasi-uniform mesh configurations with a minimal set of physics to inspect
model deviations caused by "chaos seeding" (Ancell et al. 2018). The chapter finalizes
with general implications and a future outlook in Section 6.4.
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6.2 Methods
6.2.1 Observational Data and Simulation Period
Within the scope of the initial case study, a scenario with two existing wind farms in
the Danish North Sea is chosen. Figure 6.1 depicts the spatial location of the two wind
farms Sandbank and DanTysk together with the two met masts Fino 1 and Fino 3.
Fino 1 is located relatively far from the wind farms, while Fino 3 is located between the
two wind farms, to the west of DanTysk. Therefore, Fino 3 is highly impacted by both
wind farms. More details about the two wind farms are given in Table 6.1, and details
about the two met masts Fino 1 and Fino 3 are provided in Table 6.2.

A 2-day period from 17 February 2017, 0000 UTC to 19 February 2017, 0000 UTC
(including 12 hours of model spin-up) was found to be suitable for the initial investigation
of wind farm impacts on the atmosphere, for the following reasons:

1. Atmospheric stability: the simulation period contains an episode of relatively
neutral and stable atmospheric conditions, where wind farm wakes are often more
pronounced (e.g. Westerhellweg et al. 2014). Atmospheric stability is determined
from the Bulk-Richardson number at Fino 3 based on wind speed and temperature
measurements from the water surface and approximately 30 m above sea level.

2. Absolute wind speed: the wind speed at 91 m (Fino 3) is larger than the cut-in
wind speed of the turbines of 4 m/s over the whole period.

3. Data coverage: the period is covered by met mast data from Fino 1 and Fino 3
with an availability rate of at least 95% for the wind speed and wind direction.

The search space was restricted to the year 2017 and 2018 for which additional wind
speed, wind direction and power production data of Sandbank and DanTysk was made
available. However, the wind farm data was not used within the scope of this study.

Table 6.1: Properties of the two wind farms Sandbank and DanTysk. Data are obtained from
The Wind Power database, available at https://www.thewindpower.net/, last accessed: July
2020.

Sandbank DanTysk

installed capacity [MW] 288 288
number of turbines [.] 72 80

turbine type Siemens SWT-4.0-130 Siemens SWT-3.6-120
turbine hub-height [m] 95 88
rotor diameter [m] 130 120

https://www.thewindpower.net/


68 6 Modeling of Offshore Mesoscale Wind Farm Wakes

Fino 1 (F1)

Sandbank
DanTysk

Fino 3 (F3)

Figure 6.1: Depiction of the two wind farms Sandbank and DanTysk and the two met masts
Fino 1 and Fino 3 in the southern North Sea. Figure inspired from Imberger et al. 2019 with
modifications. Background map derived from: 4Coffshore, Global Offshore Renewable Map,
available at https://www.4coffshore.com/offshorewind/, last accessed: July 2020.

Table 6.2: Name, geographic location and selected measurements from the two met masts
Fino 1 and Fino 3. Measuring height and data availability rate within the period of interest
(17 February 2017, 1200 UTC to 19 February 2017, 0000 UTC) are stated in brackets behind
each variable. The following abbreviations are used: WS: Wind speed, WD: Wind direction,
T: Air temperature, SST: Sea surface temperature. The measurements are obtained from
the Federal Maritime and Hydrographic Agency FINO database (http://fino.bsh.de, last
accessed: July 2020)

Fino 1 Fino 3

geographic location 54.0149◦N 6.5876◦E 55.1950 ◦N 7.1583◦E
selected measurements WS (91 m, every 10 min) WS (31 m† and 91 m, every 10 min)

WD (91 m, every 10 min) WD (101 m, every 10 min)
SST† (water surface, every 30 min)
T† (29 m, every 10 min)

† used for calculation of Bulk-Richardson Number

https://www.4coffshore.com/offshorewind/
http://fino.bsh.de
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6.2.2 Wind Farm Paramterization

’Explicit Wake Parametrisation’ Scheme
As mentioned in Section 6.1, a variety of schemes have been developed, in recent

years, to parameterize wind farms in mesoscale models. Within the scope of this project
and the initial case study, the ’Explicit Wake Parametrisation’ (EWP) scheme by Volker
et al. (2015) is implemented to investigate MPAS’ capabilities for wind farm impact
studies. The scheme was selected for the following reasons:

1. It is an established method that has already been used in a range of applications
with the WRF model (e.g. Hasager et al. 2017; Pryor et al. 2020)

2. Personal familiarity with the scheme and experience1 in applying EWP for wind
farm impact studies in WRF

3. Extensive documentation on the implementation of the scheme in WRF that orig-
inates from the in-house development of the scheme.

In brief, the drag forces induced by the wind turbines are expressed in the EWP
scheme as grid-cell averaged forces on the flow (Volker et al. 2015). The additional
grid-cell averaged turbulence due to the presence of the wind turbines is managed via an
explicit sub-grid scale turbulence diffusion formulation (Volker et al. 2015) that causes
vertical expansion of the velocity deficit within the grid cell (Volker et al. 2015). Ad-
ditional TKE, due to the presence of the wind farms, is solely produced from the wind
shear in the vertical caused by the velocity deficit, i.e. no explicit TKE source term is
added to the TKE equation in the PBL-scheme.

The scheme interacts with the MPAS model via the modification of the velocity
tendencies of the PBL scheme by applying a grid-cell averaged acceleration f̄d(k) to the
flow (Volker et al. 2015). f̄d(k) is derived from the total effective thrust force associated
with a single turbine and is calculated as:

f̄d(k) = −
√
π
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ctr

2
0ū

2
0

Aσe

exp
−1

2

(
z(k)− h

σe

)2
 (6.1)

with ct being the wind turbine thrust coefficient for a given upstream velocity ū0, r0
being the turbine rotor diameter, z(k) being the height above ground at model level k
and h being the hub-height of the wind turbine. The variable A describes the area of
the MPAS grid cell in which the wind turbine is located. The decomposition of f̄d(k)
in its zonal and meridional component is done based on the local wind direction φ(k)
(Volker et al. 2015).

The mesh cell size dependent effective length scale σe is defined as:
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0

]
(6.2)

1Personal contributions to entries J1 (journal article in preparation) and R1 (non peer-reviewed
report) listed in the publication list in Appendix C, which were conducted during the PhD program,
but are not part of this thesis report.
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with K being the turbulence diffusion coefficient, L being the mesh cell size dependent
downstream distance and σ0 = αr0 being the initial length scale for the near-wake
expansion.

The turbulence diffusion coefficient K is provided by the PBL scheme while the
empirical scaling factor α needs to be specified via the MPAS namelist. In this study, a
scaling factor of α = 1.5 based on the selection in Volker (2014) is used. The downstream
distance L, which is defined as half a grid cell distance in WRF, is replaced by half the
cell distance between two Voronoi cell centers in the MPAS version.

As in WRF, all turbines are assumed to be located in the center of their corresponding
mesh cell and the total trust force is calculated as a superposition of all individual thrust
forces within a grid cell (in case of multiple turbines). A more complete description
of EWP scheme, including a detailed derivation of Equation 6.1 and Equation 6.2, is
provided in Volker et al. (2015).

Within the scope of this chapter, EWP is applied in the initial case study and in
Analysis II.

Wind Farm as Increased Surface Roughness
In the implicit scheme, wind farms are parameterized as constant increased surface

roughness. The scheme is merely used for the qualitative assessment of model deviations
in Analysis I to Analysis III. This is done to investigate the reaction of MPAS to simple
changes in surface roughness, without introducing the complexity of the EWP scheme at
the same time. Since the wind farms are located offshore, an increased surface roughness
was achieved by replacing Charnock’s relation for surface roughness over water in the
MYNN surface layer scheme. It is replaced by the identity z0 = 0.5 m for cells containing
wind farms. The magnitude was inspired by the model settings in Frandsen et al. (2009)’s
investigation of large offshore wind farms with the mesoscale model KAMM.

6.2.3 MPAS Scenarios and Mesh Configurations
Within the scope of this chapter, thirteen different scenarios, with different configu-
rations of physics schemes, mesh configuration, and wind farm representations, were
designed. A summary of the mentioned scenarios is provided in Table 6.3. They are
categorized according to the investigation where they first appear (initial case study or
the follow-up investigations Analysis I to Analysis III).

In general, each scenario consists of simulations both with and without activated
WFPs. Both simulations are initialized from the same initialization file. For each model
output time step, results from the reference simulation are subtracted from the simula-
tions with activated WFP and the difference between the two simulations is examined.

In total, three different MPAS mesh configurations are used: one variable-resolution
(60-3 km cell spacing) and two quasi-uniform meshes (240 km and 60 km cell spacing).
All described MPAS configurations share a standard model configuration with 55 vertical
levels and a model top of 30 km. They also share the initialization time at 17 February
2017, 0000 UTC with reanalysis data from the 0.5◦ Global Forecast System. GFS
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Scenario MPAS Model WFP physics
mesh time Con- Micro- Land Radiation Radiation Cloud

step vection physics surface (longwave) (shortwave) fraction
(in s)

Initial case study:
EWP60-3KISS 60-3 km 12 EWP GF TMS Noaha RRTMG RRTMG Xu-R

Analysis I: Surface roughness approach:
Z060-3KISS 60-3 km 12 Z0 GF TMS Noah RRTMG RRTMG Xu-R

Analysis II: Physics sensitivity study:
Z0240-GTN 240 km 1200 Z0 GF TMS Noah
Z0240-R-Xu 240 km 1200 Z0 GF TMS Noah RRTMG Xu-R
Z0240-R-bin 240 km 1200 Z0 GF TMS Noah RRTMG binaryc

Z0240-CAM 240 km 1200 Z0 GF TMS Noah CAM Xu-R
Z0240-KISS 240 km 1200 Z0 GF TMS Noah RRTMG RRTMG Xu-R
Z0240-MT 240 km 1200 Z0 GF TMS Noah RRTMG-MTb RRTMG-MT Xu-R

EWP60-3MT 60-3 km 12 EWP GF TMS Noah RRTMG-MT RRTMG-MT Xu-R
Z060-3MT 60-3 km 12 Z0 GF TMS Noah RRTMG-MT RRTMG-MT Xu-R

Analysis III: Minimized physics setting:
Z0240-MYNN 240 km 1200 Z0 (only MYNN surface and boundary layer scheme)

Z0240-MYNN-DT300 240 km 300 Z0 (only MYNN surface and boundary layer scheme)
Z060-MYNN 60 km 300 Z0 (only MYNN surface and boundary layer scheme)

a Niu et al. 2011; Yang et al. 2011
c binary: cloud area fraction either 0 (completely cloud free) or 1 (completely cloud covered)
b RRTMG-MT: RRTMG with Mersenne-Twister random number generator (RNG) instead of KISSVEC RNG.

Table 6.3: Summary of sensitivity studies within the context of the wind farm verification
process. All scenarios use the Mellor–Yamada–Nakanishi–Niino (MYNN, Nakanishi and Niino
2009) scheme for the parameterization of the surface layer and boundary layer. Used abbre-
viations: WFP: Wind farm parameterization, EWP: Explicit Wake Parametrisation, Z0: Sur-
face roughness length paramterization, GF: Scale-aware Grell-Freitas (Grell and Freitas 2014),
TMS: Thompson microphysics (Thompson et al. 2008), RRTMG: Rapid Radiative Transfer
Model for General Circulation Models (Iacono et al. 2008), CAM: Radiation scheme of the
NCAR Community Atmosphere Model (Collins et al. 2004), Xu-R: Xu and Randall 1996’s
semi-empirical cloud parameterization.
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is downloaded from the National Oceanic and Atmospheric Administration’s National
Centers for Environmental Information (NCEI) database2.

The 60-3 km mesh was obtained from the MPAS-Atmosphere mesh repository3 and
consists of 835,586 Voronoi cells (further referred to as x20.835586). The original mesh
was rotated so that the refinement region is centered over the southern North Sea region.
Figure 6.2a depicts the approximate grid distance in the refinement region. Figure 6.2b
shows the representation of Sandbank and DanTysk on the x20.835586 mesh and the
cell locations where time series data for the comparison with Fino 1 and Fino 3 are
extracted for the initial case study. This mesh is used for the initial case study and in
Analysis I and Analysis II.

Two quasi-uniform mesh configurations with approximate resolutions of 240 km and
60 km, respectively were used for an additional sensitivity study of wind farm effects with
reduced complexity (follow-up studies Analysis II and Analysis III). They are combined
with the increased surface roughness length approach (Section 6.2.2). This means that
the wind farms are reduced to a single all-water cell that is closest to the wind farms
(see example for the 240 km mesh in Figure 6.2c). The 240 km and 60 km mesh consist
of 10,242 and 163,842 Voronoi cells, respectively. Both meshes were obtained from the
MPAS-Atmosphere mesh repository3.

2https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/
global-forcast-system-gfs, last accessed: July 2020

3https://mpas-dev.github.io/atmosphere/atmosphere_meshes.html, last accessed: July 2020

https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-forcast-system-gfs
https://www.ncdc.noaa.gov/data-access/model-data/model-datasets/global-forcast-system-gfs
https://mpas-dev.github.io/atmosphere/atmosphere_meshes.html
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Figure 6.2: (a) Cell-average distance between a Voronoi cell center and its neighbors within the
refinement region. Values outside the specified limits are depicted in gray. (b) Representation
of the two wind farms Sandbank and DanTysk (orange pluses) on the 60-3 km mesh. The gray
dots represent the Voronoi cell centers of the x20.835586 mesh. Cell centers used for compar-
isons with Fino 1 (F1) and Fino 3 (F3) are indicated with a yellow circle. (c) Representation
of wind farms (orange plus) on 240 km mesh. The gray dots represent the Voronoi cell centers.
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6.3 Results and Discussion
6.3.1 Initial Case Study and Results from Analysis I
Figure 6.3a-d depicts the modeled wind speed and wind direction of the default MPAS
simulation (initial case study, Scenario EWP60-3KISS) runs, with activated EWP (fur-
ther referred to as MPAS-EWP) and without EWP (further referred to as MPAS-REF).
Results are depicted together with wind speed and wind direction measurements from
Fino 1 and Fino 3. With respect to the overall quality of the reference simulation,
MPAS-REF performs quite well, and is able to capture the large-scale trends in the
wind speed observed at Fino 1 and Fino 3. While the large-scale trends in the wind
direction at Fino 3 are also captured well, there are significant differences in the wind
direction between the simulation and the measurements at Fino 1.

Based on the comparisons at Fino 1 and Fino 3, MPAS-EWP performs as expected
and shows major deviations from MPAS-REF only in situations where the atmospheric
conditions and wind farm geometry suggest wind farm impacts. This includes for ex-
ample the observed reduction of the wind speed at Fino 3 between 18 February 2017,
0000 UTC and 18 February 2017, 1400 UTC (Figure 6.3c). During this period, Fino 3 is
affected by the wake of Sanbank due to atmospheric flow from westerly directions (Fig-
ure 6.3a). Figure 6.3e illustrates this impact using a snapshot of the spatial wind speed
differences between MPAS-EWP and MPAS-REF at 18 February 2017, 0200 UTC.

Due to the lack of north-northeasterly winds in the analyzed period, Fino 1 should
not be affected by wind farm wakes. This this confirmed by the nearly identical wind
speed results of MPAS-REF and MPAS-EWP at Fino 1 (Figure 6.3d). Minor deviations
are attributed to emerging deviations in the background flow between the two simulation
(cf. snapshot of modeled spatial wind speed differences at 18 February 2017, 1800 UTC
in Figure 6.3f). Those deviations start appearing towards the end of the simulation
period, which suggests an emerging divergence of the two simulation.

While the focus on regional spatial scales on a short temporal time scale indicates
promising results, a closer look at the larger scales revealed nonphysical model deviations
far away from the wind farms. This is shown in Figure 6.4a, which depicts model
differences in wind speed between MPAS-EWP and MPAS-REF at the second model
level (approximately 76 m above ground) six hours after model initialization as a function
of the distance from the wind farm. Model differences are seen far beyond the area of
influence at that point in time (i.e. right of the green line in Figure 6.4a) even under
an assumed physical propagation speed of information from the installed wind farm
of approximately 343 m s−1 (the speed of sound). Similar effects are visible in the
pressure field as well (Figure 6.4b). It must be noted that the wind speed magnitudes
are relatively low in absolute terms, but can reach values slightly below the magnitude
of the wind farm wake wind speed deficit itself (Figure 6.4a). In the case of the pressure
fluctuations in Figure 6.4b, the magnitude exceeds the observed effects seen at the wind
farms.

To rule out that the nonphysical model deviations originate from the EWP formu-
lation itself, the complex EWP parameterization is replaced by the simple increased
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surface roughness approach in Analysis I (Scenarios Z060-3KISS). The very similar re-
sults with the increased surface roughness approach (Figure 6.4c,d) suggest that the
origin is not the EWP implementation. Other causes could be related to the MPAS
dynamics, numerical artifacts, or impacts of model physics configuration.

To further narrow down the origin, the impact of model physics is investigated via a
variety of configurations. Due to the relatively long computational time on the 60-3 km
mesh, the physics sensitivity study was performed on a 240 km quasi-uniform mesh
and with the simplified surface roughness representation. This is justifiable, since the
overall characteristics of the nonphysical behavior has been seen in both EWP and the
simplified approach.
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Figure 6.3: Comparsion between MPAS-REF (blue) and MPAS-EWP (orange) with measure-
ments (black plus signs): (a) wind direction at Fino 3, (b) wind direction at Fino 1, (c) wind
speed at Fino 3, (d) wind speed at Fino 1. (e) Difference in absolute wind speed between
MPAS-EWP and MPAS-REF on 18 February 2017, 0200 UTC at 91 m. Positive differences
indicate higher wind speeds in MPAS-EWP. (f) same as (e) but for 18 Feb. 2017, 1800 UTC.
The vertical dashed lines in (a),(c) and (b),(d) correspond to the time step of (e) and (f),
respectively.
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(a) (b)

(c) (d)

Figure 6.4: Difference between simulations with and without activated WFP at model level 2
at 17 February 2017, 0600 UTC (six hours after initialization) on the 60-3 km mesh: (a) wind
speed differences for Scenario EWP60-3KISS, (b) pressure differences for Scenario EWP60-
3KISS, (c) wind speed differences for Scenario Z060-3KISS, (d) pressure differences for Sce-
nario Z060-3KISS. For orientation, the orange and green line highlight the maximum travel
distance of a signal that originated from the wind farm in the North Sea area and would
propagate radially with an average propagation speed of 45 m s−1 and 343 m s−1, respectively.
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6.3.2 Origin of Model Deviations with and without WFP -
Model State Dependent Pseudo-Randomness
(Analysis II)

The physics sensitivity study on the 240 km mesh revealed a strong relationship between
large deviations in the WFP analysis and the RRTMG radiation scheme. This is espe-
cially clear in the comparison between Scenario Z0240-GTN and Scenario Z0240-R-Xu
(cf. Table 6.3). Here, the inclusion of the longwave RRTMG scheme in Scenario Z0240-
R-Xu significantly increased the model deviations (cf. Figure 6.5a,b). Such large devi-
ations are not observed when the longwave RRTMG scheme is combined with a binary
cloud fraction scheme (Scenario Z0240-R-bin, Figure 6.5c), only when combined with
Xu and Randall (1996)’s cloud fraction scheme (Scenario Z0240-R-Xu, Figure 6.5b).
This suggests that the deviations are related to the treatment of cloud fractions in the
RRTMG scheme. This is further confirmed by the lack of deviations in Scenario Z0240-
CAM (cf. Table 6.3), where Xu and Randall (1996)’s cloud fraction scheme is combined
with the radiation scheme of the NCAR Community Atmosphere Model (Figure 6.5d).

An in-depth analysis of the treatment of cloud fractions in the RRTMG scheme
revealed that differences in the treatment originate from the choice of the pseudorandom
number generator (PRNG) for the stochastic cloud generator in the RRTMG scheme.
The basic idea, of the stochastic cloud generator, is that the complex cloud structure
within each model column can be approximated by a series of stochastically created
sub-columns (Räisänen and Barker 2004) with homogeneous layers (i.e. binary cloud
fractions and uniform concentrations). In sum, the individual sub-columns fulfill the
constrains given by the cloud fraction and cloud overlapping assumptions in the vertical
(Pincus et al. 2006). In order to create the sub-columns in a stochastic manner, while
maintaining reproducibility, a PRNG with reproducible initial seeds is required. Within
the RRTMG schemes in MPAS (both longwave and shortwave), the default way of
determining the seeds for the PRNG is based on the absolute value of the pressure at
the four lowest model levels (KISSVEC approach, cf. Listing 6.1).

While this method guarantees reproducibility for each individual model simulation,
any modification that affects the pressure in the lowest four levels, such as the modifica-
tion of the surface roughness, naturally produces a different model state and therefore
a different seed value. Due to the formulation of the KISSVEC seed generator (List-
ing 6.1), pressure differences as small as 10−9 Pa in either of the four levels will result
in a different set of seeds in the simulations with and without WFP. The resulting seed
differences for the PRNG trigger a chain reaction resulting in different sub-columns in
the stochastic cloud generator, which in turn affect the calculation of radiation fluxes
and heating rates (Pincus et al. 2006). Due to the strong interactions in the atmo-
sphere, differences in the fluxes and heating rates will then influence other atmospheric
parameters.

It must be noted that the difference in sub-column sampling is mainly an issue when
non-binary cloud fractions are used, which also explains the observed negligible pressure
differences in Scenario Z0240-R-bin (Figure 6.5c). The complete independence of the
two model integrations after model initialization and the potential triggering of non-
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1
2 ! ----- Create seed --------
3
4 ! Advance randum number generator by changeseed values
5 if (irng.eq .0) then
6 ! For kissvec , create a seed that depends on the state of the columns . Maybe not the

best way , but it works .
7 ! Must use pmid from bottom four layers .
8 do i=1, ncol
9 if (pmid(i ,1).lt.pmid(i ,2)) then
10 stop ’MCICA_SUBCOL : KISSVEC SEED GENERATOR REQUIRES PMID FROM BOTTOM

FOUR LAYERS .’
11 endif
12 seed1 (i) = (pmid(i ,1) - int(pmid(i ,1))) * 1000000000 _im
13 seed2 (i) = (pmid(i ,2) - int(pmid(i ,2))) * 1000000000 _im
14 seed3 (i) = (pmid(i ,3) - int(pmid(i ,3))) * 1000000000 _im
15 seed4 (i) = (pmid(i ,4) - int(pmid(i ,4))) * 1000000000 _im
16 enddo
17 do i=1, changeSeed
18 call kissvec (seed1 , seed2 , seed3 , seed4 , rand_num )
19 enddo
20 elseif (irng.eq .1) then
21 randomNumbers = new_RandomNumberSequence (seed = changeSeed )
22 endif

Listing 6.1: Extract of the PRNG seed generation method within the implementation of the
RRTMG scheme in MPAS (l. 2382 - 2402 of module_ra_rrtmg_lw.F). The complete source
code is available at https://github.com/MPAS-Dev/MPAS-Model, last accessed: July 2020

linear feedbacks due to the small differences within each model run intensifies the model
divergence. While both model runs are valid by themselves, one-to-one comparisons of
time snapshots from the different model runs are negatively affected by this treatment
of pseudorandomness.

The default PRNG can be relatively easily replaced with the Mersenne Twister (MT)
PRNG formulation in the RRTMG scheme, which does not depend on the model state,
because the seeding is based on a single integer ("changeSeed" variable, cf. Listing 6.1).
However, this does require changes to the routines themselves and recompilation. Full-
physics runs with the modified RRTMG scheme on the 240 km mesh (Scenario Z0240-
MT) show that the use of the MT PRNG clearly reduces the model differences (compare
Figure 6.6c,d with Figure 6.6a,b).

While the change in PRNG showed significant improvements in the wind speed field
for the quasi-uniform simulation on the 240 km mesh, only moderate improvements
are found when applied to simulations on the 60-3 km mesh. A re-run of the initial
case study (Scenario EWP60-3KISS) with the modified PRNG in the RRTMG scheme
(Scenario EWP60-3MT) still exhibits the nonphysical deviations (Figure 6.7a,b). They
also remain more or less independent from the WFP (Figure 6.7a,b in comparison with
Figure 6.7c,d). This suggests that the PRNG is not the driving force of the significant
model deviations and that the driver of the observed effects is more likely related to a
numerical artifact known as "chaos seeding" (Ancell et al. 2018), which will be elaborated
further in the following section.

https://github.com/MPAS-Dev/MPAS-Model
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(a) (b)

(c) (d)

Figure 6.5: Pressure difference at model level 2 between MPAS with surface roughness WFP
and MPAS without WFP at 17 February 2017, 0300 UTC (three hours after initialization)
for (a) Scenario Z0240-GTN, (b) Scenario Z0240-R-Xu, (c) Scenario Z0240-R-bin and (e) Sce-
nario Z0240-CAM. Scenario naming follows Table 6.3. For orientation, the orange and green
line highlight the maximum travel distance of a signal that originated from the wind farm
in the North Sea area and would propagate radially with an average propagation speed of
45 m s−1 and 343 m s−1, respectively.
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(a) (b)

(c) (d)

Figure 6.6: Difference between simulations with and without activated WFP at model level 2
at 17 February 2017, 0600 UTC (six hours after initialization) on the 240 km mesh: (a) wind
speed differences for Scenario Z0240-KISS, (b) pressure differences for Scenario Z0240-KISS,
(c) wind speed differences for Scenario Z0240-MT, (d) pressure differences for Scenario Z0240-
MT. For orientation, the orange and green line highlight the maximum travel distance of a
signal that originated from the wind farm in the North Sea area and would propagate radially
with an average propagation speed of 45 m s−1 and 343 m s−1, respectively. Scenario names
follow Table 6.3.
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(a) (b)

(c) (d)

Figure 6.7: Difference between simulations with and without activated WFP at model level
2 at 17 February 2017, 0600 UTC (six hours after initialization) on the 60-3 km mesh: (a)
wind speed differences for Scenario EWP60-3KISS and Scenario EWP60-3MT, (b) pressure
differences Scenario EWP60-3KISS and Scenario EWP60-3MT, (c) wind speed differences for
Scenario Z060-3KISS and Scenario Z060-3MT, (d) pressure differences for Scenario Z060-3KISS
and Scenario Z060-3MT. For orientation, the orange and green line highlight the maximum
travel distance of a signal that originated from the wind farm in the North Sea area and would
propagate radially with an average propagation speed of 45 m s−1 and 343 m s−1, respectively.
Scenario names follow Table 6.3.
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6.3.3 Origin of Model Deviations with and without WFP -
Effects due to "chaos seeding" (Analysis III)

The model state dependent PRNG explains the reasons for some of the significant model
deviations due to tiny pressure differences between two MPAS simulations, but not their
spread in the first place. The spread can be explained by "chaos seeding", which is defined
by Ancell et al. (2018) as the fast and unrealistic spread of numerical noise due to local
initial perturbations of model prognostic variables.

In their study with the limited-area model WRF, Ancell et al. (2018) observed
the unrealistic propagation of small perturbations with a propagation speed of about
1000 m s−1, from an initial local soil moisture perturbation. This is approximately three
times faster than the speed of sound. The authors attribute this propagation speed to
the spatial finite-difference scheme and the way the initial perturbation is communi-
cated. In WRF, Ancell et al. (2018) determined the observed perturbation travel speed
to be 5∆x per time step. They define the speed based on the behavior of the fifth-
order finite difference approximation in combination with the grid staggering method
and the diffusive nature of the approximation (Ancell et al. 2018). While MPAS’ model
discretization is fundamentally different (finite-volume discretization instead of finite dif-
ference, unstructured SCVT instead of structured grid, Skamarock et al. 2012), similar
noise propagation is likely.

To investigate this further, a sensitivity study with three different quasi-uniform mesh
configurations with minimal physics settings (Scenario Z0240-MYNN, Scenario Z0240-
MYNN-DT300 and Scenario Z060-MYNN) is performed. Scenario Z0240-MYNN uses
the 240 km mesh with a model time step of 1200 s while Scenario Z0240-MYNN-DT300
applies the same mesh with a model time step of 300 s. Scenario Z060-MYNN uses
the 60 km mesh and a model time step of 300 s. The three configurations confirmed
the presence of similar deviations in the perturbation pressure field already after one
hour into the simulation (Figure 6.8). Perturbations are visible far beyond the threshold
expected by sound propagation speed (dashed black line, Figure 6.8). The perturba-
tion magnitudes also include values larger than 10−9 Pa, which would lead to further
perturbations by impacting the model state dependent KISSVEC PRNG (cf. analysis
in Section 6.3.2). The perturbation expansion generally follows a radial expansion from
the original source. The absolute value of the difference tends towards machine precision
with high variability (Figure 6.8).

The sensitivity study also emphasizes the dependency of the propagation speed on
the model time step and model grid spacing. Given the model grid spacing of 240 km,
the size of the propagation zone increases when the model time step is decreased from
1200 s to 300 s. On the other hand, the expansion rate is reduced, when the model grid
spacing is decreased 240 km to 60 km, given the same model time step of 300 s. This
relationship likely becomes more complicated in variable-resolution meshes, where the
ratio between the model time step (constant) and mesh grid distance can vary largely
over the global domain. This makes it difficult to isolate the effect on variable resolution
meshes.

The study revealed that the effects due to chaos seeding might be an important factor
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Figure 6.8: Absolute difference in perturbation pressure (pp) between the simulations with
and without WFP schemes for Scenario Z0240-MYNN, Scenario Z0240-MYNN-DT300 and
Scenario Z060-MYNN after one hour of model integration. The solid lines are obtained by
log-smoothed data averaging with 22 points per grid-distance decade. The vertical dashed
black line highlights the maximum travel distance of a signal that originated from the wind
farm in the North Sea area and would propagate radially with an average propagation speed
of 343 m s−1 (speed of sound). The horizontal dashed gray line at 10−9 Pa indicates the lower
limit above which MPAS cells would be affected by the model state dependent KISSVEC
PRNG. Scenario names follow Table 6.3.

for the significant model deviations seen in the early stages of the simulation. This is
in line with the results found in Ancell et al. (2018)’s wind farm impact study in WRF
where the authors compared two simulations with and without WFP on a vast 4-km
domain, which covered nearly the entity of the continental United States. They found
significant differences in the surface pressure unrealistically far way from the introduced
wind farm. The authors attribute the deviations to areas of precipitation triggered by
the propagating signal due to chaos seeding.

In WRF, wind farm studies are typically performed on smaller domains than the
domain presented in Ancell et al. (2018) (cf. model setup in Fitch et al. 2013b; Sieder-
sleben et al. 2018; Tomaszewski and Lundquist 2020). In such small domains, the effects
of chaos seeding are barely detectable, since the anticipated, valid, model deviations due
to wind farm impacts propagate and fill the small domains so quickly that it becomes
challenging to clearly separate the wind farm impacts from the background noise by
a simple one-to-one comparison of snapshots between the simulation with WFP and
without WFP. This also holds for other numerical effects like the revealed model state
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dependent PRNG seeding in the RRTMG scheme4. In MPAS on the other hand, the
unbounded spatial extent of the model domain allows remote perturbations to build up
to non-negligible magnitudes due to the non-linear feedbacks of the atmosphere. This
can happen before valid flow deviations from the wind farms reach the affected regions.
If they reach the affected area, they start interacting with the artificially created model
deviations, reducing the ability to interpret the results from the simulations.

6.4 General Implications and Future Outlook for
Wind Farm Studies with MPAS

The findings from Section 6.3.1 to Section 6.3.3 suggest that modeling with the global
MPAS demands a different strategy compared to limited-area modeling when it comes
to the study of wind farms and their impact on the atmosphere. While the initial study
in Section 6.3.1 has shown that MPAS with an enabled EWP scheme does perform
decently for shorter runs (i.e. focus on regional impacts within one or two days), dif-
ficulties arise for long-term simulations and one-to-one comparisons. Significant model
deviations between the simulations with and without WFP are observed that can partly
be attributed to the relatively free model integration without steering, and to the high
sensitivity to numerical artifacts like the chaos seeding effect (cf. Section 6.3.3).

This model divergence makes it difficult to apply MPAS for relatively short case
studies. Limited-area applications like WRF might be more suited in these cases where
the frequent LBC updates and other techniques like spectral nudging can limit model
divergence, with the potential caveat of restricting the propagation of the wind farm
impacts to larger scales. For long-term statistical analyses, however, the drift of the two
simulations in the time-domain might be of minor importance and MPAS could poten-
tially add value due to upscaling effects. This needs however a much longer simulation
periods (cf. outlook in Chapter 7).

The sensitivity to the chaos seeding effect and the build-up of noise to a similar
magnitude as the investigated wind farm wake phenomenon itself, strongly suggests
the use of alternative evaluation methods to the classical one-to-one model comparison.
This is needed to detach the actual wind farm impacts from the numerical artifacts in
the analysis. Ancell et al. (2018) proposed two evaluation methods that can be used
to reduce misinterpretations caused by the chaos seeding effect, namely the Ensemble
Sensitivity Approach (ESA, see e.g. Ancell and Hakim 2007) and Empirical Orthogonal
Function Analysis (EOF, e.g. Navarra and Simoncini 2010; Wilks 2019). This motivates
further exploration of those techniques for wind farm impact studies with MPAS.

It must be noted that both methods have been already explored in other contexts
within the field of wind energy. ESA, for example, has been used for the short-term
prediction of wind ramps (Smith and Ancell 2017) and short-term wind speed forecasting
(Zack et al. 2010a; Zack et al. 2010b; Zack et al. 2010c). EOF Analysis has been used

4The model state dependent KISSVEC PRNG in the RRTMG scheme is also the default (hard-
coded) configuration in WRF, cf. WRF GitHub page, https://github.com/wrf-model/WRF, last
accessed: July 2020

https://github.com/wrf-model/WRF
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for prediction of wind power fluctuations (Ellis et al. 2015) and an investigation of
spatio-temporal variability of wind energy resources (Santos-Alamillos et al. 2014).

Ancell et al. (2018) also proposed switching to numerical simulations with double
precision to reduce the impact of the chaos seeding effect. The results in Section 6.3.3,
however, suggest that a shift towards double precision simulations (default configuration
in MPAS, Duda et al. 2019) does not suppress the numerical effects sufficiently enough to
prevent significant imprints on the model solution for wind farm studies (cf. Figure 6.7)
with MPAS.

A strong limitation of the current investigation is the relatively short simulation
period in the MPAS simulations, which is partly associated with the relatively high
computational cost of MPAS configurations with the required high spatial resolution
of 3 km. Much longer simulation periods are required to be able to examine long-
term statistics (e.g. climatological averages) or large-scale upscaling effects. Thus,
an obvious continuation of the current study is the setup and exploration of longer-
term MPAS simulations together with evaluation techniques like EOF. MPAS with the
integrated EWP scheme and a mesh configuration similar to Figure 6.2a could be used
to investigate potential impacts of wind farms in the North Sea area on the larger scales
without the limitations imposed by the fixed lateral boundary conditions in limited area
models. Investigations like these could be relevant with regard to future scenarios of
installed onshore and offshore wind farm capacities, which are expected to significantly
increase not only in the North Sea area, but across the world (IRENA 2019). A good
starting point for a wind farm impact study with MPAS could be the wind farm scenarios
described in Vautard et al. 2014 (European installations for 2020) or Agora Energiewende
et al. 2020 (Installations in the German Bight for 2050), since both have already been
evaluated with traditional methods (nested limited-area model).



CHAPTER 7
Concluding Remarks &

General Outlook - MPAS for
Wind Energy Applications

Within the scope of this PhD project, the global MPAS model, with regional mesh
refinement has been explored with respect to its potential for several wind energy related
applications. The investigations were driven by two questions: where and to what extent
can the model improve the traditional modeling approaches (limited area modeling and
nesting) and what are the main considerations that need to be taken into account when
MPAS is used for wind energy applications.

Key contributions from this PhD project are:
• Evaluation of the previously unexplored strengths and limitations of MPAS for

wind energy applications, based on three characteristic and challenging case stud-
ies: a mid-latitude storm, open cellular convection, and a study of offshore wind
farm wakes.
• The investigation of the impact of boundary corners on cyclone introduction to

WRF in Paper P1 expands the ongoing research on LBC impacts on LAMs and
the improvement of large-scale information introduction via the lateral boundaries.
• MPAS with variable-resolution mesh configuration has been successfully applied for

the simulation of the organizes atmospheric structures of open cellular convection
(OCC) for the first time. The analysis of OCC associated wind variability in MPAS
in Paper P2 and its satisfactory results contribute to the ongoing exploration of
the potential of global MPAS with mesh refinement.
• The ’Explicit Wake Parametrisation’ has been implemented in MPAS, thus intro-

ducing wind farm wake calculation to MPAS for the first time. It has been tested in
a short episode over two offshore wind farms in the North Sea and numerical chal-
lenges related to "chaos seeding" in MPAS and the treatment of pseudorandomness
have been revealed, analyzed, and documented.

The large freedom in the mesh design (Chapter 3) and the three case studies in
Chapter 4 to Chapter 6 revealed some great opportunities, but they also highlighted
challenges that need to be considered.

One of the major differences in applying MPAS vs WRF is the absense of lateral
boundary conditions and the resulting direct and indirect consequences for modeling
case studies. On the one hand, the absence of LBCs avoids (by design) challenges
related to introduction of large scale atmospheric phenomena into the interior, high
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resolution model region, as discussed in Section 4.2 (Paper P1 ). On the other hand,
the lack of boundary conditions in MPAS increases the importance of the model ini-
tialization. It also introduces a strong weather forecasting component, in addition to
the downscaling of atmospheric features. This naturally adds forecasting challenges like
atmospheric predictability into the modeling, which are not as dominant in the WRF
grid nesting approach, when performing case studies. As discussed in Chapter 4, events
like mid-latitude storms, which are difficult to predict well (Warner 2010), can be highly
affected by model deviations from the real atmospheric state. This negatively impacts
key parameters like storm locations.

The strong weather forecasting component also sets certain limitations on the model
initialization time, which is less of a concern in the WRF grid nesting approach. As
seen in the OCC investigation in Chapter 5, model deviations due to too early model
initialization can significantly alter the atmospheric state, which can distort or suppress
the development of the small-scale phenomena of interest. However, initializing the
model too close to the period of interest can also be problematic, especially when long
temporal model spin-up times are needed to allow the smaller atmospheric scales to
develop. Especially in the current setup, where MPAS is initialized from relatively coarse
initial conditions. However, spatial model spin-up is significantly reduced compared
to WRF grid nesting. The smooth transition region allows for a gradual build-up of
atmospheric scales of motion and increased spatial consistency of atmospheric structures
(Chapter 4).

Another consequence of the high degree of freedom in MPAS is its sensitive behavior
to small perturbations. As shown in Chapter 6, small perturbations do not necessarily
need to be of physical origin or of large amplitude to influence model comparisons in
the time domain. The global model character makes it possible for small-scale noise
or numerical inconsistencies (like the treatment of pseudorandomness, Chapter 6) to
pop up, grow in magnitude, and propagate. For relatively weak signals from a global
perspective (e.g. wind farm wakes of a small wind farm cluster), the resulting model
deviations can even overgrow the actual phenomena of interest within the order of hours
(Chapter 6). A direct model comparison in the time domain (that is comparisons of
modeled variables from simulations with WFP and without WFP at the same point
in time), is therefore rather difficult to apply. For studies with the WRF grid nesting
approach, this is a commonly used method (e.g recent investigations by Siedersleben
et al. 2018 or Tomaszewski and Lundquist 2020). Alternative methods like empirical
orthogonal functions might be more suited in this case (see discussion in Section 6.4).

The above mentioned points clearly emphasize the need of an external control mech-
anisms for case studies in MPAS. This is needed to limit model divergence from the real
atmospheric state in the larger-scales as observed in Chapter 4 and Chapter 5. This
could be potentially done by means of continuous data assimilation strategies like ob-
servation or analysis nudging under the constraints already mentioned in Section 4.5.
Further investigations in this direction are required. It must be noted, that the current
official MPAS release does support neither observational nor analysis nudging (Duda
et al. 2019).

The studies performed in this PhD project have also shown that most observed
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limitations in MPAS are bound to challenges related to weather prediction. MPAS’
capabilities in representing small-scale atmospheric features like open cellular convection
(Chapter 5) has been quite satisfactory. This suggests that long-term climatological
studies, with focus on statistical representation of the atmosphere might be more suitable
for global MPAS simulations. For those studies, model initialization and forecasting of
time and location of individual events is less important.

Long-term global simulation runs, however, require a significant amount of compu-
tational resources and disk space. This holds especially for meshes like the 55-2 km
mesh (Chapter 5) and the 60-3 km mesh in Chapter 6 that have a significant number
of Voronoi centers and small model time step. Due to the constraints imposed by the
available HPC infrastructure, efficient performance of long-term MPAS runs was rel-
atively limited, but is expected to improve with the very recently acquired new HPC
infrastructure at the department.

As shown in Chapter 3, the generation of high-quality SCVTs is also connected with
significant computational efforts (cf. Section 3.2.2) compared to the generation of WRF
model domains. While this is partly associated with the higher complexity of generating
SCVTs, the mesh generation utility used in this work only supports parallelization via
OpenMP. More recently, efficient algorithms for SCVT generation like JIGSAW-GEO
(Engwirda 2017) were developed. It was very recently evaluated for mesh generation in
the MPAS-Ocean model (Hoch et al. 2020) with promising results. Highly efficient algo-
rithms could significantly improve mesh generation and would allow for more advanced
testing of refinement strategies for different applications.
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ABSTRACT1

Lateral boundaries can have a large effect on the introduction of external large-scale structures in limited area mod-2

els. This case study of a mid-latitude cyclone using the Advanced Weather Research and Forecasting (WRF) model3

examines challenges in simulating the storm intensity (characterised by sea level pressure, relative vorticity and wind4

speed) when a storm centre enters close to the lateral boundary corner in the outermost model domain. A domain5

shift, nudging techniques, adjustments of the WRF relaxation layer and the influence of boundary condition update6

frequency are investigated as possible solutions. The update frequency of the lateral boundary conditions is found to7

be the most efficient in improving the storm intensity, while adjustments to the relaxation layer or nudging techniques8

1
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did not overcome the lack of insufficiently updated lateral boundary conditions. This suggests that the modelling of9

the storm intensification requires sufficiently high temporal resolution.10

Keywords: limited area modelling, meso-scale modelling, lateral boundary conditions, mid-latitude cyclone, WRF11

1 | INTRODUCTION12

Regional weather and climate models are commonly used to perform high resolution simulations over limited areas13

of interest (see e.g. Giorgi (2019) and references therein), and are therefore, also referred to as limited area models14

(LAMs). LAMs allow for smaller scale features to be resolved, improving the simulation results (e.g. Denis et al. (2002),15

Feser (2006)), at reduced computational costs, but add lateral boundary conditions (LBCs) as an additional dependence16

(e.g. Laprise (2003)). However, sharp changes in resolution (horizontal and vertical), between the LBCs and the LAM,17

can introduce spatial inconsistencies due to the spatial interpolation (Warner et al. (1997)). Additionally, LAMs require18

LBCs at every integration time step, typically a few seconds or minutes, while global reanalysis and forecast products19

are provided with resolutions on the order of hours. This makes temporal interpolation unavoidable (Warner et al.20

(1997)). Warner et al. (1997) highlighted that the update frequency of LBCs is one of the largest challenges when21

using LAMs, noting that it is especially relevant when the update frequency is low in comparison to the timescales of22

the meteorological feature of interest.23

Several studies using HIRLAM (HIgh Resolution Limited AreaModel, Källén (1996)) have shown that the influence24

of LBCs on LAMmodel results are especially important for cases with strong external forcing, e.g. severe storm events.25

Gustafsson (1990) found that a higher update frequency provided better forecasts based on the 24-h forecast skill of26

mean sea level pressure (MSLP) during rapid cyclogenesis. When the update frequency was not high enough, struc-27

tural damage to the small scale upper-air trough was found in the relaxation zone. In a follow-up study, Gustafsson28

et al. (1998) showed that errors in the initial and lateral boundary data could explain two February 1995 events that29

were poorly forecasted by the operational HIRLAM model.30

The impact of LBC update times has been found in other models as well. Termonia (2003) found that the ALADIN31
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regional model (ALADIN International Team (1997)) required an update frequency of one hour to forecast Storm32

Lothar1 with similar quality to the forcing data from ALADIN-France. Termonia et al. (2009) observed that the errors33

introduced due to the temporal interpolation of infrequent LBC data led to a reduced pressure drop of another storm34

in the ALADIN model.35

In addition to an increased update frequency, Chikhar and Gauthier (2017) found that the use of spectral nudging36

could lead to a significant reduction of the temperature bias in the fifth generation Canadian Regional Climate Model37

(CRCM5). They also found that neither an increased model domain nor an increased blending zone (Davies relaxation38

zone) were able to correct these biases. While they found significant improvement when increasing the LBC update39

frequency from 6-hourly to hourly, additional increase to sub-hourly resolution had limited effect.40

While the earlier studies focused on how LBC interpolation can impact the forecast skill of individual storms, these41

effects also impact other types of investigations, for example, storm climatology studies like Larsén et al. (2017a). In42

studies like Larsén et al. (2019), which focuses on the estimation of extreme offshorewind speeds, correctly simulating43

both the intensity and location of hundreds of storms is crucial for reliable statistics. Therefore, careful design of44

the LAM settings is required. Larsén et al. (2017a) points out the importance of domain size, horizontal resolution,45

initialisation, and simulation time onmodel results. However, another challengewas identified, that of storms entering46

through the corner of the model domain rather than through an edge, which leads to a lack of storm intensification47

and can have large track errors. This was initially identified during a domain evaluation study using the Weather48

Research and Forecasting (WRF, Skamarock et al. (2008)) model in Imberger (2017), which was carried out within the49

framework of the above mentioned storm climatology over the North Sea (Larsén et al. (2017a)). Imberger (2017)50

tested different WRF domain setups and found a lack of expected storm development, in terms of both deepening51

and track, compared to forcing data and the best track data provided by the Extreme Wind Storms Catalogue (XWS,52

Roberts et al. (2014)) for a particular case, where the storm centre entered the domain very close to its south-western53

corner. This issue will be further referred to as the "corner issue" and described in more details in Section 2. This study54

builds upon and extends the initial findings in Imberger (2017) by addressing the following questions: (1) how does55

the "corner issue" influence large structures on the order of several hundred kilometres, such as the area of decreased56

1Referred to as "French Christmas storm" in Termonia (2003)



4 Imberger et al.
sea level pressure (SLP) and the horizontal wind fields, and (2) to what extent can commonly applied methods for57

modifying the LBC introduction improve the LAM model results regarding storm intensity and path.58

Four methods are evaluated in this study, domain displacement, nudging techniques, adjustment of the relaxation59

layer, and increased LBC update frequency, which will be described in more detail in Section 3. The paper is laid out60

as follows: A more thorough introduction to the "corner issue" is given in Section 2; The general model setup and61

all investigated model scenarios are presented in Section 3; Section 4 describes the evaluation methods including62

a description of measurements, key time-periods and the best storm track data used for validation. The results are63

presented in Section 5, and key findings are discussed in Section 6. The paper finalises with conclusions in Section 7.64

2 | THE "CORNER ISSUE"65

The "corner issue" refers to the distorted introduction of the large-scale structure of a mid-latitude storm when the66

storm centre is located too close to the lateral boundary corner of the LAM. One example of a domain setup suffering67

from the "corner issue" would be the domain setup "REF", in Figure 1, for the simulation of storm "Christian". The68

cyclone centre passes through the south-west corner of the boundary region and, as the model integration continues,69

the combination of spatial and temporal interpolation and model relaxation in the buffer zone of the LAM domain70

acts on the large-scale structure from two different directions. In the storm case investigated by Imberger (2017),71

this resulted in a lack of expected storm deepening and storm track deviation from forcing data and XWS best track72

data. It was also shown that shifting the domain southward, ("REF-South" in Figure 1) to avoid the "corner issue",73

improves the intensification of the simulated storm. The reduced pressure drop due to the "corner issue", seen with74

storm "Christian", was also found for two other storm cases in the XWS catalogue (storm "Ulli" and storm "Patrick",75

not shown). This suggests that the "corner issue" is not, in principal, related to the structure of a particular storm, but76

a more general issue. However, in this study, we focus on a single storm, to allow for more sensitivity studies to be77

performed.78

"Christian" was chosen as the example, because (1) it was a failed case in the storm climatology created by Larsén79
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et al. (2017a), which used a standardmodel approach (fixed domain, 6-hourly LBC update interval), and (2) it represents80

a typical storm within the area covered by the XWS catalogue. When compared to the full list of storms in the XWS81

catalogue, "Christian’s" lowest minimum sea level pressure and highest maximumwind speed are quite representative82

for the listed storms (Figure 2), making it well suited for a case study. "Christian" was a Hurricane-force 12 European83

wind storm that impacted several European countries during October 2013 on its path from the North Atlantic toward84

the Baltic Sea. The name "Christian" follows the designation from the Free University Berlin, as all storm names in this85

publication do, but other names have been used by different institutions: "St. Jude" (UKMetOffice), "Simone" (Swedish86

Meteorological and Hydrological Institute) and "Oktoberstormen/Allan" (Danish Meteorological Institute). "Christian"87

originated as a secondary low to the south of the Icelandic Low "Burkhard" on 26 October. It was characterised as a88

rapidly moving storm with landfall in the region of Cornwall on 2200 UTC 27 October 2013 (Haeseler and Lefebvre89

(2013)). The highest intensity of the storm based on minimum SLP and maximum 850 hPa relative vorticity was90

reached on 28 October 2013 (cf. XWS Catalogue (cited 2019)). Additional information about the storm track and91

atmospheric parameters of "Christian" are summarised in the XWS Catalogue (cited 2019) and AIR Worldwide (cited92

2018), while Hewson et al. (2014) provides a comprehensive description of its meteorological characteristics.93

3 | MODEL SETUP94

In this section, the model setups will be described. First in Section 3.1 the basic setup of the model, which is consis-95

tent across most of the simulations, will be introduced. Then in Section 3.2 the different sensitivity studies will be96

described.97

3.1 | Basic Model Setup98

The limited area model used in this investigation is version 3.7.1 of the non-hydrostatic Advanced Weather Research99

and Forecasting Model (WRF, Skamarock et al. (2008)) using the ARW core and terrain-following vertical coordinate.100
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Figure 1 (solid orange frame) shows the domain used for most of the simulations, "REF", which has a spatial extent101

of 2700 km x 1800 km and a horizontal resolution of 18 km, leading to a domain that consists of 150 x 100 grid points.102

No nested domains were used, since the focus was on the impact of LBCs from a global model. There are 52 levels in103

the vertical.104

LBCs are introduced into the WRF model through a Davies relaxation zone. The relaxation zone consists of a105

number of grid cells inside the LAM domain where relaxation towards spatially and temporally interpolated large-106

scale forcing data takes place. In this zone, the update of prognostic variables is determined based on the difference107

between the large-scale forcing value and the LAM model value (Davies and Turner (1977)). The weight of the large-108

scale data decreaseswith the distance from the domain border. Theweight is calculated using twoweighting functions109

F1 (n) and F2 (n) and a 5-point horizontal smoother (see Skamarock et al. (2008) for details). The weighting functions110

are defined as:111

F1 (n) =
1

10∆t

1 + Nr − n
Nr − 1

F2 (n) =
1

50∆t

1 + Nr − n
Nr − 1

2 ≤ n ≤ Nr ,

(1)

where n is the position from the border, Nr = Nr el ax + 1 is the total Davies relaxation zone width, Nr el ax is the pure112

relaxation zone width, and ∆t is the integration time step, which was set to 37.5 s in this study. By default, the WRF113

model has Nr el ax = 4. Given the Davies relaxation zone, two LAM border areas can be defined, namely a "hard" and114

a "soft" border. The "hard" border is what we typically think of as the extent of the domain, while the "soft" border is115

located at the edge of the relaxation zone, where the LAM physics are fully in control of the solution.116

The total simulation time, which is the same for all simulations, is set to 36 hours (1200 UTC 26 October 2013117

to 0000 UTC 28 October 2013). Included in the total simulation time is a 12 hour spin-up period, which allowed a118

sufficient build up of the kinetic energy in higher model levels, based on the kinetic energy spectrum (not shown). The119

storm centre enters the WRF domain 24 hours after initialisation, allowing for the investigation of model results both120
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before and after the introduction of the storm. If not stated otherwise, LBCs are updated every 6 hours using data121

from the 6 hour forecast of the previous initialisation of the Climate Forecast System Version 2 Forecast (CFSv2; see122

Saha et al. (2014) for the publication and Saha et al. (2011) for the data set). The 6 hour window is used by default as123

this is a common update frequency. The spatial resolution of CFSv2 is 0.2 degrees for surface fields and 0.5 degrees124

for variables provided on the vertical pressure levels. LBCs between two subsequent forcing data fields needed by125

the LAM are obtained by linear interpolation to the integration time step (here 37.5 s) of the model (WRF default).126

Micro-physics are parameterised with the New Thompson enhanced bulk scheme (Thompson et al. (2008)) and127

cloud fractions for micro-physics clouds are activated and follow Xu and Randall (1996). To parameterise convective128

processes under this horizontal resolution, the Kain-Fritsch parameterisation scheme (Kain (2004)) is activated and the129

calling period is set to 5 minutes. Long- and shortwave radiation are calculated by the RRTMG scheme as described130

in Iacono et al. (2008) and called every 18 min, following the recommendation in Dudhia (2017). The Unified Noah131

land surface model (Tewari et al. (2004)) with four soil levels is chosen to represent the land surface while land usage132

is obtained from the U.S Geological Survey (USGS, 24 land use categories). The Level 3 Mellor-Yamada-Nakanishi-133

Niino (MYNN, Nakanishi and Niino (2006)) scheme is used to model surface and planetary boundary layer (PBL).134

This physics configuration follows the setup used in Larsén et al. (2017b) and Larsén et al. (2019), which showed135

good performance when simulating storms events. Sea surface temperature is not updated during the simulation. A136

summary of the model specifications can be found in Table 1.137

3.2 | Sensitivity Studies138

This section describes the different perturbations to the reference model setup described in Section 3.1 to investigate139

the issues related to the introduction of "Christian" into theWRF LAM domain. All methods in this study were carried140

out using the available capabilities of theWRF model environment, allowing for easy implementation in other studies.141

The simulation naming convention and a short description of case study characteristics is provided in Table 2. These142

studies can be sorted in four main categories:143
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• Displacement of the model domain (Section 3.2.1)144

• The use of spectral nudging (Section 3.2.2),145

• Relaxation zone adjustments of the WRF domain (Section 3.2.3),146

• Adjustments of temporal update frequency of the lateral boundary conditions (Section 3.2.4).147

The first method relies on a modification to the static WRF domain (shifting), but the other three investigations148

can be applied without changing the WRF model domain. If not stated otherwise, model parameters are identical to149

the parameters for the reference simulation (cf. Table 1).150

3.2.1 | Domain Displacement Method151

In this sensitivity study, a simple displacement of the model domain is applied, allowing the storm structure to be152

introduced closer to the centre of the western edge. This is shown in Figure 1 where the solid orange frame is the153

original domain ("REF"). The dashed line in the figure depicts an identical domain that has been shifted to the south154

("REF-South").155

3.2.2 | Spectral Nudging Method156

Termonia (2003) showed that the worst performance for the linear interpolation of the LBCs of storms occurs when157

the storm is fully outside of the domain at one LBC update time-step and at the next time-step it is fully inside the158

domain. By adding nudging to the LAM, the information about the storm can be added to the interior of the model159

even though it was not added through the boundaries. For this study, the the spectral nudging technique (Waldron160

et al. (1996), von Storch et al. (2000)) was used. The key idea of spectral nudging is that nudging should only act on161

coarse scales, determined by a specified wave number threshold. Spectral nudging is widely used since it can reduce162

the sensitivity of the model solution to domain geometry, like the domain placement on earth (see Miguez-Macho163

et al. (2004)).164
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The implementation of spectral nudging inWRF is based on the formulation in the Regional AtmosphericModeling165

System (RAMS) by Miguez-Macho et al. (2004) and can be described as stated in Equation 2 (Gómez and Miguez-166

Macho (2017)):167

∂α

∂t
= F (α , ®x , t ) +GαW ( ®x , t )V (z )Filtx y [ (α̂0 − α) ] (2)

The notation is based on Gómez and Miguez-Macho (2017) with the following definitions: α is a generic placeholder168

for any model state variable and α̂0 describes the target value for the nudging procedure, which comes in this case169

from the forcing data. F describes the tendency term determined by the model at a specific time t and place ®x andGα170

represents the nudging strength.W andV are time-dependent weight factor and vertical weight factor respectively.171

Filtx y represents the filtering algorithm applied to (α̂0 − α) . Filtering is first performed row-wise and then repeated172

column-wise, for each row/column in (α̂0−α) . The nudging is carried out using the following steps: (1) transformation173

to spectral space via Fast Fourier Transformation (FFT), (2) zeroing out signal amplitude for wavelengths smaller than174

the cut-off wavelength, (3) back-transformation via Inverse FFT (Gómez and Miguez-Macho (2017)). This means175

that wavelengths larger than the threshold will remain in the nudging data, while smaller wavelengths will be filtered176

out. For further details, the reader is referred to Gómez and Miguez-Macho (2017), which provides a comprehensive177

description of the implementation of spectral nudging in WRF.178

In the current study, spectral nudging towards the forcing data for higherwavelengthswas applied to the following179

list of governing variables: grid-relative wind components (U ,V ), potential temperature (θ), and geopotential height180

(φ). A constant nudging strength Gα of 0.0003 s−1 following the default value in Skamarock et al. (2008) is used. In181

the WRF model, spectral nudging is controlled by two parameters, the nudging strength and the nudging range. The182

nudging strength (weak/strong) defines how strongly the LAM is nudged toward the nudging data, and the nudging183

range (narrow/wide) defines the range of wavelengths that are affected by the nudging. Two nudging ranges were184

investigated in this study, corresponding to nudging waves larger than 900 km ("NUD900km") and larger than 100 km185

("NUD100km"). When the cyclone enters the WRF domain (1200 UTC 27 October 2013), its west-east extension is186
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approximately 200 km, based on the largest closed isobar in the CFSv2 data. It should be noted that the effective187

resolution of WRF in this study is approximately 126 km, based on the expected 7 ∆x resolution of WRF (Skamarock188

(2004)), meaning that effectively all resolvable wave lengths in the outermost domain are affected by the spectral189

nudging term in the "NUD100km" study. This suggests that for "NUD100km", spectral nudging acts similarly to grid190

nudging (Stauffer and Seaman (1990)), which adds a nudging term to all wavelengths. For both simulations, nudging191

is active in the whole domain and over the whole simulation period (i.e. W ( ®x , t ) ≡ 1), but only above the planetary192

boundary layer (i.e. V (z ) = 1 for heights above the PBL, zero otherwise).193

3.2.3 | Relaxation Zone Adjustment194

The thickness of the Davies relaxation zone should have an impact on the introduction of a system such as "Christian"195

to the LAM. To investigate the behaviour of the storm when changing the relaxation zone width, two setups were196

investigated. The first reduces the relaxation zone width to Nr el ax = 2 grid cells ("HalfRelaxZone"), while the second197

uses twice the default width, i.e. Nr el ax = 8 grid cells ("2xRelaxZone").198

3.2.4 | Increased LBC Update Frequency199

Several studies have shown the impact of increased LBC update frequency on the introduction of storms into a LAM.200

In this study, two simulations were tested that utilised additional forecasts from the CFSv2. Both 3-hourly update201

("CFSv2-3h") and hourly update ("CFSv2-1h") frequencies were examined. This is inspired by commonly investigated202

update frequencies (see e.g. Tudor and Termonia (2010), Matte et al. (2017)) and used intervals in operational models203

(e.g. Consortium for Small Scale Modeling (COSMO) (cited 2018)). Due to the unique setup of the CFSv2 simulation,204

where each forecast is only 6 hours long, the hourly forecast period is represented as follows, the initial fields are205

from the 6 hour forecast of the simulation started at 0600 UTC 26 October 2013, then the next six hours are forecast206

hours 1-6 of the simulation started at 1200 UTC, and continuing in six hour windows until the end of the study.207
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4 | TOOLS AND PRODUCTS USED FOR MODEL EVALUATION208

The different simulation setups described in Section 3.2 are evaluated using comparisons with buoy observations,209

investigations of snap-shots at times of interest, and deviation from the Extreme Wind Storms catalogue.210

4.1 | Buoy Observations211

The coarse resolution of the modelled data limits a quantitative comparison of wind speed and direction using point212

measurements, due to the resolution mismatch. Therefore, the values of wind speed magnitude will be considered213

qualitatively. However, SLP is less sensitive to the resolution mismatch, and therefore, can be evaluated quantitatively.214

For this study, buoymeasurements from the EuropeanMarine Observation and Data Network (EMODnet, cited 2018)215

are used to perform these evaluations, which provides observations of a collection of oceanic and meteorological216

variables.217

Initially all relevant buoy data, inside the WRF domain and available at the top of the hour, to match the output218

time of WRF, within simulation time between 0000 UTC 27 October 2013 and 0000 UTC 28 October 2013 are219

selected, along with 6 hours before and after theWRF simulation time to study additional trends in themeasurements.220

The data set is then filtered to remove data flagged with quality issues. This results in a collection of 12 stations221

used in the analysis. The locations of the buoy measurements will be shown later in Section 5.6. The model SLP222

is reconstructed from the WRF output parameters geopotential height, temperature, pressure, and water vapour223

mixing ratio, using thewrf_slp function, which is part of theWRFUserARW.ncl library in the NCAR Command Language224

(NCL,UCAR/NCAR/CISL/TDD (2017)). Model and observed SLP are compared by using the closest model grid point225

to each buoy location.226
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4.2 | Investigated Time Stamps227

Two snap-shotswere used to investigate the spatial behaviour of the storm, 1800UTC27October 2013 and 0000UTC228

28 October 2013. These were selected for a few different reasons: (1) the entire storm was located inside the meso-229

scale model domain, (2) the model had enough time to develop its own features and (3) there are available buoy230

measurements over a wide spatial range, including close to the storm centre.231

For temporal analyses, the entire simulation period, excluding spin-up time, (0000 UTC 27 October 2013 to232

0000 UTC 28 October 2013) is used to compare the different simulations.233

4.3 | Storm Track Data from ExtremeWind Storms (XWS) Catalogue234

The Extreme Wind Storms (XWS) Catalogue is a database of 52 European windstorms covering the time period from235

1979 to 2013 (see Roberts et al. (2014) for the article and XWSCatalogue (cited 2019) for the data set). The catalogue236

contains two sets of storm tracks, one based on minimum mean SLP and the other on the maximum relative vorticity237

at 850 hPa, and 3-second gust footprints (raw data set and re-calibrated) for each storm. The footprints are defined by238

the maximum 3-second gust over a 72 h period at a certain location. A detailed overview of the methodology behind239

the XWS data set is given in Roberts et al. (2014). Within the scope of the current investigation, the storm track data240

of cyclone "Christian", based on minimum SLP, is used for examining the model results. The track data provides the241

position of the local minimum sea level pressure (LMSLP) every 3 hours, and is obtained from a regional dynamically242

downscaled version of the ERA-Interim (Dee et al. (2011)) data set using the methodology described in Hoskins and243

Hodges (2002).244

5 | RESULTS245

The results are presented in six parts. First, the storm intensification and LMSLP location of each of the different246

simulations is presented and compared to CFSv2 and XWS in Section 5.1. Then, Section 5.2 shows the results of the247
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simple domain shift method, while Section 5.3 to Section 5.5 show the results from domain independent methods to248

tackle the "corner issue". Finally, Section 5.6 presents a spatial and temporal comparison of the different simulations249

with buoy data. The data obtained from the forcing data CFSv2 and from "REF-South" are clipped to the reference250

domain.251

5.1 | Storm Intensification Compared to CFSv2 and XWS252

Table 3 summarises the magnitudes in LMSLP, for each of theWRF simulations, as well as, the CFSv2 forcing data and253

the XWS catalogue at 1800 UTC 27 October 2013 (30 hours after model initialisation) and 0000 UTC 28 October254

2013 (36 hours after model initialisation). The storm intensity is quantified using the LMSLP of the storm centre.255

"CFSv2-1h" is the only simulation that provides LMSLP more than 3 hPa below the forcing data estimation at both256

30 h and 36 h after model initialisation. "CFSv2-3h" and "REF-South" have a LMSLP value more than 3 hPa below the257

forcing data 36 h after initialisation. Furthermore, it can be seen that CFSv2 and XWS agree quite well in terms of the258

storm intensity based on minimum SLP.259

Table 4 and Table 5 compare the simulated storm centre locations, and their distances to XWS and CFSv2 at260

1800 UTC 27October 2013 and 0000 UTC 28October 2013, respectively. With respect to the storm centre location,261

a difference of 130 km is found between the XWS and CFSv2 location at 1800 UTC 27 October 2013 and 220 km262

at 0000 UTC 28 October 2013. This is comparable to the cyclones west-east extension when it enters the WRF263

domain (1200 UTC 27 October 2013), which is on the order of 200 km or three to four CFSv2 grid points (0.5 degree264

spatial resolution). The distance between theWRF storm centre and that of the CFSv2 is always less than the distance265

between the CFSv2 and the XWS (except for "REF" at 0000 UTC 28 October 2013). However, this value varies quite266

significantly depending on the simulation setup.267
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5.2 | Reference Case and Effect of Domain Displacement268

There are major differences in the development of the storm with the default domain ("REF") and the shifted domain269

("REF-South", Figure 1). Figure 3 shows the impact of the domain shift on storm intensity and position. At 0000 UTC270

28 October 2013, "REF" (Figure 3d) develops a small decrease in SLP down to 986 hPa centred north of Cornwall,271

while "REF-South" (Figure 3f) shows a much stronger decrease in SLP of 981 hPa and a different location of the storm272

centre, which is over south Wales. The CFSv2 had an intensity of 984 hPa, which is actually lower than the "REF"273

case (cf. Table 3). This strongly indicates a misinterpretation of the forcing data at the lateral boundary corner in "REF".274

While a higher storm intensification is expected in the higher LAM domain resolution, the storm intensification in275

"REF" is not present and the LMSLP is higher than estimated by CFSv2. Furthermore, the storm centre (based on the276

location of the LMSLP) is displaced compared to the forcing data (compare Figure 3b). "REF-South" also simulates the277

storm centre much closer to the forcing data (30 km, see Table 5) than "REF" (160 km, see Table 5). The differences278

in the simulation are seen when the storm enters the domain approximately at 1200 UTC 27 October 2013 (left-279

column of Figure 3), which suggests differences in how the storm is introduced to the LAM model. A closer look at280

the modelled 250 hPa wind speed field at the same time (1200 UTC 27 October 2013; not shown) revealed that the281

jet-stream is also affected by artificial wind speed patterns at the southern border of the WRF domain which are not282

visible in "REF-South". The differences obtained by the simple domain shift also suggest that more general effects283

like potential inconsistencies between CFSv2 and WRF physics or spin-up time are not the dominant factor for the284

distortion, since they would be identical in both situations.285

Figure 4a to Figure 4c show the wind speed at 850 hPa on 0000 UTC 28 October 2013 for CFSv2, "REF", and286

"REF-South". The greatest difference between the two WRF simulations is visible in the regions of low wind speeds,287

below 10 m s-1. In "REF-South" and CFSv2, this region is located near Cardiff and extending to the north-east, while288

in "REF" it is found off the coast of Pembrokshire to the south-west of the other simulations. Differences in the high289

wind speed region, above 35 m s-1, and large-scale flow direction are similar in all simulations. While the difference290

between the maximum wind speed at 850 hPa of "REF" (Vmax ,REF = 40.2 m s-1) and "REF-South" (Vmax ,REF −South =291

40.5 m s-1) is marginal, both simulations underestimate the maximum wind speed obtained from CFSv2 by around292
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3 m s-1 (Vmax ,CF Sv2 = 43.0 m s-1). Regarding the location of the high wind speed zone, "REF" is in closer agreement293

with the forcing data, while "REF-South" shows an extension of the high wind speed north of 52◦N over England.294

5.3 | Effect of Spectral Nudging295

There are large changes to the SLP field when applying the spectral nudging technique (Figure 5). In the "NUD100km"296

simulation, the storm centre has shifted to the north-east, when compared with "REF". Additionally, the deepening297

of the storm to the north of Cornwall, which was found in "REF", is not present in "NUD100km". The nudging also298

created blurring effects, resulting in a spreading of the low SLP field around the storm, compared to the "REF-South"299

and CFSv2 simulations, and a large region of moderately lower SLP than in "REF". However, "NUD100km" does a300

similar job of estimating the location of the storm when compared with "REF-South" and CFSv2 (see Table 5).301

The higher wavelength range of "NUD900km" leads to a slightly higher SLP across most of the domain, but overall302

negligible differences are found in comparison with "NUD100km" (not shown). A third spectral nudging study, that303

extended the nudging to model layers in the PBL, did not show significant effects in the sea level pressure field either304

(not shown). Based on these results, spectral nudging did not improve the forecast of "Christian" as much as moving305

the domain did in "REF-South".306

When investigating the wind speed field at 850 hPa (Figure 4d), it is easy to see the effect of the spectral nudging307

term on the wind speed components U andV . The regions of low and high wind speeds are close to the shape and308

location of the corresponding regions in the CFSv2 data set (Figure 4a). The large extension of the low wind speed309

region in southwest-northeast direction is maintained in the simulationwhile this feature is not present in "REF-South".310

It must be emphasised that the wind speed components U andV are directly influenced by the spectral nudging311

term while SLP is not. This explains the stronger effect on the wind speed field while the SLP field is less affected.312
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5.4 | Effect of Relaxation Zone Adjustments313

Figure 6 shows the SLP field for the simulations with adjusted Davies relaxation zone width. The relaxation zone314

width has a significant impact on the storm intensification in this particular case, likely due to the storm entering close315

to the corner of the domain. The results of "2xRelaxZone" do not show a significant decrease in SLP, but actually a316

strong increase in SLP over Cornwall. In "HalfRelaxZone", there is a decrease in SLP around the storm centre from317

CFSv2, however, the increase in the storm intensity is still smaller than in "REF-South", and the location of the storm318

centre is between that of "REF" and "REF-South" (cf. Table 5).319

Some of the reasons for these differences can be seen by looking at the 850 hPa relative vorticity field (Figure320

7). In all four simulations, an artificial pattern is visible near the south-west corner of the relaxation zone, which runs321

parallel to the "soft" border of the relaxation zone. While similar patterns are visible in all four simulations, the width322

of the relaxation zone effects how far into the domain the distortion is found. Additionally, by extending the "soft"323

border of the relaxation zone further into the domain, and thereby, closer to the area of interest, additional spatial324

blur and distortion of the horizontal fields occurs.325

Tudor and Termonia (2010) found that a very wide relaxation zone could cause features to bounce back into the326

domain, rather than leave as they should. This issue was investigated here, but no such behaviour was found in either327

the SLP field or the relative vorticity field at 850 hPa (not shown).328

5.5 | Effect of LBC Update Frequency329

Figure 8 shows the SLP results from the "CFSv2-3h" (Figure 8a) and "CFSv2-1h" (Figure 8b) simulations at 0000UTC28330

October 2013. The simulations with higher update frequency show amajor decrease in SLP compared to "REF", which331

is more pronounced in "CFSv2-1h" than "CFSv2-3h". The SLP difference compared to "REF" shows the impact more332

clearly, with lower SLP across most of the domain in the higher frequency simulations. The largest SLP differences,333

between 5 hPa and 8 hPa, are located to the north-east of the CFSv2 storm centre in both "CFSv2-3h" (Figure 8c) and334

"CFSv2-1h" (Figure 8d). LMSLP values as low as 981 hPa ("CFSv2-3h") and 979 hPa ("CFSv2-1h") are seen.335
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The increased storm intensity in "CFSv2-1h" can also be seen in the 850 hPawind speed field (Figure 4f). The high-336

est wind speeds found in "CFSv2-1h", maximum wind speed ofVmax ,CF Sv2−1h = 44.5 m s−1, compared to "CFSv2-3h",337

maximum wind speed of Vmax ,CF Sv2−3h = 42.8 m s−1, and the original CFSv2 data (Vmax ,CF Sv2 = 43.0 m s−1) in the338

high wind speed region. In "CFSv2-3h" (Figure 4e), the wind speed is not increased compared to the original CFSv2339

data set (Figure 4a). In the low wind region, to the north of the storm, the changes to the wind speed and large-scale340

flow direction are not as pronounced. The low wind region in "CFSv2-1h" is located slightly further north-east.341

5.6 | Spatial and Temporal Distribution342

The measured and simulated SLP are compared at the 12 buoys selected using the process described in Section 4.1343

at both snap-shot times (Figure 9). The results are sorted by distance to the CFSv2 storm centre, to evaluate its344

relationship to model performance. We find that there is a relationship between the distance to the storm centre and345

the spread of the simulation results. Locations close to the CFSv2 storm centre, within approximately 400 km, show346

significant differences, but the results are consistent in areas further from the storm centre. Although stations #34347

and #35 have large differences even though they are located far from the storm centre in all scenarios at both times.348

The buoy data was also used to evaluate the performance of the different model simulations across the entire349

time of the simulation. The temporal dimension plays an important role in the model evaluation, as seen in the spatial350

plots of the SLP field across the different simulations. The SLP time-series at all 12 buoy locations were compared351

with the simulation, however only four locations were focused on for this report (Figure 10). The four locations were352

selected for the following reasons: buoy station #17 was close enough to the storm travel path to be impacted in both353

simulation and measurements; buoy station #34 was far from the storm track of cyclone "Christian", allowing for the354

investigation of model performance far from the storm; buoy station #10 was located east of the storm travel path,355

allowing the investigation of the front-side of the storm; and buoy station #19 was picked due to its location in the356

English Channel, which was identified as a region of large wind speed changes using the XWS storm footprint.357

The time-series plots allow for the investigation of general SLP trends and the timing of the minimum SLP for358

a given location in both the simulations and measurements. At buoy station #17, both the drop in SLP due to the359
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passing storm centre and the subsequent recovery of SLP after the storm passed the buoy is noticable clearly in both360

the measurements and all the models. However, while the general trend is followed in all simulations, only "CFSv2-361

1h" and "CFSv2-3h" capture the timing and magnitude of the SLP drop around 1700 UTC 27 October 2013. All other362

configurations have a time shift of around one hour. At buoy station #10, which is passed by the storm at a later time,363

all of the models show a phase shift of around two hours, and while "CFSv2-1h" and "CFSv2-3h" have larger pressure364

drops than the other models, the drop is still smaller than the observed value. This phase shift is not as obvious at buoy365

station #19, which is around 230 km further east than station #10, but only "CFSv2-1h" and "CFSv2-3h" capture the366

magnitudes of the pressure well. Further away from the storm centre, at buoy station #34, there are still significant367

differences in the SLP estimation across the different simulations. The simulations with high update frequencies368

("CFSv2-1h", "CFSv2-3h") and the heavily nudged simulation ("NUD100km") are closer to the measurements than the369

other simulations especially in the region of low SLP around 0800 UTC 27 October 2013 before the storm enters the370

domain. This could be related to the impact of another very strong depression, referred as "Burkhard" in e.g. Haeseler371

and Lefebvre (2013), which was located close to buoy station #34, see also Section 2.372

6 | DISCUSSION373

While the proper introduction of the large-scale structures via the boundaries of a LAM is generally important, the374

"corner issue" reveals that boundary corners are especially vulnerable when complex large-scale structures like mid-375

latitude storms are involved. Shifting the domain so that the storm does not enter at the corner of the domain (i.e.376

avoiding the "corner issue") was found to improve the simulation of both the storm intensity and location. This high-377

lights that the introduction at the boundary corner is a particular challenge that might not be experienced under378

normal conditions (i.e. introduction via the edge of the domain). Domain shift investigations of the other storm cases379

mentioned earlier (storm "Ulli" and storm "Patrick") revealed the same effect of improved storm intensification with380

respect to the sea level pressure field (not shown). This emphasises that the lack of storm intensification as a conse-381

quence of the "corner issue" is not unique to a specific storm type.382
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Four different methods for introducing a typical mid-latitude storm into the WRF LAM were investigated and383

evaluated spatially and temporally using the forcing data, external storm track data, and buoy observations with a384

focus on limiting the "corner issue’s" impact. Of the three approaches using fixed domains, only the increased LBC385

update frequency improved the simulation compared to the large scale forcing data. This points out that the main386

driver in conserving the large-scale structures in this case is the proper import of the forcing data via LBCs which can387

achieved best by either a domain shift, if possible, or an increased LBC update frequency. This enables the LAM to388

conserve the large-scale structures and allows for the development of smaller-scale features that were not present in389

the forcing data, but are associated with the storm. While a direct usage of the forcing data would avoid the issue of390

lateral boundaries and the "corner issue" completely, the coarse resolution and lack of small scale information limits its391

use for studying meteorological parameters that rely on well resolved small-scale patterns, like wind speed. Changes392

to the introduction of the LBCs influences the storm location and size, while smoothing influences localised features,393

such as the intensification of the storm centre.394

An inherent problem of avoiding the "corner issue" by domain shifting is the question of how much shifting is suf-395

ficient, which likely varies depending on the size of the storm. Furthermore, moving the domain is often not an option.396

For example, when running forecasts and climatologies, the domain needs to be fixed to ensure consistency and allow397

for automation of the study, i.e. not every case can be focused on as a case study. Therefore, three approaches, which398

do not involve moving the domain, were investigated: spectral nudging, relaxation zone adjustments, and changes to399

the LBC update frequency.400

Spectral nudging was investigated because it constrains the LAM tomaintain the large-scale information provided401

by the forcing data, without limiting the LAMs ability to build up the smaller scales. While it was able to correct402

the storm location compared to the "corner issue" affected simulation, it also introduced spatial blurring/smoothing403

effects which prevented the expected intensification of the storm in the WRF simulation (Figure 5). Similar effects404

were also found in Alexandru et al. (2009), who observed a reduction in the spectral power of the vorticity field when405

performing large-scale spectral nudging using the Canadian RCM (CRCM). This reduction could be associated with406

decreased cyclone intensities (Alexandru et al. (2009)). This highlights one difference when evaluating simulation407

setups for mean state investigations and for extreme events. LAM studies of mean state behaviour aim to add local408



20 Imberger et al.
information that should not significantly alter the large-scale flow, and therefore, nudging themodel toward the forcing409

data can be beneficial. However, LAM studies of extreme events, such as storms, require the retention of small scale410

structures that enhance the large scale flow, which standard nudging techniques will often smooth out, by nudging411

towards the forcing data. This is because, nudging reinforces the mean state behaviour, which can be useful for long-412

term mean climate studies, but must be used with care when focusing on extreme events, such as storms. Spectral413

nudging seeks to limit the smoothing of small scale features through its wave-length cutoff. The cutoff wavelength414

should be based on the reliability of the large scale forcing data. While the CFSv2 forecast product used as forcing415

data is provided every 0.5 degrees, the spectral atmospheric model behind the forecast product has a triangular416

truncation of T126 (Saha et al. (2014)), which is equivalent to approximately 100 km (Saha et al. (2014)). Based417

on this estimate, sufficiently resolved scales are only expected for wavelengths larger than 100 km, which makes418

"NUD100km" a fringe case until which spectral nudging would be meaningful. "NUD900km" improved the storm’s419

location compared to "REF" (without nudging), suggesting that scales larger than 900 km are crucial for improving420

the storm location in this case. The only marginal differences seen between "NUD900km" and "NUD100km" with421

respect to the storm intensification indicate that the LAM still fails to build up crucial structures responsible for the422

storm deepening beyond what is already present in the forcing data when faced with the "corner issue".423

Since the "corner issue" is related to the passing of a feature through the boundary of the model, adjustments to424

the lateral boundary relaxation zone have an impact on this process. Similar to spectral nudging, the relaxation zone425

generates spatial smoothing, but in this case only in an area next to the lateral boundary. By increasing the relaxation426

zone’s width, it is possible to introduce the storm structure more gradually. By reducing the relaxation zone’s width,427

it is possible to concentrate the forcing on a small band close to the boundary. This results in less smoothing/blurring428

in the interior of the model domain and higher storm intensification (cf. Figure 6d, Table 3). Spatial smoothing due to429

the relaxation zone is especially relevant in the context of the "corner issue" because the number of relaxation zone430

cells in the LBC boundary corner is affected by the relaxation zone layers from both adjacent edges. A doubling of the431

relaxation zone width from Nr el ax = 4 (default) to Nr el ax = 8 will double the relaxation zone layers at each adjacent432

edge, quadrupling the number of overlapping relaxation zone cells in the corner area. This significantly increases the433

number of cells where model relaxation in the boundary corner can take place.434
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The relaxation zone sensitivity analysis highlights also another challenge in connectionwith the relaxation, namely435

the presence of non-physical features as for example seen in the relative vorticity field along the southern "soft" border436

(Figure 7). These features were present in all simulations, but are clearest in "2xRelaxZone". While the presence of437

perturbations within the relaxation zone is observed also under normal conditions (see e.g. Warner et al. (1997),438

Davies (2014)), structures close to the LAM corner are especially vulnerable due to relaxation of the forcing data from439

two sides. This suggest that both the "hard" and "soft" borders need to be taken into account when introducing large440

scale features close to the lateral boundary corner. These effects turned out to be most problematic in "2xRelaxZone",441

since the increased relaxation zone width brought the affected area closer to the area of interest.442

Increasing the temporal frequency of the LBCs was found to improve the introduction of the storm, and reduce443

the smoothing effects. Only the "REF-South" simulation had an SLP drop of similar magnitude to "CFSv2-3h" and444

"CFSv2-1h", but in "REF-South", significant storm deepening did not occur until 36 hours into the simulation. Both445

the location of the storm centre and the storm intensity are closer to the expected results obtained from "REF-South"446

when using the higher frequency LBC updates. The improvement seen in simulations with increased LBC update447

frequency is in line with previous studies such as Gustafsson (1990), Termonia (2003) and Termonia et al. (2009). In448

the case of "Christian", its fast movement further favours the use of high frequency LBC updates. The travel speed of449

the storm, in the time period of interest, is approximately 95 km h-1, based on comparing the CFSv2 LMSLP locations450

in Table 4 and Table 5. Using the storm locations from the XWS data set suggests a travelling speed of 80 km h-1. At451

95 km h-1, the stormwouldmove approximately 570 km in the 6-hours between LBC updates in the default case. This452

is equivalent to approximately 32∆x , and approximately three times the storm size based on the estimation in Section453

5.1. Accordingly, it is a challenge for the LAM to develop the necessary small-scale structures, since the system passes454

the model domain so quickly, not allowing the time necessary for the model to adjust to the new large-scale features.455

When storm locations and distances are evaluated, the origin of the data sets must be kept in mind. Both CFSv2456

products and XWS are based on simulations with coarse horizontal resolution. This makes it difficult to specify a457

"true" storm location. A slight difference in the location of the LMSLP can already have a significant effect on the458

absolute distance in kilometres. In relation to grid point distances however, the differences are rather small. The459

distances between LMSLP in CFSv2 and XWS as stated in Table 4 (130 km) and Table 5 (220 km) are equivalent to460
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approximately two to four grid points.461

The comparison with the buoy locations shows that the impact of the introduction of "Christian" into WRF was462

found to be largest for locations near the storm (Figure 9). At locations away from the storm all simulations were in463

agreement, and performed reasonably well, highlighting that such a small and fast moving storm has little impact far464

away from the storm centre.465

In addition to the model setups discussed in this study, a few additional setups could be worth exploring. For466

example, different horizontal resolutions of the forcing data could have an impact on the introduction of the storm to467

the model. Matte et al. (2017) showed that the relative change in resolution between the forcing data and the LAM468

(in their case the Canadian RCM5) influences the spatial spin-up of features away from the LBCs. In this study, WRF469

has a resolution of 18 km and CFSv2 is provided every 0.5 degree, resulting in a resolution jump between J=2.5 to 3.0.470

This resolution jump of factor three is also one of the recommended resolution jumps used within WRF i.e. between471

subsequent nested domains (see e.g. best practices by Gill and Pyle (2012)) and is therefore a quite representative472

resolution jump. The "J3" scenario in Matte et al. (2017) had a similar resolution jump. In that scenario, they estimated473

that the spatial spin-up of small scale structures in the relative vorticity field at 700 hPa was between 50-60 grid cells474

for an hourly update frequency and 80-90 grid cells for a 6 hourly update. Their spin-up region is measured from the475

"hard" border, i.e. including the Davies relaxation zone. In the current study, the LAM domain is rather small (150x100476

grid points). Combined with the previously discussed spin-up challenges due to the fast travel speed of "Christian", it477

can be assumed that the current model will not fully develop the small-scale features, especially in the cases with an478

update every 6 hours. While an increase of the domain size is needed to cope with the additionally required spatial479

spin-up, the benefits have to be weighted against the added computational costs of larger domains. However, the480

question of how the spatial spin-up of small-scales affects the introduction of the larger scale structures in this case481

remains for future work.482

Overall, the results suggest that using a higher update frequency is the best approach for introducing storms483

into the model domain. However, that requires higher resolution data to be available, which is not always the case.484

When higher frequency data is not available, spectral nudging provides a method of correcting spatial distortions, but485

comes at the expense of spatial smoothing. Alternatively, if the model domain is relatively large and the focus area of486
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interest is sufficiently far away from the border, targeted restarting of the simulation, as presented in Termonia et al.487

(2009) could be used. Instead of introducing the large-scale structure from the outside, via the LBCs, targeted restarts488

allow the model to be initialised with the large-scale structure already in the model domain. This however requires489

enough domain space and simulation time to spin up the smaller-scales that were lost due to the restart (Termonia490

et al. (2009)).491

7 | CONCLUSION492

Methods covering spatial and temporal adjustments are investigated to explore the challenge of introducing fast mov-493

ing large-scale meteorological information into a limited area model. This study highlights specific challenges related494

to the storm passing through the lateral boundary corner. While reallocating the domains for each particular simula-495

tion is straightforward, it is of limited use for general investigations. Spectral nudging provides a useful tool to tackle496

spatial distortions, but needs to be beweighted against the related spatial smoothingwith its negative effects on storm497

intensification. This emphasises that studies of extremes require a different LBC introduction strategy compared to498

studies of mean state investigations, where additional spatial smoothing is less influential. An increased update fre-499

quency of the lateral boundary conditions is shown to be very crucial and efficient in the situation of fast propagating500

systems. It reduces effects of artificially created distortions and smoothing caused by temporal interpolation and is501

therefore the recommended method for addressing the "corner issue" if high temporal resolution data is available.502
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TABLE 1 Summary of model settings regarding spatial and temporal parameters and physics

Argument Value
WRF Version 3.7.1
Forcing data CFSv2
Spatial Settings
Domain size 2700 km x 1800 km
Horizontal resolution ∆x = ∆y = 18 km
Grid points 150 x 100
Vertical model level 52
Temporal Settings
Simulation time (incl. spin-up) 36 h
Spin-up time 12 h
LBC update frequency every 6 hours
Physics
Microphysics New Thompson
Radiation RRTMG
Cumulus parameterisation Kain-Fritsch
Land surface Noah LSM
PBL-Scheme MYNN
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TABLE 2 Overview about all performed simulations with their identifier used to address the simulation in the
text and a list of key elements characterising the simulation.

Identifier Characteristics
REF reference simulation, faces "corner issue", obtained by running WRF with the solid domain in

Figure 1, 6 hourly LBC update
REF-South like "REF" but with a southwards shifted domain to avoid "corner issue", corresponds to dashed

domain in Figure 1, 6 hourly LBC update
NUD100km like "REF" but with spectral nudging ofU ,V , θ and geopotential height, nudging above 100 km

affects all vertical model levels above the planetary boundary layer, 6 hourly LBC update
HalfRelaxZone like "REF" but with 50% relaxation zone width (2 instead of 4 grid cells), 6 hourly LBC update
2xRelaxZone like "REF" but with doubled relaxation zone width (8 instead of 4 grid cells), 6 hourly LBC

update
CFSv2-3h like "REF" but with 3-hourly update of the lateral boundary conditions (instead of every 6

hours)
CFSv2-1h like "REF" but with hourly update of the lateral boundary conditions (instead of every 6 hours)

TABLE 3 Estimated local minimum sea level pressure obtained from the WRF simulations, the CFSv2 forcing
data and the XWS catalogue at 1800 UTC 27 October 2013 and 0000 UTC 28 October 2013. Values in bold (italic)
indicate values which are at least 3 hPa lower (higher) than the value of the CFSv2 forcing data.

Identifier Local minimum sea level pressure (in hPa) at
1800 UTC 27 Oct 2013 0000 UTC 28 Oct 2013

REF 992 986
REF-South 989 981
NUD100km 991 985
HalfRelaxZone 990 983
2xRelaxZone 992 987
CFSv2-3h 987 981
CFSv2-1h 985 979
CFSv2 988 984
XWS 990 983
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TABLE 4 Estimated location of local minimum sea level pressure (LMSLP) obtained from the WRF simulations,
the CFSv2 forcing data and the XWS catalogue at 1800 UTC 27 October 2013. The great circle distances to XWS
(dXW S ) and CFSv2 (dCF Sv2) locations rounded to closest full 10 km are given as well.

Identifier Location of LMSLP (1800 UTC 27 October 2013)
location dCF Sv2 [km] dXW S [km]

REF 49.08◦N 10.83◦W 30 110
REF-South 49.14◦N 9.83◦W 50 190
NUD100km 49.68◦N 9.68◦W 100 220
HalfRelaxZone 49.13◦N 10.33◦W 20 150
2xRelaxZone 48.06◦N 11.10◦W 110 120
CFSv2-3h 48.92◦N 10.79◦W 20 110
CFSv2-1h 48.90◦N 11.04◦W 40 90
CFSv2 49.0◦N 10.5◦W - 130
XWS 48.8◦N 12.3◦W 130 -

TABLE 5 Estimated location of local minimum sea level pressure (LMSLP) obtained from the WRF simulations,
the CFSv2 forcing data and the XWS catalogue at 0000 UTC 28 October 2013. The great circle distances to XWS
(dXW S ) and CFSv2 (dCF Sv2) locations rounded to closest full 10 km are given as well.

Identifier Location of LMSLP (0000 UTC 28 October 2013)
location dCF Sv2 [km] dXW S [km]

REF 50.79◦N 5.47◦W 160 60
REF-South 51.66◦N 3.18◦W 30 250
NUD100km 51.69◦N 3.18◦W 30 310
HalfRelaxZone 51.50◦N 4.22◦W 50 180
2xRelaxZone 51.54◦N 2.64◦W 60 270
CFSv2-3h 51.69◦N 3.45◦W 20 230
CFSv2-1h 51.86◦N 3.19◦W 50 260
CFSv2 51.5◦N 3.5◦W - 220
XWS 50.4◦N 6.1◦W 220 -



32 Imberger et al.

F IGURE 1 Blue: Contours of modelled mean sea level pressure (hPa) obtained from CFSv2 6-h forecast data at
1200 UTC 27 October 2013. Contours are drawn every 2 hPa. The locations of the two low pressure systems
"Burkhard" and "Christian" are indicated. Black line: Extract of the storm track "Christian" covering 0600 UTC 27
October 2013 to 0600 UTC 29 October 2013 from the XWS Catalogue (cited 2019). Due to spatial constraints,
dates are represented in the short form MMM DD HH:MM. All dates are given in UTC. The hollow data point ’o’ is
indicating a missing data point at 2100 UTC 27 October 2013 in the data set. Orange: WRF domains "REF" (solid)
and "REF-South" (dashed).

F IGURE 2 Box plots of life-time lowest minimum sea level pressure (MSLP) and life-time highest maximum wind
speed (Umax ) at 925 hPa level determined from all listed storms in the XWS catalogue (52 in total): median values
(green), the interquartile range (IQR, blue box) as well as global minimum and maximum (whiskers). The orange dots
represent the extreme values of storm “Christian”.
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1200 UTC 27 October 2013
(a)

(c)

(e)

0000 UTC 28 October 2013
(b)

(d)

(f)

F IGURE 3 Contour plot of modelled sea level pressure field obtained at 1200 UTC 27 October 2013 (left
column) and 0000 UTC 28 October 2013 (right column). (a),(b): Sea level pressure field obtained from the CFSv2
forcing data. The black frame indicates the location of the WRF reference domain. (c),(d): Results obtained from
"REF". (e),(f): Results obtained from "REF-South". The pink diamond in (d) and (f) marks the position of the minimum
sea level pressure determined from CFSv2 data. The dashed line in the bottom row indicates the southern border of
"REF" used in the other simulations. Values beyond the given limits are depicted in grey.



34 Imberger et al.

(a)

(c)

(e)

(b)

(d)

(f)

F IGURE 4 Modelled absolute wind speed (contours) and wind direction (vectors) obtained from (a) CFSv2
forcing data in comparison with the WRF results from (b) "REF", (c) "REF-South", (d) "NUD100km", (e) "CFSv2-3h"
and (f) "CFSv2-1h". All values are obtained at 850 hPa at 0000 UTC 28 October 2013. The pink diamond indicates
the location of the minimum sea level pressure determined in CFSv2. The dashed line in (c) indicates the southern
border of "REF" used in the other simulations.
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(a)

(b)

(c)

F IGURE 5 Contour plot of modelled sea level pressure field obtained from (a) "NUD100km" and (b) "REF" as well
as (c) the difference between the two ("NUD100km" minus "REF"). All fields are determined at 0000 UTC 28
October 2013. The pink diamond indicates the location of the minimum sea level pressure determined in CFSv2.
Values beyond the given limits are depicted in grey.
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”2xRelaxZone”
(a)

(c)

”HalfRelaxZone”
(b)

(d)

F IGURE 6 Contour plot of modelled sea level pressure determined by (a) "2xRelaxZone" and (b) "HalfRelaxZone"
as well as (c) "2xRelaxZone" minus "REF" and (d) "HalfRelaxZone" minus "REF". All fields are determined at 0000 UTC
28 October 2013. Positive ∆SLP indicates higher SLP values in "2xRelaxZone" respectively "HalfRelaxZone". The
pink diamond marks the location of the minimum sea level pressure determined in CFSv2. The dashed lines depict
the location of the margin of the relaxation zone in "2xRelaxZone" respectively "HalfRelaxZone". Values beyond the
given limits are depicted in grey.
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(a)

(c)

(b)

(d)

F IGURE 7 Contour plot of modelled relative vorticity at 850 hPa determined by (a) "2xRelaxZone" and (b)
"HalfRelaxZone" compared to (c) "REF" and (d) "REF-South". All fields are determined at 0000 UTC 28 October 2013.
The pink diamond indicates the location of the minimum sea level pressure determined in CFSv2. The dashed lines
in (a),(b) depict the location of the margin of the relaxation zone while the dashed line in (d) marks the southern
domain border of "REF" which is used in the other simulations.



38 Imberger et al.

(a)

(c)

(b)

(d)

F IGURE 8 Contour plot of modelled SLP obtained from (a) "CFSv2-3h" (update every 3 hours), (b) "CFSv2-1h"
(update every hour) and SLP difference between (c) "CFSv2-3h" and "REF" and (d) "CFSv2-1h" and "REF". All fields
are determined at 0000 UTC 28 October 2013. The pink diamond marks the location of the minimum sea level
pressure determined in CFSv2. Positive ∆SLP indicates higher SLP values in "CFSv2-3h" respectively "CFSv2-1h".
Values beyond the given limits are depicted in grey.
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F IGURE 9 Top row: Location of the CFSv2 storm centre (pink diamond) at 1800 UTC 27 October 2013 (left) and
0000 UTC 28 October 2013 (right) in relation to the buoys (blue plus) and the WRF domain (orange frame). Bottom
row: Box plot showing median (orange), first and third quartile (black box) and min/max values (whiskers) of SLP
estimation of all seven simulations at the list of buoy stations at 1800 UTC 27 October 2013 (left) and 0000 UTC 28
October 2013 (right). The buoys are sorted with increasing distance to the CFSv2 storm centre at that point in time.
The black dots depict the measured value for the SLP at the given buoy.
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(a)

(c)

(b)

(d)

F IGURE 10 Comparison between simulated (dots) and measured (black plus) sea level pressure time series at
buoy station (a) #17 , (b) #34, (c) #10 and (d) #19. The dashed line represents the approximate time stamp when the
storm centre is visible at the south-west corner of the WRF domain.



150



APPENDIX B
Investigation of Spatial and
Temporal Wind Variability

during Open Cellular
Convection with the Model For

Prediction Across Scales
(MPAS) in Comparison with

Measurements
The following manuscript is the latest submitted version of:

Imberger, M., Larsén, X. G., Davis, N. Investigation of Spatial and Temporal Wind
Variability during Open Cellular Convection with the Model For Prediction Across
Scales (MPAS) in Comparison with Measurements. Boundary-Layer Meteorology (ac-
cepted with minor revisions)



Boundary-Layer Meteorology manuscript No.
(will be inserted by the editor)

Investigation of Spatial and Temporal Wind1

Variability during Open Cellular Convection with2

the Model For Prediction Across Scales (MPAS) in3

Comparison with Measurements4

Marc Imberger · Xiaoli Guo Larsén · Neil5

Davis6

7

Received: DD Month YEAR / Accepted: DD Month YEAR8

Abstract Open cellular convection (OCC) over, for example, the North Sea is9

often observed in connection with cold-air outbreaks. It is accompanied by large10

temporal and spatial fluctuations in wind speed, which affects offshore wind energy11

in the area. This study uses the global Model for Prediction Across Scales (MPAS),12

with regional mesh refinement down to convection-permitting scales of 2 km, to13

simulate an episode of OCC in the North Sea, with a focus on wind variability.14

Modelled data are combined with satellite retrieved winds and point measurements15

to investigate the spatial and temporal fluctuations of offshore winds under OCC16

conditions from a synoptic to mesoscale perspective and to examine MPAS’s ability17

to represent the OCC structures and wind fluctuations. It is shown that MPAS can18

simulate realistic OCC structures and mesoscale wind speed fluctuations within19

the limits set by the effective model resolution. Under OCC conditions, significant20

differences from climatological conditions are found in the spatial wind speed power21

spectrum and in 10-minute wind speed step changes. The very high horizontal mesh22

cell spacing in the refinement region of 2 km and the focus on OCC wind variability23

makes this the first investigation of this kind in MPAS with mesh refinement.24

Keywords Convection permitting, Global model, MPAS, Open cells, Wind25

variability26

Marc Imberger (corresponding author)
Wind Energy Department, Technical University of Denmark, Frederiksborgvej 399, 4000
Roskilde, Denmark
E-mail: maim@dtu.dk

Xiaoli Guo Larsén
Wind Energy Department, Technical University of Denmark, Frederiksborgvej 399, 4000
Roskilde, Denmark

Neil Davis
Wind Energy Department, Technical University of Denmark, Frederiksborgvej 399, 4000
Roskilde, Denmark



2 Marc Imberger et al.

1 Introduction27

Open cellular convection (OCC) is a specific type of mesoscale cellular convection28

often formed in connection with cold-air outbreaks when cold air is advected over29

warmer water surfaces (Atkinson and Zhang, 1996). It is characterised by a dis-30

tinct pattern of convective activity with narrow updraft regions at the cloudy cell31

borders that are surrounded by weaker and broader downdraft regions in the cell32

centre (Atkinson and Zhang, 1996; Feingold et al., 2015). While the overall spatial33

diameters of the cells vary with latitude, they are generally on the order of 2034

to 50 km (Bakan and Schwarz, 1992). From an offshore wind energy perspective,35

the relatively large temporal and spatial fluctuations in wind speed and wind di-36

rection, caused by the moving OCC structures, are especially important. Larsén37

et al. (2017b) found a 5 m s−1 spatial variation of the wind speed over 3 km based38

on Synthetic Aperture Radar (SAR) images for the OCC related to 2006’s storm39

’Britta’.40

OCC can have especially large impacts on regions with a high spatial concen-41

tration of turbines, either very large wind farms or wind farm clusters. Due to42

the close proximity of the turbines in these configurations, the wind fluctuations43

will cause even larger fluctuations in aggregated power due to the high spatial44

correlation of the OCC phenomena (Akhmatov et al., 2007; Vincent and Trombe,45

2017; Göçmen et al., in press 2020). This has direct consequences on the power46

system, which needs to balance the fluctuations for example by means of power47

reserves (Sørensen et al., 2008; Vigueras-Rodŕıguez et al., 2010).48

OCC conditions are common in both the Norwegian and North Sea. Busack49

et al. (1985)’s inspection of NOAA 6 satellite images over the Norwegian Sea50

revealed OCC patterns in 111 out of 610 investigated days (1 May 1980 to 31 De-51

cember 1981). Larsén et al. (2017a)’s North Sea storm climatology study detected52

OCC in 45% of their 429 investigated storm days. Since the North Sea is currently53

the main development region for offshore wind energy in Europe (WindEurope,54

2020), OCC will have significant effects on wind power for much of Europe. Vin-55

cent (2010) and Vincent et al. (2012) found that OCC contributes significantly56

to the mesoscale variability experienced at the Danish wind farm ’Horns Rev I’57

by looking at wind speed fluctuations of scales of one hour and larger based on58

measurements and simulations with the limited area Weather Research and Fore-59

casting model (WRF, Skamarock et al., 2008). Larsén et al. (2013)’s analysis of60

wind speed measurements during 18 days of OCC presence revealed significant61

contributions of OCC to wind fluctuations in the spectral gap region between the62

mesoscale and microscale and Larsén et al. (2019) showed that existing turbulence63

models underestimate variations in the wind speed in the lower frequencies if the64

increased variability in the mesoscale range due to OCC is not taken into account.65

While previous investigations of OCC effects on wind speed fluctuations are66

based mainly on measurements and limited area mesoscale models, this study67

continues the investigation of OCC with a relatively new global circulation model68

that allows for regional refinement, namely the Model for Prediction Across Scales69

(MPAS, Skamarock et al., 2012, more details in Section 3.1) and complements the70

previous investigations from a synoptic to mesoscale perspective. MPAS has the71

advantage of consistent modelling across the globe, while the local refinement area72

allows higher resolution in the area of interest. This makes it possible to investigate73

not only the synoptic-scale frontal system, which drives the open cells, but also74
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the open cell structures themselves without introducing challenges seen in limited75

area modelling due to the effects of lateral boundary conditions (e.g. Warner et al.,76

1997; Imberger et al., in press 2020) or sudden resolution jumps between nested77

domains (Park et al., 2014). MPAS allows the design of smooth transition zones78

from coarser to finer scales which reduces issues related to the spatial spin-up79

of small scale structures on inflow boundaries that are observed in limited area80

models with sharp resolution jumps (Park et al., 2014; Matte et al., 2017). All the81

above mentioned advantages motivate the use of the global model with regional82

refinement for this investigation. The methodology of gradual grid refinement in83

MPAS has already shown encouraging results in idealised simulations and real84

world applications with mesh refinement at hydrostatic scales (e.g. Ringler et al.,85

2011; Skamarock et al., 2012; Park et al., 2013, 2014; Hashimoto et al., 2016) and86

more recently also in MPAS studies involving local mesh refinements to convection-87

resolving scales (Fowler et al., 2016; Wong and Skamarock, 2016; Pilon et al.,88

2016; Hagos et al., 2018; Kramer et al., 2018; Huang et al., 2019; Schwartz, 2019;89

Zhao et al., 2019). Overall, MPAS is a relatively new model and only a limited90

number of studies have been performed with locally refined simulations down to91

convection-permitting scales and to the knowledge of the authors, this study is92

the first investigation of wind variability during OCC in MPAS with regional93

refinement. The objective of this study is to investigate the potential of MPAS for94

modelling OCC related spatial and temporal fluctuations of the wind speed with95

focus on their overall representativeness in the model. Forecasting of individual96

cells with exact timings is not the focus of this investigation, since it is beyond the97

expectations for a numerical weather prediction model. An episode of OCC over98

the North Sea area is simulated, which was selected based on the availability of99

a wide range of point measurements, cloud pictures and spatial near-surface wind100

speeds derived from SAR. The measurements are used to both characterise the101

OCC structures and to evaluate the model’s capability to represent OCC and its102

associated impact on the wind field at the same time. To do so, a global mesh103

with a base horizontal mesh cell spacing of 55 km and refinement horizontal mesh104

cell spacing of 2 km (i.e. 55-2 km mesh) is developed. The design of the fine105

horizontal mesh cell spacing was inspired by the investigation of eight OCC events106

with the regional mesoscale model WRF in Vincent (2010), which found that a107

spatial grid spacing of 2 km was required to generate realistic cell patterns and to108

simulate associated wind fluctuations that agree reasonably well with observations109

from ’Horns Rev I’. With the fine-scale horizontal mesh cell spacing of 2 km, the110

mesh has smaller cell spacing in the refinement region than other MPAS meshes111

currently used in the literature.112

The paper is structured as follows: A description of the measurements and the113

methods is provided in Sect. 2 and Sect. 3, respectively. Results are presented in114

Sect. 4. A discussion of the results is provided in Sect. 5 and the article finalises115

with concluding statements in Sect. 6.116
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2 Measurements117

2.1 Satellite Products118

The investigated OCC case was observed behind a cold front in December 2010,119

which was the second event of a period of severe weather affecting the United King-120

dom (UK) during the winter season 2010/2011 (Prior and Kendon, 2011). During121

16 December 2010, cold air from the arctic region was moving southwards/south-122

eastwards across the UK and the North Sea region. To provide a synoptic overview,123

Figure 1a shows the surface analysis chart from UK Met Office at 16 December124

2010, 1200 UTC describing the synoptic situation and the location of the frontal125

zone. Satellite cloud images are used to qualitatively assess the location of the126

frontal zone and the distribution and size of the convective cells. The images are127

obtained from the NERC Satellite Receiving Station, University of Dundee1 satel-128

lite image archive. Figure 1b shows the cloud picture from the NOAA-19 satellite129

for 16 December 2010 at 1244 UTC. In this figure, the characteristic hexagonal130

patterns of open cellular structures (e.g. Agee, 1987) can be seen. The synoptic131

scale cloud band, associated with the cold front (Fig. 1a), is visible over Denmark132

and north Germany. Visual inspection of two additional NOAA-19 satellite images133

over the region (1650 UTC and 1830 UTC) shows that the OCC conditions persist134

over most of the North Sea area until at least 16 December 2010, 1830 UTC (not135

shown).136

Data from ENVISAT’s SAR can be used to retrieve spatial information of the137

near surface wind speed field over the sea. The retrieval of wind speed informa-138

tion is based on the connection between radar back-scatter and 10 m wind speed139

via empirical model functions (e.g. Hersbach, 2010; Dagestad et al., 2013). The140

retrieved wind field used in this investigation covers the area depicted in Fig. 2a.141

It is obtained from the Satellite Winds data base2. More details about the spe-142

cific wind speed retrieval methodology used in the data base can be found in e.g.143

Section 2 in Badger et al. (2019) and the online documentation3. The black frame144

in Fig. 2a encloses an OCC dominated area, which is used for the spatial spectral145

analysis described in Sect. 4.3. The timestamp associated with the SAR image146

snapshot is 16 December 2010, 1018 UTC, approximately 2.5 hours before the147

cloud image in Fig. 1b is taken.148

1 http://www.sat.dundee.ac.uk/ (last accessed: Aug. 2019)
2 https://satwinds.windenergy.dtu.dk/ (last accessed: July 2019)
3 https://satwinds.windenergy.dtu.dk/Info/Methodology (last accessed: May 2020)



Investigation of OCC using MPAS 5

(a)

(b)

Fig. 1 (a) UK Met Office analysis chart valid at 16 December 2010, 1200 UTC c©Crown
Copyright 2010 - Met Office. Source: http://www1.wetter3.de/archiv_ukmet_dt.html (last
accessed: Feb. 2020). A blue frame is added to the image to indicate the geographic region
depicted in (b). (b) Cloud picture from channel 5 of NOAA-19 satellite at 16 December 2010,
1244 UTC. The picture is trimmed to the North Sea area. Source: NERC Satellite Receiving
Station, University of Dundee, http://www.sat.dundee.ac.uk/abin/piccygridhtml/avhrr/
2010/12/16/1244+19/ch5.jpg (last accessed: Aug. 2019).
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(a) (b)

Fig. 2 (a) Retrieved wind speed at 10 m from ENVISAT Synthetic Aperture Radar at 16
December 2010, 1018 UTC. The black frame depicts the focus area for the spatial spectral
analysis in Sect. 4.3. (b) Point measurements used within this investigation (black-orange
diamonds, abbreviations follow naming convention in Table 1). In addition to measurements,
blue plus signs in (b) indicate locations where model results are extracted for the wind speed
step change analysis in Sect. 4.2.2. The grey frames in (b) indicate the northern (light grey)
and southern (dark grey) region used for the spectral analysis of the vertical wind speed in
Sect. 4.1.

2.2 In-situ Measurements149

Wind speed and wind direction measurements from four offshore measuring sites150

(’Heimdal’, ’Sleipner-A’, ’Ekofisk’ and ’Fino 1’), and an atmospheric sounding from151

Shetland are used for assessing the atmospheric conditions and the comparison152

with model results. Wind speed and direction data from three offshore oil plat-153

forms, ’Heimdal’, ’Sleipner-A’, and ’Ekofisk’ were obtained from the Norwegian154

Meteorological Institute and are obtained from NORSK KLIMASERVICESEN-155

TER4. We use measurements from 10 m at all three locations, which are available156

as 20 minute averages every 20 minutes.157

’Fino 1’ provides a variety of meteorological and ocean observations at different158

measuring heights, but the wind speed and wind direction at 71 m are the focus159

of most of our study. The wind speed at 102 m is used for the comparison of160

wind speed step changes in Sect. 4.2.2. The ’Fino 1’ measurements are available161

as 10 minute statistics (mean and standard deviation) and are obtained from the162

Federal Maritime and Hydrographic Agency (BSH) FINO data base5. The air163

temperature (at 34 m) and sea surface temperature (SST) were used to study the164

air-sea temperature difference during the cold air outbreak, which has been shown165

to be relevant for the formation of OCC structures (e.g. Agee et al., 1973; Bakan166

and Schwarz, 1992).167

The ’Lerwick’ sounding from Shetland (station ID 03005) from 16 December168

2010, 1200 UTC is used to investigate the vertical profile to understand the large-169

scale meteorological conditions and validate the MPAS results. The sounding data170

was obtained from the University of Wyoming sounding data archive6. The sound-171

4 https://seklima.met.no/observations/ (last accessed: Sep. 2019)
5 http://fino.bsh.de (last accessed: July 2019)
6 http://weather.uwyo.edu/upperair/europe.html (last accessed: Nov. 2019)
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ings at station 03005 are available twice a day at 1200 UTC and 0000 UTC up to172

a pressure level of 100 hPa.173

Table 1 summarises the point measurements together with coordinates, data174

type and their availability rate while Fig. 2b shows their locations (black-orange175

diamonds).176

Table 1 Name, data type, geographic location and extracted observations from the different
point sources. Sites are sorted from north to south. The abbreviations in brackets correspond
to the naming in Fig. 2b. For time series data, measuring heights and data coverage of the
individual parameters are given in brackets. Data coverage is stated only if it is not 100%
within the period of interest.

Name (Abbreviation) Data type Location
Observations

Availability
(height, data coverage)

Lerwick, 03005 (LW )
Vertical
profile

60.13◦N
1.18◦W

Td,
0000 UTC,
1200 UTC

T,
WS

Heimdal (He)
Time
series

59.5742◦N
2.2273◦E

WS (10 m),
20 min

WD (10 m)

Sleipner-A (Sl)
Time
series

58.3711◦N
1.9091◦E

WS (10 m),
20 min

WD (10 m)

Ekofisk (Ek)
Time
series

56.5453◦N
3.2149◦E

WS (10 m, 98.1%),
20 min

WD (10 m, 98.1%)

Fino 1 (F1)
Time
series

54.0149◦N
6.5876◦E

WS (71 m and 102 m),

10 min†
WD (71 m, 95.4%),
SST (surface),
T (34 m)

WS: Wind speed; WD: Wind direction
T: Temperature; Td: Dew point temperature; SST: Sea surface temperature
† SST available every 30 min
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3 Methods177

3.1 MPAS Model Setup178

The atmospheric component of the non-hydrostatic global circulation Model for179

Prediction Across Scales (MPAS-A, Version 7.0) is used. The discretisation of the180

globe is based on an unstructured spherical centroidal Voronoi tessellation (Du181

et al., 1999, 2003). This allows both quasi-uniform discretisation and meshes with182

local refinement regions that provide a gradual transition to smaller scales. The183

transition is described through a density function that specifies regions of higher184

and lower resolution (Ju et al., 2011). This is one major difference to traditional185

one-way or two-way nesting techniques.186

The mesh used in this investigation has a horizontal mesh cell spacing of around187

55 km over most of the globe, with a local refinement region centred over the North188

Sea that has average cell centre distances of approximately 2 km (see Fig. 3a). In189

total, the mesh consists of a bit more than 9×105 cells. To illustrate the nature190

of the varying spatial horizontal scales of the mesh, Fig. 3b shows a histogram of191

cell centre distances extracted within the focus area depicted in Fig. 2a. MPAS’s192

vertical discretisation follows a generalised hybrid coordinate system in height-193

based coordinates as described in Klemp (2011). Fifty-five vertical levels and a194

model top of 30 km are used. Only the lowest 18 model levels (up to approximately195

3 km) were saved, to accommodate a relatively high model output frequency of 10196

minutes (storage constraints).197

The total model integration time is 24 hours from 16 December 2010, 0000 UTC198

to 17 December 2010, 0000 UTC, which covers the episode of open cellular con-199

vection in the North Sea area described in Sect. 2.1. The model integration time200

step is 10 s. Initial conditions come from the Climate Forecast System Reanaly-201

sis (CFSR) 6-h forecast product (Saha et al., 2010) with a horizontal resolution202

of 0.5 degrees. Sea surface temperature and sea ice are updated every six hours203

and are from the same source, but with higher horizontal resolution (approx. 0.3204

degrees). The model physics follow the ’convection permitting’ suite which is sum-205

marised in Table 2. The suite contains the scale-aware Grell-Freitas scheme (Grell206

and Freitas, 2014) which acts as deep convection scheme on regions with coarse207

cell spacing (above approximately 20 km), while it effectively reduces itself to a208

shallow convection scheme for decreasing cell spacings below approximately 6 km209

(Fowler et al., 2016; Skamarock et al., 2018). The modelled wind speed time series210

at ’Heimdal’, ’Sleipner-A’, ’Ekofisk’ and ’Fino 1’ in the early stages of the simu-211

lation were used to estimate the model spin-up time needed for the OCC related212

wind speed fluctuations. Wind speed variability comparable to the point measure-213

ments emerge in the modelled time series after around six hours (not shown) at214

10 m (’Heimdal’, ’Sleipner-A’, ’Ekofisk’) and 71 m (’Fino 1’). This suggests a min-215

imum model spin-up time of six hours for this event. The spin-up time is removed216

from the analysis and the remaining 18 hours will be used for the analysis (further217

referred to also as period of interest).218



Investigation of OCC using MPAS 9

(a) (b)

Fig. 3 (a) Approximate MPAS grid cell centre distances based on the average distance between
a cell centre to its neighbours within the refinement region. The pink curve indicates the line
of approximately 3 km horizontal MPAS grid cell spacing. (b) Histogram of MPAS grid cell
centre distances determined at MPAS mesh cell edges within the focus area depicted in Fig. 2a.

Table 2 Summary of the physics schemes in MPAS that are part of the ’convection permitting’
physics suite. Used abbreviations: MYNN: Mellor–Yamada–Nakanishi–Niino, RRTMG: Rapid
Radiative Transfer Model for General Circulation Models.

Parameterisation Scheme References

Cumulus
Scale-aware

Grell and Freitas (2014)
Grell-Freitas

Microphysics
Thompson

Thompson et al. (2008)
non-aerosol aware

Land surface Noah Niu et al. (2011), Yang et al. (2011)

Boundary &
MYNN Nakanishi and Niino (2009)

surface layer

Long-/shortwave
radiation

RRTMG Iacono et al. (2008)

3.2 Spatial Power Spectrum Analysis from SAR and MPAS219

For the spatial power spectrum analysis of the horizontal wind speed, data within a220

focus area dominated by OCC (see Fig. 2a, black frame) is examined. The area was221

chosen in such a way that it (1) includes only areas over water and (2) is located222

far enough from the border region of the SAR scanning region. This selection223

minimises the inclusion of fluctuations which are not associated with the OCC224

structures (e.g. influence of topography). The selection of the focus region contains225

387 × 1407 grid points, with data points available every 500 metre. A visual226

inspection of the wind speed distribution and limits based on the interquartile227

range are used to classify outliers in the data. Based on this, wind speeds above228

27.3 m s−1 are declared as outliers and removed. As a first step, each of the 387229

data columns are independently detrended by subtracting a linear least-squares fit230

from the original data within each column. Afterwards, a one-dimensional discrete231

Fourier transformation for each of the 387 data columns is performed, whereby232

only data columns with less than 2% missing data are considered. Below that233
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threshold, data gaps are filled via linear interpolation from their neighbouring234

points. Subsequently, the individual spectra are averaged and a log-smoothing235

algorithm with 25 points per decade is applied to the averaged spectrum to reduce236

the noise in the higher frequencies. Then, the final power spectrum is obtained.237

To apply the same procedure to the MPAS model results, an interpolation from238

the native unstructured grid of MPAS to a regular grid with constant spacing is239

needed. For this purpose, the MPAS model output closest to the timestamp of the240

SAR data (16 December 2010, 1020 UTC) is interpolated to the regular SAR grid241

via linear barycentric interpolation using the Earth System Modeling Framework7
242

(ESMF, Hill et al. (2004), Version 6.3.0r). Afterwards, points within the focus243

area are extracted and the same method is applied to the regridded MPAS model244

output.245

For the spatial spectral analysis of the vertical wind speed in Sect. 4.1, modelled246

vertical wind speeds at the sixth model level (approx. 476 m above sea level) are247

linear barycentric interpolated via the ESMF routine to two regular grids with248

constant grid spacing that cover different geographical areas of the North Sea249

(Fig. 2b, grey domains). Each grid consists of 151 × 151 points with horizontal250

grid spacing of 2 km. To obtain the spatial power spectrum, spatial wind speed251

data on each of the 151 data columns with south-west/north-east orientation are252

linearly detrended and a one-dimensional Fourier transformation is applied. The253

obtained spectra are averaged over all 151 data columns with subsequent log-254

smoothing as described in the previous paragraph. This procedure is performed255

for each model time step between 16 December 2010, 1300 UTC and the end of256

the simulation, between which both domains are fully covered by OCC structures,257

and the obtained power spectra are averaged in time. The resulting average power258

spectrum builds the foundation of the spectral comparison of the vertical wind259

speed mentioned in Sect. 4.1.260

3.3 Filtering of Wind Speed Time Series261

In order to highlight the effects of OCC on wind variability, wind speed time series262

are filtered by means of two filters (F1 and F2) which are applied as follows: To263

remove the large-scale effects (low frequency contributions) from the fluctuations264

attributed to the open cells, all time series (modelled and measured) are high-265

pass filtered with a 6th-order butterworth filter (F1, backward-forward) with a266

cut-off frequency equivalent to a cycle duration of 3 h (corresponding to 1/(3 h)267

or 9.26 × 10−5 Hz). The cycle duration was chosen because it provides a good268

balance between the inclusion of OCC related mesoscale variability and exclusion269

of large-scale effects on the variability and is further elaborated in Sect. 5. Similar270

filtering methods have been applied in Davy et al. (2010) who use band-pass filters271

as a first step in their calculation of a ”variability index” and in Mehrens and von272

Bremen (2016), who use a Fast Fourier Transformation filter to isolate wind speed273

fluctuations within certain time scales. In addition to that, an attempt to account274

for the differences in sampling rate between the model and the data obtained at275

’Heimdal’, ’Sleipner-A’ and ’Ekofisk’ was made by applying an additional low-pass276

filter (F2) to the modelled time series with a cut-off frequency equivalent to a277

7 https://www.earthsystemcog.org/projects/esmf/ (last accessed: May 2020)
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cycle duration of 40 minutes (corresponding to 1/(40 min) or 41.67 × 10−5 Hz) at278

those locations. This is equivalent to the Nyquist frequency corresponding to the279

sampling rate at ’Heimdal’, ’Sleipner-A’ and ’Ekofisk’. The resulting filtered time280

series build the foundation for the temporal wind speed analysis in Sect. 4.2.1.281

3.4 Determination of 10-minute Wind Speed Step Changes282

Ten-minute wind speed step changes ∆Vabs,step are defined as the difference in283

wind speed magnitude between two consecutive measurements or model outputs284

at a given 10-minute time step t and its successor t+ 1 (Equ. 1).285

∆Vabs,step(t) = Vabs,step(t+ 1)− Vabs,step(t) (1)

To emphasise the OCC impact, modelled wind speed time series are extracted286

at 12 randomly selected sites with six locations representing OCC affected sites287

and six locations representing OCC free sites. The classification was made based288

on a visual inspection of the time series of the horizontal and vertical wind fields.289

The exact positions of the 12 sites are marked in Fig. 2b, with OCC affected sites in290

light blue and OCC free sites in dark blue. For each location, the wind speed time291

series at 100 m is obtained by linear interpolation from surrounding vertical model292

levels and extracted. After the removal of the spin-up time, the 10-minute wind293

speed step changes are calculated following Equ. 1 and the cumulative relative294

occurrences for the wind speed step change analysis in Sect. 4.2.2 are determined.295

4 Results296

4.1 Assessment of Open Cellular Structures in Measurements and Model297

In order to evaluate the MPAS model capacities in simulating the OCC episode,298

model results are compared with observations and relations from the literature.299

While the performance regarding the representation of the wind speed is especially300

crucial for the wind variability analysis, a qualitative assessment of the atmospheric301

background conditions driving the open cells is needed as well. For this purpose, the302

horizontal and vertical wind speed, but also the near surface air-sea temperature303

difference, and vertical profiles of dew point temperature, absolute temperature304

and wind speed are investigated.305

Fig. 4a,b shows a snapshot (16 December 2010, 1240 UTC) of MPAS modelled306

vertical velocity at model level 3, which is located around 106 m above sea level.307

Since the focus lies on the open cells over the sea, values located over land points308

are omitted. The structure of the modelled vertical velocity shows the character-309

istic narrow updraft regions (cell borders) and broader downdraft regions (cell310

centres) described in e.g. Atkinson and Zhang (1996) and Feingold et al. (2015).311

The structures tend to be smaller in the north (e.g. around ’Heimdal’), becoming312

larger towards the south (downstream direction). This was further investigated by313

comparing the spatial power spectrum of the modelled vertical wind speed over314

an area in the northern North Sea with the spectrum over an area in the south-315

ern North Sea (cf. methodology described in Sect. 3.2). The normalised spatial316

power spectrum obtained from the southern North Sea area shows a higher share317
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(a) (b)

(c) (d)

Fig. 4 (a) Vertical velocity over water points at model level 3 (106 m). (b) Zoomed version of
(a) around ’Heimdal’, ’Sleipner-A’ and ’Ekofisk’. (c) Horizontal wind speed over water points
at 10 m. (d) Zoomed version of (c) around ’Heimdal’, ’Sleipner-A’ and ’Ekofisk’. All images
show the model output at 16 December 2010, 1240 UTC (snapshot). The geographic area
inside the purple lines in (a) and (c) is depicted in (b) and (d), respectively. For orientation
purposes, the pink curves in (a) and (c) show the line of approximately 3 km horizontal cell
spacing from Fig. 3a.

of larger wavelengths compared to the spectrum obtained in the northern North318

Sea (not shown) which suggests the presence of larger cell sizes in the south. This319

also agrees with the observed trend of increasing cell diameters towards lower lati-320

tudes in Bakan and Schwarz (1992). Similar structures are visible in the horizontal321

wind speed at 10 m (Fig. 4c,d) which emphasises the spatial variation of the hor-322

izontal wind speed associated with the OCC structures. Visual comparison of the323

NOAA 19 cloud picture from 16 December 2010, 1244 UTC (Fig. 1b) with closest324

model output (16 December 2010, 1240 UTC) shows similarities with respect to325

the overall pattern and cell size distributions (Fig. 4a). In the north/north-west of326

the Faroe Islands, the cloud image suggests the presence of OCC structures, while327

MPAS does not show signs of open cell structures in that region. This could be328

attributed to the gradual refinement region of MPAS (cf. Fig. 3a), which is further329

discussed in Sect. 5.330

To obtain insight into the vertical structure of the atmosphere, model results331

from the closest data point to the Lerwick sounding station are compared with the332

sounding observations (Figure 5). Strong agreement with observations is seen for333

both temperature and wind speed in the vertical profiles. A local peak in high wind334

speed at around 850 hPa is visible (Fig. 5b) and a closer look at the time series of335

the modelled horizontal wind speed at 850 hPa centred around 16 December 2010,336
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(a) (b)

Fig. 5 Comparison between sounding data (black) and modelled vertical profiles (blue) at
station 03005 (16 December 2010, 1200 UTC): (a) dew point (dashed line) and absolute tem-
perature (solid line) and (b) wind speed.

1200 UTC suggests that the peak is associated with a passing OCC structure at337

measuring time. The peak is well captured by the model. Reduced moisture in338

the model between 850 hPa and 650 hPa is observed, with a deficit of up to -6◦C339

in the dew-point near 750 hPa. However, the modelled profiles 10 minutes before340

and after 16 December 2010, 1200 UTC do not show this extreme deviation and341

vertical cross-sections of the dew point temperature parallel to the flow direction342

(not shown) suggest that the moisture differences are likely related to temporal343

or spatial displaced cell features in the model. Nevertheless, the strong overall344

agreement supports confidence in the model results.345

For further assessment of the winds, the time series of the modelled wind346

speed and wind direction are compared with the 10 m measurements at the three347

oil platforms ’Heimdal’, ’Sleipner-A’ and ’Ekofisk’, and the 71 m measurements348

at the ’Fino 1’ mast (Fig. 6). Although the model results were limited to the349

period after the initialisation of the OCC event, measurements before and after350

the simulated period are included to provide additional understanding of the event.351

Since the dominant flow was from the north/north-west, 360-degrees was added352

to wind directions below 180-degrees to improve readability. This affects modelled353

wind directions at ’Heimdal’ and ’Sleipner-A’. From the later stages of the cold-air354

outbreak to the end of the simulated period, both the model and the measurements355

show wind speed fluctuations related to the presence of open cells. This presence356

is also supported by the air-sea temperature difference at ’Fino 1’ which remains357

highly negative until the end of the simulation period (not shown). The large-scale358

trend of decreasing wind speed is captured well by the model at all measuring359
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locations, as is the sharp wind direction shift at ’Fino 1’. On the synoptic scale,360

the passing of the frontal system (cf. Sect. 1) from north-west to south-east is361

clearly visible in the sudden change in wind direction between 15 December 2010,362

2300 UTC (’Heimdal’) and 16 December 2010, 1100 UTC (’Fino 1’). The associated363

large cold pool also explains the strong similarities in the large scale trend in both364

wind speed and wind direction at the four measuring locations, even though the365

sites are several hundreds of kilometres apart. A one-hour time lag is seen between366

the observed and modelled wind direction change at ’Fino 1’, whereby the model367

determines the wind direction change earlier. After the frontal system passes the368

region, the wind direction shows higher fluctuations compared to the earlier period369

(see Fig. 6, right column) with higher uncertainties at ’Fino 1’ when the wind speed370

falls below 5-6 m s−1 close to the end of the simulation period after around 16371

December 2010, 2300 UTC.372
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(a) (b)

(c) (d)

(e) (f)

(g) (h)

Fig. 6 Comparison of modelled (blue) and observed (black) measures: (a) wind speed at
’Heimdal’, (b) wind direction at ’Heimdal’, (c) wind speed at ’Sleipner-A’, (d) wind direction
at ’Sleipner-A’, (e) wind speed at ’Ekofisk’, (f) wind direction at ’Ekofisk’, (g) wind speed at
’Fino 1’, (h) wind direction at ’Fino 1’. Measuring heights are 10 m (a-f) and 71 m (g-h).
The grey bars in (g), (h) represent the 10-minute mean plus/minus one 10-minute standard
deviation.
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4.2 Impact of OCC on Wind Speed Fluctuations in Time Domain373

In addition to the general trend in the mean wind speed, which was captured374

reasonably well by the model (cf. Fig. 6), wind variability due to the open cel-375

lular structures is investigated in this section. This variability is highly apparent376

in the fluctuations in the time series in Fig. 6. Two measures are chosen to char-377

acterise the wind variability in the time domain, namely the standard deviation378

(Sect. 4.2.1) and the 10-minute wind speed step change (Sect. 4.2.2), that is the379

difference between consecutive modelled or measured wind speeds with a time380

difference of 10-minutes.381

4.2.1 Impact Of Open Cells on Standard Deviation of Filtered Time Series382

After filtering the wind speed time series following the methodology described in383

Sect.3.3, the standard deviation of modelled and measured wind speed are calcu-384

lated within the period of interest (overlapping period between measurements and385

model without spin-up, 16 December 2010, 0600 UTC to 16 December 2010, 2350386

UTC, see also Fig. 6) and used as a measure for the wind speed variability in the387

relevant scales. The results are given in Table 3. With the exception of ’Sleipner-A’,388

the model and measurements agree well regarding the standard derivation of the389

wind speed. The absolute value of relative differences is contained within 0.1 m s−1
390

(< 10%) when the effects due to the different sampling rates by additional low-391

pass filtering are considered. The large deviation at ’Sleipner-A’ originates from392

the poor estimation of the standard deviation in the modelled time series at that393

location. Its value is overall significantly lower compared to the observations and394

model results from the three other locations. A closer look at the response of the395

modelled time series at ’Sleipner-A’ to different cut-off frequencies of the low-pass396

filter F2 between 1/(40 min) and 1/(20 min) revealed that this is partly related397

to an over-proportional share of very high frequencies in the modelled time series398

between 1/(40 min) and 1/(20 min) on the total variance. This is not seen to399

the same extend at ’Heimdal’ and ’Ekofisk’ (not shown). The currently applied400

low-pass filter with cut-off frequency of 1/(40 min) removes a large part of those401

contributions and decreases the modelled total standard deviation at ’Sleipner-A’402

significantly compared to the unfiltered case (bracketed values for σmod in Table403

3). However, the overall modelled standard deviation at ’Sleipner-A’ still remains404

relatively low compared to ’Heimdal’ and ’Ekofisk’ even after omitting low-pass405

filtering. This indicates a more systematic underestimation of the wind speed vari-406

ability by the model at that location.407
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Table 3 Standard deviations of the filtered measured (σobs) and modelled (σmod) wind speed
obtained from values within the period of interest (16 December 2010, 0600 UTC to 16 Decem-
ber 2010, 2350 UTC). The numbers in brackets show the results without additional low-pass
filtering of the model results (i.e. deactivated F2) at ’Heimdal’, ’Sleipner-A’ and ’Ekofisk’.

Location σobs [m s−1] σmod [m s−1] σmod - σobs [m s−1] σmod−σobs
σobs

[%]

’Heimdal’∗ 1.31 1.38 (1.76) 0.07 (0.45) 5 (34)
’Sleipner-A’∗ 1.39 1.07 (1.65) -0.32 (0.26) -23 (19)
’Ekofisk’∗ 1.30 1.26 (1.73) -0.04 (0.43) - 3 (33)
’Fino 1’† 1.17 1.26 0.09 8
∗ evaluated at 10 m
† evaluated at 71 m

4.2.2 Impact of Open Cells on 10-minute Wind Speed Step Changes408

While the standard deviation describes the total variability, the analysis of wind409

speed step changes ∆Vabs,step is used to characterise the impact of open cells on410

magnitude changes at the time scale of 10 minutes. The simulated wind speed step411

changes are extracted and processed as described in Sect. 3.4. They are compared412

with 10-minute wind speed step changes obtained from Mehrens et al. (2016),413

which come from a long-term mesoscale simulation over the southern North Sea414

covering the years 2000-2013 (see Mehrens et al. (2016) for further details). Sim-415

ulation results are available from model level around 100 m. Due to the relatively416

long simulation period, Mehrens et al. (2016)’s data set provides a good approxi-417

mation of mean climatological wind speed step changes for this area. Wind speed418

step changes were also calculated at ’Fino 1’ for the period of OCC presence (16419

December 2010, 1300 UTC to 16 December 2010, 2350 UTC) from the wind speed420

time series available closest to 100 m, that is 102 m. Results are summarised in421

Fig. 7a. It can be observed that the presence of OCC has large influence on the422

expected 10-minute wind speed step changes while the cumulative occurrences of423

sites that are not affected by OCC are in agreement with the climatologically ex-424

pected wind speed step changes. Sites with OCC conditions show a much flatter425

cumulative occurrence function, with higher shares of both positive and negative426

wind speed step changes. There is spread between results from different sites in427

the same category, as expected, but the general trend shows that moderate to high428

step changes of Vabs,step with absolute values above to 5 m s−1 are observed more429

often at OCC affected sites than sites which are not affected by OCC. The mea-430

surements at ’Fino 1’ indicate a slightly steeper curve compared to OCC affected431

sites, which is caused by the lower mean wind speed at ’Fino 1’ (V̄ = 9.7 m s−1)432

compared to the other OCC affected sites shown in Fig. 2b (V̄ between 15.0 m s−1
433

and 19.5 m s−1). If modelled and measured wind speed step changes are normalised434

with the local mean wind speed, the behaviour at ’Fino 1’ agrees well with the435

modelled trend at the other OCC affected locations (Fig. 7b). The comparison436

shows that the climatological representation of wind speed step changes is not437

valid under OCC conditions and highlights that OCC conditions will result in438

much larger changes in the wind speed every 10 minutes than what would be439

expected during average weather conditions.440
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(a)

(b)

Fig. 7 Cumulative occurrence of (a) absolute 10-minute wind speed step changes ∆Vabs,step
and (b) 10-minute wind speed step changes normalised by the local mean wind speed. Light
blue: MPAS output from locations affected by OCC, dark blue: MPAS output from locations
unaffected by OCC. The exact positions of the six OCC affected and six OCC unaffected sites
are marked in Fig. 2b. Orange: long-term average cumulative occurrence, reconstructed from
cumulative sum of the relative occurrences provided in Mehrens et al. (2016), their Fig. 6, black:
’Fino 1’ measurements (102 m). Note: Mehrens et al. (2016)’s data could not be normalised
due to missing local mean wind speed information.

4.3 Wind fluctuations in Spatial Spectral Space441

To determine the impact of the OCC on the spatial variability of the wind, a442

spatial power spectral analysis is performed. The spatial power spectrum provides443

a useful tool to relate wind speed fluctuations to the spatial length scales they444

are associated with. The spatial power spectrum for SAR and MPAS is calculated445

following the methodology described in Sect. 3.2. Figure 8 depicts the spatial power446

spectra of the 10 m wind speed obtained from SAR and MPAS in comparison with447

the measured mean climatological wind speed power spectra from Nastrom and448

Gage (1985). It can be seen that the wind speed power spectrum increases under449
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OCC conditions, when compared to the Nastrom and Gage (1985) spectrum, for450

both measured and modelled spectra. The increased magnitude for wavelengths451

below approximately 100 km can be connected to the various sizes of open cellular452

structures seen in the cloud picture (Fig. 1b) and in the modelled vertical and453

horizontal velocity fields (Fig. 4). The affected scales indicate cell sizes that are454

slightly larger than those observed in Bakan and Schwarz (1992). The magnitude of455

the spectrum for very large wavelengths (greater than approximately 150-200 km)456

has higher uncertainty due to the limited domain size used for the Fourier analysis457

of the SAR and model data. Quantitatively strong conclusions cannot be made458

in this range. At smaller wavelengths, the modelled spectra exhibits a sudden459

decrease in magnitude for wavelengths below approximately 15 km to 20 km, in460

contrast to the SAR spectra, due to the effective resolution of the numerical model.461

The effective resolution of MPAS is approximately 6∆x (Skamarock et al., 2014),462

where ∆x is the representative length scale for the minimum cell centre distance.463

Looking at the distribution of grid cell centre distances within the focus area for464

the spectral analysis (Fig. 3b), a variety of cell centre distances are present which465

makes it difficult to sharply define one representative cell centre distance length466

scale for the analysed region. Based on the range of cell centre distances given in467

Fig. 3b and the estimator of 6∆x, the effective resolution is on the order of 11.5 km468

to 15 km, which is only slightly smaller than the observed drop in the wind speed469

power spectrum. In general, the impact of OCC on the spatial power spectra470

seen here is consistent with observations in Larsén et al. (2017b), which used471

the regional Coupled-Ocean-Atmosphere-Wave-Sediment Transport (COAWST)472

modelling system to investigate an open cell event during 2006’s Storm Britta.473

The decent agreement of the model with the SAR data shows the capability of474

MPAS to represent the impact of the open cells on the spatial power spectrum for475

wavelengths larger than the effective resolution.476
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Fig. 8 Spatial power spectra of 10 m wind speed from SAR image (black) and MPAS (blue)
during presence of OCC in comparison with the climatological aircraft measurements from
Nastrom and Gage (1985) (grey, linear fit is reconstructed from their Fig. 3).

5 Discussion477

Within the scope of this investigation, an episode of open cellular convection,478

associated with a cold-air outbreak, is investigated based on a simulation with the479

global Model for Prediction Across Scales (MPAS) and a variety of observations.480

The combination and inter-comparison of point measurements, satellite images,481

and model results is beneficial for two main reasons. First, it provides a more482

complete picture of the impacts of OCC conditions with respect to wind energy483

related parameters. Second, it also makes it possible to frame the capabilities and484

limitations of simulating OCC conditions using MPAS with a mesh that includes485

regional refinement down to 2 km grid spacing.486

The results show that MPAS is able to capture the significant effects of OCC487

on several wind energy relevant parameters over a variety of temporal and spatial488

scales to a high degree. This includes the overall satisfactory representation of the489

OCC associated higher temporal and spatial fluctuations in the horizontal wind490

speed (cf. Fig. 6, Fig. 4c,d), the increased 10-minute wind speed step changes (cf.491

Fig. 7) and the additional energy in the wind speed power spectrum (cf. Fig. 8)492

between 20 km and 100 km. These scales are larger than current offshore wind493

farm dimensions, which are on the order of 4-10 km (Borrmann et al., 2018).494

However, Göçmen et al. (in press 2020) found that the temporal fluctuations in-495

duced by the moving cells can be seen in increased power fluctuations in wind496
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farms as small as ’Horns Rev I’ (wind farm area of approx. 20 km2, Borrmann497

et al., 2018). This includes enhanced turbulence intensity inside the wind farm498

at temporal scales larger than two minutes (Göçmen et al., in press 2020). How-499

ever, those scales are beyond the limits of this investigation due to the model’s500

effective resolution, which causes reduced variability in smaller scales. In the cur-501

rent investigation, this was found to affect spatial scales between 15 and 20 km.502

While a further increase in horizontal cell spacing would move the effective res-503

olution to lower wavelengths, the additional benefits might not balance the large504

additional increase in computational expenses. The inter-comparison between the505

MPAS model and measurements also revealed some of its capabilities and limita-506

tions for modelling the frontal system and the OCC conditions. Within the model507

refinement region, modelled horizontal and vertical wind speed (cf. Fig. 4) show508

that the model is able to create cell patterns that resemble those seen in the cloud509

picture and the SAR image. A spin-up time of six hours was sufficient to build up510

smaller scales of the wind speed at the lower levels, when comparing with point511

measurements. The smooth transition region made it possible to introduce the512

larger-scale signals more gently, allowing smaller scales to gradually build up in513

the transition zone, while the atmospheric features propagate through the zone.514

This results in cells developing close to where the resolution is high enough for515

them to be generated. Limited area models with traditional nesting methods re-516

quire larger domains to allow space to spin up finer scale features to develop inside517

of the high resolution domain (Leduc and Laprise, 2009; Matte et al., 2017). This518

effect was observed for an OCC event in Vincent (2010), which found that the519

development of OCC features in the upstream part of the innermost domain is520

restricted due to the insufficient representation of the OCC structures in the par-521

ent domain. The characteristic OCC structures only appeared further inside the522

domain, after the finer domain built up the missing scales. In this study, a similar523

effect was only seen to the north of Shetland, which is located relatively far in524

the transition zone of the refinement region (average cell centre distances around525

3.5 km and above, Fig. 3a). While the reduced horizontal mesh cell spacing has526

an influence on the representation of the smaller-scales in this region due to the527

effective resolution, the relatively high horizontal wind speeds (cf. Fig. 4c) in the528

region might also play a role. The fast moving atmospheric structures will pass529

the transition zone relatively quickly and under the given design of the transition530

zone, the travel speed could be too quick for the model to build-up smaller scale531

structure in this region. This suggests that a wider refinement region or a shallower532

gradient in the horizontal mesh cell spacing between the coarse and fine regions533

of the mesh could have been beneficial in this region for this particular case.534

In the time domain, the investigation of the standard deviation in the wind535

speed time series (Table 3) showed that model and measurements agree reasonably536

well in three out of four investigated locations within the considered time scales.537

High-pass filters were used to minimise the impact of large-scale phenomena like538

the frontal system on the standard deviation. The chosen cut-off frequency, corre-539

sponding to a cycle duration of 3 h, can be associated with spatial scales of around540

150 km (assuming Taylor’s frozen hypothesis with a mean wind speed of around541

14 m s−1). This is larger than the characteristic scales of the open cells (Bakan542

and Schwarz, 1992) but smaller than scales associated with frontal systems (e.g.543

Orlanski, 1975), and therefore, provides a justifiable choice for a cycle duration544

threshold. This places its value between the lower cut-off frequency of the band-545
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pass filter of 1/(2 h) used in Davy et al. (2010) and 1/(6 h) used in the Fast Fourier546

Transform filter in Mehrens and von Bremen (2016). Naturally, the estimated ab-547

solute values of the standard deviations will have some dependency on the cut-off548

frequency and will be larger the more scales are included. An investigation of four549

other cut-off frequencies including 1/(2 h) as used in Davy et al. (2010), 1/(4 h),550

1/(5 h) and 1/(6 h) as used by Mehrens and von Bremen (2016) showed that the551

relative differences are not sensitive to the chosen cut-off frequency (not shown).552

Other impacts, like the effect of different sampling rates (10-minute for ’Fino 1’553

and model, 20-minute for ’Heimdal’, ’Sleipner-A’ and ’Ekofisk’) and data origin554

(instantaneous model output in comparison to averaged wind speeds) can only be555

estimated roughly. The introduction of a low-pass filter, to account for the different556

sampling rates between the model and measurement data, had the desired effect557

of bringing them to the same level for comparison. The modelled standard devia-558

tions decreased by around 0.4-0.5 m s−1 at ’Heimdal’ and ’Ekofisk’ to 0.6 m s−1
559

at ’Sleipner-A’ (cf. Table 3), when the filter was applied. This helped removing560

some of the higher frequency OCC variation that are averaged out during the561

20-minute averaging period of the observations. This is supported by the reason-562

able agreement between model and observed standard deviations at ’Fino 1’ (cf.563

Table 3), where the model output rate is identical to the measurement data avail-564

ability. Beyond the above discussed influences, both the model and observations565

naturally contain other sources of uncertainty which will affect the quantification566

of the wind speed fluctuations as well.567

6 Conclusion568

This study presents the investigation of a cold-air outbreak that generated an569

episode of open cellular convection (OCC) using MPAS with regional grid refine-570

ment. With its focus on OCC and the unique mesh design, with fine-scale hori-571

zontal mesh cell spacing down to 2 km, this is the first investigation of this kind in572

MPAS. An inter-comparison of model results and a variety of observations showed573

that MPAS is able to realistically simulate open cellular convective structures and574

associated wind speed fluctuations as seen in measurements and literature, given575

the boundaries set by the effective resolution. The realistic replication and fore-576

casting of OCC wind variability can help to improve estimations of wind power577

fluctuations of offshore wind farms with positive effects on wind farm operation578

and scheduling.579
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