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Preface

The first seed for this project was planted in 2007, at the European Organiza-
tion for Nuclear Research in Geneva. There, supervised by Samim Erhan and
Alexander Oh, I have witnessed physicists accelerating and colliding particles in
pursuit of fundamental knowledge. In the summer, we have been investigating
why the Run Control System [PGK+07] for the Compact Muon Solenoid (CMS)
Experiment [Pim90] would take a whole minute to initialize data acquisition.
Many lessons resonate with me over a decade later:

• Particle collisions offer far more insight than observing individual particles
at rest. High energy physics at CERN has so far seen investment exceeding
e10 billion.

• There is knowledge that can only be acquired at scale. The thirteen thou-
sand tons CMS detector records petabytes of data every second, but is
only one of five experiments for the Large Hadron Collider.

• At scale is where science becomes painfully dependent on big data engi-
neering. The principles of distributed systems engineering are still not
part of the nuclear physics curriculum.

• The best solutions require an inter-disciplinary approach above old bound-
aries. There have been 80 nationalities present on the campus in 2017. No
one questioned gender, race or neurodiversity, as if these paved the best
way forward.
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That summer, I have also received my first friend invite on Facebook, coming out
of the exclusive academic trial. It took another decade until the US Presidential
Elections in 2016, for both opportunities and threats of online social networks to
finally receive the necessary spotlight. Today social networks aggregate and di-
rect the attention of billions, directly exposing our wellbeing and the democratic
process itself. The value they can deliver appears underestimated as well, and
both physicists [Sco11, KMT19] and social scientists [CKK14, TBDH19] take
note. Twitter alone can deliver a high-luminosity beam of 700 million events
per day, known as the Firehose. Many of these events can be described as col-
lisions. The mechanisms behind these events are not new, the opportunity to
understand them is.

“Maps of social networks are based on the degree of connectivity
between people. It’s the same idea here.” (Jesse Thaler, 2019)

Raison d’être of this thesis, is pure stubborn optimism, primed by CERN. Be-
cause if physicists are right, then social scientists should also ask big questions,
for the social colliders are here to deliver the answers. If nuclear physics is po-
sitioned to explain the universe, then computational social science is positioned
to advance the human condition. The goal of this thesis is to motivate such
optimism with numbers, delivered above two old boundaries: the one dividing
industry and academia, and the one dividing engineering and science, as long
as I am standing on the shoulders of giants.

On 4 July 2012, the Run Control for the CMS detector facilitated the dis-
covery of the Higgs Boson. On 8 October 2013, Professor Higgs and Professor
Englert have been awarded the Nobel Prize in Physics.

Kongens Lyngby, 22-April-2020

Damian Konrad Kowalczyk



Summary

This project examines the dynamics of human attention, in the times where
so much of it is aggregated and commoditized by the online social networks.
The digital townhalls of Twitter, Facebook and Instagram track our collective
attention via an increasingly diverse set of engagement metrics. The first study,
proves it is possible to advance the state-of-the-art in virality prediction with-
out compromising on explainability, robustness or privacy compliance. The
approach combines content signal available at the time of posting, with high
accuracy ground-truth and sentiment analysis in 18 languages to achieve state-
of-the-art results on multiple benchmark datasets. The second study, questions
virality as the best predictor of social influence. We examine a diverse set of con-
tent engagement metrics from Twitter. Correlations discovered lead us to pro-
pose a new, more holistic, one-dimensional engagement signal. We then show it
is more predictable than any individual influence metric previously investigated.
We propose the ability to engage the audience as a new, more holistic target for
social influence maximization and share the compound engagement workflow to
ensure reproducibility. In the third study, we examine the transferability of the
proposed framework beyond Twitter. We address the problem of multi-modal
popularity prediction on Instagram. We use deep neural networks to advance
user-generated content representation. Through the ablation of transfer learn-
ing, we offer a detailed explanation of popularity dynamics. The models of
virality, engagement and popularity are the first to achieve strong ranking per-
formance in a robust and explainable way. The compound engagement model,
in particular, is the first to explain half of the variance with features available
early, and to offer strong ranking performance simultaneously. I deliver new
models of understanding, via scientific avenues and Microsoft cloud services.
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The era of big data offers significant advancements in data collection, storage
and analysis methods, creating new opportunities for researchers to achieve high
relevance and impact. Extracting knowledge from social big data, however, re-
mains extremely difficult. Much of the recent work is still plagued by anecdotal
evidence from short timeframe samples or black-box approaches, while the rele-
vant technology, data and knowledge appear siloed in separation. One ambition
of this Industrial PhD project is to rise above the divide between engineering and
science and prove the potential of a holistic approach. The proposed data col-
lection and analysis framework positioned this project among the largest studies
on social media to date. The proposed model operationalization framework en-
abled Microsoft customers to respond to pre-viral content, including support
request, before anyone else.



Dansk resume

Dette projekt undersøger dynamikken i den menneskelige opmærksomhed i en
tid, hvor så meget af den er samlet og kommercialiseret af de digitale hubs på
Twitter, Facebook og Instagram. Online sociale netværk sporer vores kollektive
opmærksomhed gennem stadig flere forskelligartede typer af engagementsmålin-
ger. Den første undersøgelse viser, at det er muligt at forbedre state-of-the-art
forudsigelser om hvordan indhold går viralt uden at gå på kompromis med for-
klarbarhed, robusthed eller overholdelse af privatlivets fred. Metoden kombine-
rer features, der er tidligt tilgængelige med en nøjagtig ground-truth og stem-
ningsanalyse på 18 sprog for at opnå avancerede resultater på flere benchmark-
datasæts. I den anden undersøgelse sætter vi spørgsmålstegn ved hvorvidt virali-
tet er den bedste indikator for social indflydelse. Vi undersøger et forskelligartet
sæt af indholdsengagementmålinger fra Twitter. De fundne korrelationer fører
til, at vi foreslår et nyt og mere holistisk og en-dimensionelt engagementssignal.
Vi viser derefter, at det er mere forudsigeligt end nogen tidligere undersøgt indi-
viduel indflydelsesparameter. Vi foreslår muligheden for at engagere publikum
som et nyt og mere holistisk mål for maksimal social indflydelse samt deler det
sammensatte engagements-workflow for at sikre reproducerbarhed. I den tredje
undersøgelse beviser vi, at de foreslåede rammer kan overføres ud over Twitter.
Vi løser problemet med multimodal popularitetsforudsigelse på Instagram. Vi
bruger dybe neurale netværk til at videreudvikle brugergenereret indholdsre-
præsentation. Gennem ablering af transferlearning fremlægger vi en detaljeret
forklaring på popularitetsdynamik. Modellerne for viralitet, engagement og po-
pularitet er de første, som opnår en stærk rankingperformance på en robust
og forklarlig måde. Særligt er den sammensatte engagementsmodel den første,
der forklarer halvdelen af variansen med features, der er tilgængelige tidligt, og
samtidig tilbyder en stærk rankingpræstation. Jeg leverer nye forståelsesmodel-
ler ved brug af videnskabelige metoder og Microsoft cloud-tjenester.
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Big Data-æraen giver betydelige fremskridt inden for dataindsamling, opbeva-
ring og analysemetoder, hvilket skaber nye muligheder for forskere til at opnå
høj relevans og virkning. Det er dog fortsat ekstremt vanskeligt at udtrække
viden fra sociale big data. Meget af det nylige arbejde er stadig plaget af anek-
dotisk dokumentation fra korte tidsrammeeksempler eller black-box-tilgange,
mens den relevante teknologi, data og viden fremstår adskilt. En af ambitio-
nerne med dette erhvervs-ph.d.-projekt er at hæve sig over adskillelsen mellem
ingeniørvidenskab og videnskab samt bevise potentialet i en helhedsorienteret
tilgang. Den foreslåede dataindsamlings- og analyse-ramme har placeret dette
projekt blandt de mest omfangsrige studier af sociale medier. Den foreslåede
operationelle model har gjort det muligt for Microsoft kunder at reagere på
præ-viralt indhold, inklusiv supportanmodning, før nogle andre.
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Chapter 1

Introduction

“Whoever treats of interest inevitably treats of attention.”
(The Principles of Psychology, William James)

1.1 The Attention Economy

It has been argued for centuries, that “in a free and open encounter” of ideas,
truth will prevail [Dze00, QFS+17]. John Milton’s argument was used by Oliver
Holmes, to propose the foundation of the free marketplace of ideas: the assump-
tion that the best test of truth is the power of an idea to get itself accepted in
the competition of the market. This assumption remains central in free speech
thought until today [HS15b]. The concept of a free marketplace of ideas has
since then been used to support free speech policy, modern economics, adoption
of online social platforms, and applied to the study of scientific research itself
[MGTW12, QFS+17]. [QFS+17] highlights two necessary elements of Holmes’s
theory for the success of the marketplace: the diversity of ideas to which peo-
ple are exposed and the discriminative power of the marketplace, which they
define as the ability to allow better ideas to become more popular. Online so-
cial networks (OSNs) are of increasing significance in the context of the free
marketplace of ideas, for the abundance and diversity of information.
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The digital townhalls of Twitter and Facebook show a significant impact on
the marketplace by broadening participation and facilitating the ever-increasing
flow and exchange of “ideas”, “posts”, or “memes”, among many other trans-
missible pieces of information [Daw76, QFS+17]. However, the discrimina-
tive power of the networks is questioned [QFS+17, VBZ+16, FVD+16]. In
fact the recent years of globalizing the marketplace of ideas appear to face a
thorough of disillusionment, as the OSNs far exceed the limits of our collec-
tive attention, becoming the preferred medium of communication for individ-
uals and organisations around the world [KL19, KH20]. Through networks
such as Twitter, Facebook and Instagram, users today are exposed to an un-
precedented volume of information, competing for their engagement. Human’s
cognitive constraints, however, limit our collective attention, and the number
of social interactions we can sustain, or the number of ideas we can consider
[GPV11, PBC12, QFS+17, LSMHL19]. These constraints give rise to the “at-
tention economy” [HKS71, Gol97, Fal07, CFM15, Ter12, Fra19, vK19, QFS+17].

Attention Economy “a system that revolves primarily around pay-
ing, receiving, and seeking what is most intrinsically limited and not
replaceable by anything else, namely the attention of other human
beings” (Michael Goldhaber, 2006)

In theories of the attention economy, attention is, first of all, a scarce resource.
The scarcity of attention, allows the Internet to become an economical medium
again, that is, a medium to which all the axioms of market economics can once
again be applied [Ter12]. As explained by [vK19], there are four core elements
to note in Franck’s new theory: the fundamental human desire for attention;
the parallel between attention and money, the self-reproducing character of at-
tention capital (due to preferential attachment) earning interest just as money
does; and the pervasive desire of everyone becoming a celebrity and a ‘brand’
within the new ‘mental capitalism’ [vK19, Fra99, Fra19].

The centrality of the notion of attention, stands in a radical contrast, to the cen-
trality of information in earlier theorisations of the economy of the Internet and
digital media [Gol06, Bar93, Kel99]. The latter still guides the industrial prac-
tice of the big data aggregators until today [MSC13, Jam11, GHTA18, FB13].

“In an earlier phase, new media economists stress the abundance of
information in the digital economy, to assert a new kind of economic
Darwinism, based on the capacities of a proliferating, connected life
to create the new. [. . . ] The bios of the attention economy, however
entails a continuity with the Darwinian dynamics of competition,
within the harsh constraints of natural scarcity which framed the
notion of the survival of the fittest.” (Terranova, 2012)
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The definition and measure of fitness, meanwhile, have evolved dramatically.
Today, the digital media form a system of channels supplying information in
order to extract attention, and our affluent society ranks income in attention
above financial success, as argued by Franck 20 years later [Fra19]. Conse-
quently, social influence is now built on attention capital and measured as the
ability of an author to spread information in their networks [PAP+13, EMR+19].

Over recent years, the attempts to capitalise attention have gone far [Wu17].
Platforms like Facebook and Twitter, offer an unparalleled opportunity for in-
fluence analysis and maximisation, impacting public opinion, culture, policy,
and commerce [DB01]. The abstract quality of attention, aggregated by plat-
forms like Facebook, Twitter and Instagram, combined with automated forms
of measurement (via ‘likes’, ‘comments’, ‘views’, ‘followers’ or ‘retweets’ of user-
generated content) have opened our collective attention to marketization and
financialization [Ter12]. The market capitalisation of the resulting industry,
based on aggregating, predicting and directing users attention, is now measured
in trillions of dollars.

The unprecedented amount of attention aggregated by OSNs comes under in-
tense criticism in the recent years [Bue16, Wu17, Bey19, BJ19], as billions are
now exposed to low-quality content and questionable influence [QFS+17, KH20].
Our behavioural mechanisms to cope with information exceeding our limited at-
tention, make these information markets less meritocratic and diverse, increas-
ing the spread of misinformation [NR10, VBZ+16] and making us vulnerable
to manipulation [FVD+16, RCM+11, SRN+18a]. Automatic recommendation
algorithms may cluster people into a few homogeneous factions [Axe97], often
called “echo chambers” [Sun14] or “filter bubbles” [Par11]. The abundance of
anecdotal evidence of hoaxes, conspiracy theories, and fake news in online social
media renders massive digital misinformation among the top global risks for our
society today [WJC+15].

To introduce this project through the lens of limitless possibilities of the digital
age and abundant prior attempts to materialise it, would be shortsighted if not
naive. The scarcity of attention and asymmetry of access define this project
from day one. In the world where the struggle for attention replaces the strug-
gle for material goods, understanding the dynamics of attention in the online
markets of ideas becomes more important than ever.
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1.2 The Dynamics of Attention

In the times where social influence is built on attention capital [EMR+19, Fra19],
the amount of attention received by the user-generated content (UGC) becomes
predictive of her influence. Online Social Networks measure this attention via
an increasingly diverse set of UGC engagement metrics. Some of them remain in
the focus of high activity in the field until today. This section offers a summary
of prior attempts to understand and predict them.

“The role of the social and professional networks in the spread and
acceptance of innovations, knowledge, business practices, products,
behaviour, rumours, and memes, is a much-studied problem in social
sciences, marketing and economics. Online environments like Twit-
ter offer an unprecedented opportunity to track such phenomena.
Consequently, a staggering number of studies focus on social spread-
ing, asking, for example, why can some messages reach millions of
individuals, while others struggle to get noticed.”

(Albert-László Barabási, 2016)

1.2.1 User Generated Content Virality

Extant work on influence analysis focuses on homogeneous information networks
and attributes the greatest influence to authors triggering the largest diffusion
cascades [Fra19, KH20]. On Twitter, the size of these cascades is measured by
the retweet count. This metric is often assumed as a measure of a tweet’s pop-
ularity, or more precisely virality, and since [PAP+13] considered as the best
predictor of UGC influence.
[TLP14] show that carefully crafted wording of the message could help propagate
the tweets better, however, the 140-character constraint imposed by Twitter,
makes it difficult to identify and extract predictive features [COM13], challeng-
ing text-based popularity prediction. However, there is much more to Twitter’s
UGC than the caption. [IKT12, WBF18] demonstrate the much higher per-
formance of network-oriented features (e.g., number of followers) in predicting
image popularity on Twitter. [PAP+13, KLPM10, CHBG10] demonstrate rela-
tionships between the user’s follower count and their influence on information
spreading in the network. Ranking users by the count of followers is found
to perform similarly to PageRank [KLPM10]. [PAP+13, COM13] note retweet
count follows a power law, and model the probability to be retweeted after
log transformation. [PDB13] predicts a range of the logarithm of expected
retweets, via Random Forest classification. He shows the predictive value of
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user features (e.g., count of followers), network features, and the popularity of
hashtags included. [BT16] provide a comparison of learning methods and fea-
tures for virality prediction. They show Random Forests to achieve the best
performance in the binary classification of virality and highlight the value of
author features again: number of followers, the number of times a user is listed
by others, and the average number of tweets posted per day. [NPPZ18] employs
recursive partitioning trees to achieve 0.682 classification accuracy on a large
topical dataset, however using features unavailable early (favourites count) or
not available anymore (local publication time, discontinued by Twitter in 2019),
challenging both scalability and reproducibility. [HAN+11] investigated the fea-
tures of tweets contributing to retweetability and are the first to explore the
effect of negative sentiment on the diffusion of news on Twitter.
Substantial gains in predictive performance are seen after including network
features calculated from the content graph formed by retweets, or the relation-
ship graph formed by friendship. In order to deliver such signal, the document
level subgraphs are often built via real-time monitoring of the diffusion process
[KL19]. [ZHvGS10] predicted the popularity of a tweet via time-series path of
its retweets using a Bayesian probabilistic model. [WBF18] uses a precondi-
tioned recurrent neural network to model the temporal diffusion and shows a
ranking performance of 0.366 on benchmark datasets. [ASH13] used temporal
evolution patterns to predict the popularity of online UGC. [ZEH+15] model
the retweeting cascades as a self-exciting point process. [FDS16] shows it’s pos-
sible to boost predictive accuracy after determining the topics of interest of the
author based on his past tweets. [PZP+11] studied retweet network propagation
trends using conditional random fields, demonstrating gains in accuracy when
considering social relationships and retweet history together. However, access
to subgraphs on the author or even document level is strictly rate-limited by so-
cial networks [KL19]. Therefore leveraging tweet’s early performance, author’s
relationships, preferences or retweet history is prohibitive for a scalable, near
real-time prediction on a single tweet [KL19].

1.2.2 Multimodal Popularity Prediction

The complexity and urgency of UGC popularity prediction continue inspiring
high activity in the field. Researchers around the world move to deep multi-
modal UGC representation in attempts to advance state-of-the-art. Their atten-
tion and analytic workload shifts to building the best UGC representation ahead
of predictive analysis. This multimodal representation is now based on all UGC
modalities at hand, such as metadata, user information, text (UGC caption) and
visual attachments. The various attempts at extracting relevant features from
image attachments, in particular, benefit greatly from the high activity in the
field of computer vision. Deep Neural Network (DNN) architectures continue
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advancing variety of relevant tasks: image classification [TL19a, SVZ13, RW17,
CMS12], object detection [RF18, CFFV16, ESTA14, STE13] or image segmenta-
tion [Bto. . . 17, BLSA17, CPK+14, HDWF+17]. Recurrent and otherwise Deep
Neural Networks consequently advance feature extraction from high-dimensional
unstructured image attachments (mandatory on Instagram). There have been
at least five contributions in UGC popularity prediction, to benefit from DNNs
in last October alone [CLZ+19, DMW19, DWW19, HHWY19, HLK+19]. These
advancements regularly come at the cost of scalability or generalizability. Early
works show promising results using the visual modality. [CMS15] shows per-
formance boost using only visual features extracted from a single pre-trained
DNN, which already motivates, including visual modality as a predictor of UGC
popularity. The experiments of [KDH14] show how simple image statistics do
not improve the performance, but that both low-level features (e.g., gist, tex-
ture, colour patches, gradient or DNN embeddings) combined with semantic
features, e.g., describing the detected objects, lead to significant performance
gains. [KDH14] concludes that detecting scenes, objects and faces are relevant
for predicting image popularity. [MMJ14] consider colour features, scene classifi-
cation, face detection together. [CAD+14] use temporal and structural features
to predict the size of diffusion cascade for an image on Facebook. [MMJ14]
used textual, visual and social cues to predict the image popularity on Flickr.
[WBF18] proposed a joint-embedding DNN which combines the same cues to
rival SOTA on Twitter. Both [MPW18, MRR+16] show that dividing posts
into categories and brand-related concepts offers a boost to performance, but
at the expense of generality. [GO19] shows how elaborate feature extraction
from several sources, combined with embeddings of past posts yields impressive
results, however again, at the expense of scalability and generality. Multiple
recent advancements of the state-of-the-art in popularity ranking performance
[CKXM19, WBF18] are in fact due to multimodal representation. However,
the predictive gains extracted from the visual modality alone were relatively
small so far [DMW19, HHWY19, HLK+19, DWW19]. Simple cost-to-benefit
calculation of employing DNNs would challenge their choice in production sce-
narios. [HHWY19] uses word embeddings extracted from the textual modality
with word2vec. They use LightGBM [KMF+17] for predictive modelling and
perform ablation study, which shows that the textual modality improves model
performance. [HHWY19], show however that visual features extracted with
ResNet-152 [HZRS16a] did not help improving model’s performance. [WBF18]
employs all four modalities (metadata, user information, textual and visual in-
formation) by constructing a late-fused joint embedding, which is then used in
modelling retweet count in Poisson regression. Via ablation study, they show
that the metadata and user information offers the most important features, but
the best performance requires using all four modalities. [HHWY19, WBF18]
show that naively extracting and concatenating features from different modal-
ities, does not immediately improve predictive performance, however after ex-
tensive feature engineering the performance boost was significant.
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1.3 Knowledge Extraction and Delivery at Scale

Online traces of human activity offer novel opportunities to study the dynamics
of attention, and in particular how emergent patterns of collective attention de-
termine what new information is generated and consumed [CFM15, MLCM13,
MCA+13, CS08, CKK14]. The gathering, fusion, processing and analysing of
the big social media data from unstructured (or semi-structured) sources make
knowledge extraction an extremely difficult task which has not been completely
solved [KAEM13, BOJC16, KSN20]. Classic data management methods, algo-
rithms, frameworks and tools have become inadequate for processing the vast
amount of data, as they do not properly scale while the data size increases
[BOJC16]. It is perhaps ironic, to watch their limits exceeded in the same fash-
ion as those of our collective attention. As noted by [TBDH19], tools which can
help the analyst to reason using more data or less biased data are not widely
used, are often more complex than the average analyst wants to use, or require
more (e.g., time) than the analyst wants to spend to generate results. Together
with [BOJC16] they argue the need for more scalable technologies, but also for
a better understanding of the biases in the data and ways to overcome them.
This section aims to introduce the most relevant advancements and emerging
standards in knowledge extraction and delivery at scale.

1.3.1 Social Big Data Analysis

Social big data (SBD) has become essential for various distributed services,
applications, and systems [PYM18], enabling or accelerating event detection
[DMCF15], sentiment analysis [Fel13, FZ15, HBA15], popularity prediction [WS15,
CMS15, DMW19, WBF18], viral marketing [Dom05, RCC20], influencer iden-
tification [AW11a, AW11b, WZS+16, BKA09], personalized recommendation
[GJ18], online advertising [BP08], opinion leader detection [BNQ19] and many
other [CKK14, BOJC16]. Computational and storage requirements of such ap-
plications lead to the cloud-scale reinvention of data storage and processing
technologies. New tools are emerging to replace the conventional non-effective
ones, and a hybrid of techniques is now necessary for knowledge extraction at
scale [KAEM13, GH15, KL19]. The driving forces behind the development of
new tools are perhaps best understood through the core concepts of big data,
initially summarised with the 3V model by Laney [Lan01] and refined by Gart-
ner [BL12]:

3Vs of Big Data “the high volume, high velocity, and/or high vari-
ety information assets that require new forms of processing to enable
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enhanced decision making, insight discovery and process optimisa-
tion” (Beyer, 2012)

The arrival of social big data makes the knowledge discovery process ever more
tangled. The volume, velocity, and variety of mostly unstructured information
from a single social network are evolving rapidly, while the social nature of
nodes in these networks makes data subjective to many privacy concerns and
laws [LBHW20, KL19]. The additional challenges motivate an extension of the
3V model to 5V [HYA+15, BOJC16], and receive a comprehensive analysis by
[BOJC16] covering achievements until 2015. Below offers a 5V summary of the
recent challenges and advancements most relevant for this project.

• Volume: 700 million tweets and 95 million images have been posted on
Twitter and Instagram on the day of writing this section. The volume
generated by these platforms is now measured in petabytes per day, de-
manding cloud-scale storage and compute technologies to begin knowledge
extraction. The flexibility of schema, consistency and indexing policies,
along with the capacity for rapid scale-out, make distributed NoSQL (Not
Only SQL) data warehousing a standard for social big data. Most promi-
nent examples today include Mongo DB [Cho10], Elastic Search [KBHG14]
and Microsoft Cosmos DB [RP18, Gua18].

• Velocity: The online social media related requests which create, modify
or remove UGC subject of analysis demand new algorithms and meth-
ods to manage and analyse the online and streaming data. The rate of
incoming requests observed in this project ranges from 2000 to 8000 per
second. Failure to cope with such traffic exposes the analysis to data loss or
privacy non-compliance. Scalability and reliability of ingestion pipelines,
therefore, become of high importance. These goals are historically at odds
with each other and motivate radical innovation in distributed computing
[Bre15, MFGZ18] and inter-process communication [Lea16].

• Variety: The structure, quality and completeness of SBD varies between
networks and within a single platform over time. More often than not, in-
coming social UGC is collected in a semi-structured form, with structured
metadata and high-dimensional unstructured (e.g., visual) attachments.
Collection of such information introduces additional normalisation respon-
sibility for the ingestion pipelines, before storage at non-SQL destination
suited for unstructured SBD, exemplified by [Gua18, RSD+17].

• Value: The process of extracting knowledge from large volume of social
data is referred to as big data analytics. Value is the most important
characteristic of a big-data-based application because it allows generating
useful business information [BOJC16]. The process of extracting value
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is highly contextual, i.e., dependant on the domain of knowledge pur-
sued. The extensive computational workload here is focused primarily
on minimising the signal-to-noise ratio, defined within the domain’s con-
text. On a record level, this commonly entails filtering, aggregation and
conflation of records. On an attribute level, the tasks include dimen-
sional reduction, parsing, feature extraction and other task-specific trans-
formations of the otherwise noisy information. These common tasks are
expensive at scale and highly parallelizable, and as such benefit greatly,
from the Map-Reduce [DG10] paradigm in big data analytics, standard-
ised originally by Hadoop [She16, BOJC16], accelerated by Apache Spark
[MBY+15, BOJC16, GA15], and commoditised by Databricks [XDG+14].

• Veracity: Behind any information management practice lie the core doc-
trines of data quality, listed by [BOJC16] as data governance and meta-
data management, along with considerations of privacy and legal concerns.
Within this project, veracity refers to the correctness and accuracy of the
information, both collected and inferred. The additional responsibilities
of social big data in this category are substantial. The European General
Data Protection Regulation (GDPR and ISO/IEC 27001) in force since
May 25th, 2018, demands dedicated processes to collect, filter and apply
all relevant privacy requests. These, in turn, require a custom NoSQL par-
titioning, to minimise the impact on overall storage and analytics perfor-
mance. Privacy regulation also makes black-box approaches (like DNNs)
to extracting value more difficult to use in business, requiring the results
to be explainable on-demand [HBPK17]. The ability to explain the pre-
dictions (and biases) learned from SBD to the customer, regulator or the
analyst himself, becomes an important responsibility of SBD analytics
with social and computational consequences [Mil19]. Homogeneous fac-
tions [Axe97] plaguing social networks, including “echo chambers” [Sun14]
and “filter bubbles” [Par11] can bias the collected data and reduce the
accuracy of the study, further motivating (my) extended time-frame sam-
pling, on Twitter enabled by Historical PowerTrack [TSS17].

1.3.2 Machine Learning Systems

In this era of unprecedented technological development, machine learning (ML)
is recognised as one of the most important application areas, with the adop-
tion gaining momentum across almost all industries [LS20]. The ever increas-
ing market demand fuels the development of powerful toolkits and frameworks
[KMF+17, GA15]. From autonomous cars and adaptive email-filters to predic-
tive cyber-security and natural language processing, ML systems outperform
humans on specific tasks [MKS+13, SHM+16, HZRS16b, LWJ+20] and increas-
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ingly often, guide processes of human decisions and understanding [CHJ+16,
DVGK14, DVK17]. However, as explained by [SHG+15], it is dangerous to
expect such wins to come for free, as it is common to incur massive ongoing
maintenance costs in real-world ML systems. [SHG+15] offers a comprehensive
guide to uncovering and mitigating the hidden debts accumulated by ML sys-
tems. Below outlines additional effort necessary to mitigate several ML-specific
risk factors in delivering knowledge from social data at scale.

“Only a small fraction of real-world ML systems is composed of the
ML code. The required surrounding infrastructure is vast and com-
plex.” (Sculley, 2015)

• Anticipating Change: One of the things that makes an ML system so
fascinating in this project, is that it interacts directly with the external
world. In 2020 we are reminded again that this world is rarely stable.
The background rate of change creates an ongoing maintenance cost in
delivering knowledge from social big data. In contrast to one-off delivery
of an ML model in a scientific report, delivery in an industrial setting of
this project requires ongoing adaptation to production and consumption
patterns changing individually. Failure to do so can lead to system out-
ages and deteriorating model performance. Maintaining high predictive
performance requires regular monitoring, retraining and redeployment of
the system, to adapt to changing culture and dynamics of attention on-
line. These tasks alone motivate important technological advancements
by Microsoft Azure and Databricks [MG18, Jos20, XDG+14].

• Abstraction Boundaries: Traditional software engineering has proven
that encapsulation and modular design help create maintainable code.
Careful separation of concerns and compartmentalisation of running code
helps limit the cost of development, testing and unforeseen consequences
of a single modification. Until recently there was however a distinct lack of
strong abstractions to support ML systems, as noted by [SHG+15, Zhe14].
Today technology like Docker [LD19] and Kubernetes [Bre15] lend highly
relevant paradigms to ML systems, by introducing abstraction layers be-
tween the ML code, compute platform and all the consumers.

• Dependency Management: The exposure of an ML system to external
change increases with each dependency taken. Recent pre-trained models
used to enhance UGC feature representation in popularity modelling are
often subject to ongoing development. The model consuming it is likely to
fit an older version and becomes exposed to immediate ramifications from
a silent update of the pre-trained DNNs. ML systems depending on legacy
data features (e.g., Twitter author’s timezone, or GEO location) are sub-
ject to an immediate outage, once the information is no longer available.
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Careful feature reduction ahead of operationalisation is therefore critical
and should also include a cost-to-benefit analysis of the more expensive
dependencies (e.g., pre-trained DNN’s for visual embeddings), to secure
the scalability of the system. Upfront adoption of abstraction boundaries
helps express the invariants and logical consistency of the information in-
puts and outputs from all involved components [SHG+15, Fow18]. Care-
ful isolation and definition of components with their dependencies, enables
testing, configuration and deployment, orchestrated by a new breed of ML
DevOps services [MG18].

[SHG+15] delivers a compelling argument for thinking holistically about engi-
neering (e.g., data collection) and research (e.g., feature extraction) concerns
when designing ML systems. He attributes much of the ongoing cost of in-
novation to the still common and hard separation between data science and
engineering roles. A hybrid approach where research and engineering concerns
are considered in close alignment within the same team can help reduce the
accumulation of technical debt [SHG+15] while rapidly accelerating ML inno-
vation [SNP12]. I believe this approach describes a fundamental opportunity of
industry-academic partnerships today, and I intend to illustrate it within this
one.

1.3.3 Explainable AI

As the adoption of AI and ML systems gains momentum across almost all in-
dustries [LS20], [DVK17] highlights a surge of interest in systems optimised for
another criterion besides the expected task performance, namely interpretabil-
ity. In the context of ML systems, [DVK17] define interpretability as the ability
to explain or to present in understandable terms to a human. However, a formal
definition of an explanation remains elusive. In the field of psychology [Lom06]
notes that questions such as what constitutes an explanation, what makes some
explanations better than others, or how explanations are generated are just be-
ginning to be addressed. Researchers around the world are proposing methods
for interpreting complex ML models [Sam19, SWM17] with new urgency. The
European General Data Protection Regulation (GDPR and ISO/IEC 27001)
in force since May 25th, 2018 requires algorithms that make decisions based
on user-level information, to provide an explanation [DVK17, GF17]. The
motivation for explainability extends much further. [DVK17] argue that in-
terpretability can assist in qualitatively ascertaining whether other desirable
properties are met by the ML system, such as: fairness [BY14, HPS16, CJS18],
safety [Ott13, AOS+16], avoiding technical debt [SHG+15], privacy, reliabil-
ity and robustness among others. However, in many cases, formal definitions
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remain elusive. The current state-of-the-art in interpreting complex models in-
volves finding simplified models that provide explanations. Today predictions
of any classifier or regressor are explained by approximating them locally with
an interpretable model. Most popular of them today include: LIME [RSG16],
DeepLIFT [SGK17], Layer-Wise Relevance Propagation [BBM+16], Shapley re-
gression values [Lip06] and quantitative input influence [DSZ16]. Each of them
presents a unique opportunity for scientific understanding. Applicability, ac-
curacy and computational cost of these methods vary with the choice of ML
technique to explain.

1.4 Conclusions

The purpose of this review was to summarise the trends and challenges in study-
ing the dynamics of human attention, in the times where so much of it is ag-
gregated and commoditised by the online social networks. As the average span
of our collective attention shortens, our society’s capacity to assimilate new
knowledge and reject low quality influence diminishes [WFVM12, QFS+17]. In
the world where the influence of individuals and organisations is built on atten-
tion capital, the struggle for attention replaces the struggle for material goods.
Attempts at improving this struggle for both the producers and consumers of
attention, while alleviating any negative consequences on our wellbeing or the
democratic process itself, motivate abundant activity in the field of computa-
tional social science. Online social networks today measure attention received
via an increasingly diverse set of engagement metrics, however extracting and
delivering knowledge from social big data have proven to be extremely difficult,
even before GDPR. Data protection regulations further complicate scientific and
industrial inquiries, with the enforcement the privacy rights: to explanation and
to be forgotten.

The era of big data offers significant advancements for data collection, anal-
ysis and delivery of machine learning systems, creating new opportunities for
researchers to achieve high relevance and impact. However, much of the recent
work is still plagued by anecdotal evidence from small, short time frame sam-
ples or black-box approaches challenging to interpret for the analyst, let alone
the market in an industrial setting. It becomes clear that many obstacles of
progress in the area stem from overly separated research and engineering roles
undoubtedly inspired and reinforced by the old divide between industry and
the academia. These divides are perhaps the root cause for much of the rel-
evant data, experience and technology siloed in separation. It is argued that
in order to move computational social science to the next level, the scientific
community must meet both the challenges to deep understanding and re-usable
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computational technology. Consequently, scientific and industrial pioneers in
this area are relying on both social and computer science to impact the new
frontier. This work aims to advance the understanding of the dynamics of col-
lective attention. For it to be successful, a true merger of data science and
data engineering appear necessary. The industrial research grant, awarded by
the Danish Innovation Fund positions this project above the old divides for the
period of three years. In the light of prior work both scientific and industrial,
the immediate opportunities of a holistic approach become clear:

• to achieve controlled and meaningful observations of real-world phenomena
from frequent, scalable experiments, via a careful fusion of data science
and big data engineering advancements

• to deliver the new models of understanding to the academic community
and Microsoft customers worldwide, in order to inform and where possible
alleviate the struggle for attention at scale

The following Chapter 2 offers a detailed report on three studies modelling so-
cial engagement at scale, conducted after a careful fusion of recent technology,
proposed in Chapter 3 in the form of a new data collection, analysis and oper-
ationalisation framework.
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Chapter 2

Social Data Science

“The role of the social and professional networks in the spread and
acceptance of innovations, knowledge, business practices, products,
behavior, rumors, and memes, is a much-studied problem in social
sciences, marketing and economics. Online environments like Twit-
ter, offer an unprecedented opportunity to track such phenomena.”

(Albert-László Barabási, 2016)

2.1 Introduction

This chapter summarizes the project’s scientific results in modelling engagement
in online social networks. It is organized into three parts. In [KL19], we revisit
user-generated content (UGC) virality prediction on Twitter. I propose a new
framework, which I describe in Chapter 3, for the rapid acquisition of large-
scale datasets, high accuracy supervisory signal and multi-language sentiment
predictions. We then employ a recent gradient boosting framework, to explore
the limits of content virality prediction on Twitter, based on features available
early (at the time of posting), while respecting every privacy request applicable.
In [KH20], we take issue with the fact, that social influence today is still built
on attention capital. In this study we examine and consolidate a diverse set of
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content engagement metrics available from Twitter, in search of a better predic-
tor. The correlations discovered allow us to propose a one-dimensional engage-
ment signal, a more holistic alternative to virality, for influence maximization
frameworks. The section provides a detailed explanation of the models, with
real-world illustration of performance improvement. In the third and final study,
we explore the transferability of the used methods across platforms [RKH20].
I use the data collection framework proposed in Chapter 3 to gather content
and engagement metrics from Instagram. We then build and use a novel feature
extraction framework, to compute a rich, multi-modal content representation
of Instagram posts. We present a new strong baseline for popularity prediction
on Instagram which is both robust and efficient to compute. The final ablation
study quantifies the impact of each modality to achieving strong [Coh88] rank-
ing performance. Each contribution aims to advance online social engagement
prediction in a scalable and explainable way [KL19, KH20, RKH20].
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Figure 2.1: The volume of data used in prior work modeling the dynamics of
online social engagement varies. This Ph.D. project (red marks)
is among the largest studies on social media to date.

2.2 Virality Prediction on Twitter

In [KL19] we seek to maximize virality ranking performance under scalability
and explainability constraints. We follow [WBF18] to approach the problem as
Poisson regression and [HAN+11] to consider the tweet sentiment in prediction.
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However, in the contrast to prior work, we rely only on features available imme-
diately after posting, and avoid black-box approaches (e.g., deep learning), to
ensure model’s scalability and explainability in production. The contributions
of this study are summarized as follows:

• A novel framework for rapid collection and analysis of Twitter UGC at
scale, summarized by Chapter 3

• A novel feature representation of Twitter UGC, based entirely on features
available early

• A new model for predicting virality on Twitter, achieving state-of-the-art
ranking performance, validated on multiple benchmark datasets

• Feature importance analysis of the proposed virality model

2.2.1 Data collection

I use the new framework described in Chapter 3, to collect multiple training and
benchmark datasets, retroactively from the Twitter archive. Table 2.1 offers a
summary of all the tweets analyzed in this study. 85% of these tweets have
never been retweeted and illustrate the asymmetry of attention in Twitter. I
have computed the sentiment score and collected the count of retweets ever
registered for each of the tweets collected.

Dataset MBI T2015 T2016 T16-BIO T2017-BIO
Introduced [CMS15] [WBF18] [WBF18] [KL19] [KL19]
Data from 2013.02 2015.11 2016.10 2015.06 2017.01
Date to 2013.03 2016.04 2015.12 2017.06 2018-02
Months 2 6 3 12 14
Language English English English Multi (18x) Multi (18x)
w/images only TRUE TRUE TRUE FALSE FALSE
Tweets Total 2,724,764 9,025,826 8,469,016 27,032,417 19,850,448
Unique (acquired) 1,319,288 2,804,153 2,736,600 14,788,552 9,719,264
Never retweeted 1,042,411 2,106,475 2,088,377 12,809,021 8,774,009

Table 2.1: Datasets acquired. Based on [KL19].

2.2.1.1 Benchmark datasets

I collect three benchmark datasets MBI, T2015 and T2016 (with a total of
6,860,041 unique tweets) to enable comparative analysis with the work of [MRR+16,
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MMJ14, KDH14, CMS15, WBF18]. During collection I have used the same fil-
ters (e.g., date, language or presence of an image attachment) as reported in
prior work, yet retrieving higher volume. The datasets are then split 70/20/10
for training/test/validation, similar to [WBF18, CMS15].

2.2.1.2 Extended time-frame datasets

The framework I propose in Chapter 3, facilitates analysis at a significantly
larger scale than above. In an attempt to maximize the model’s generalizability
over languages and cultures, I have collected another 24 million unique tweets.
These were carefully sampled across an extended time-frame of 20 months, and
18 languages supported by the company’s sentiment analysis in 2018 [Mic17].

2.2.2 Feature representation

I use the feature extraction framework, proposed in Chapter 3, to compute fea-
ture vectors for every Tweet collected. Multiple features have been selected and
pre-processed from the raw UGC. They aim to represent content, the author,
the time of posting and they way (sentiment). Table 2.2 describes the feature
vector and their Pearson correlation coefficient with the logarithm of retweet
count in the T2017-BIO dataset. Some authors receive more attention than
others despite low activity. The two author ratio features are computed in an
attempt to isolate them. Number of attachments is an aggregated count of hash-
tags, mentions, URLs, images, symbols and videos. Finally, I follow [COM13] to
log-transform the power-law distributed author features (e.g. author’s favorite
and listed counts). With scalability in mind, only features available at the time
of posting or immediately after are considered. I do not consider the early per-
formance of the tweet nor image-based features at this point.
I acquire the retweet count ever registered for above tweets via Twitter’s En-
gagement API (Chapter 3). The counts are used as ground truth after log-
transformation, due to power-law distribution [COM13] to stabilize variance:

r = ln(εretweets + 1) (2.1)

2.2.3 Gradient Boosted Poisson Regression

In [KL19], I consider the problem of predicting the scale of retweet cascade for
any given tweet, using only features available immediately after posting. The
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Modality Feature Type Pearson

(A) Author

followersCount ordinal 0.205920
friendsCount ordinal 0.082779
accountAgeDays ordinal 0.020379
statusesCount ordinal -0.001455
actorFavoritesCount ordinal 0.029914
actorListedCount ordinal 0.221067
actorVerified categorical 0.202722

(C) Content

attachmentCount ordinal 0.085333
mentionCount ordinal -0.006590
hashtagsCount ordinal 0.104335
mediaCount ordinal 0.147623
urlCount ordinal 0.082549
isQuote categorical 0.061915

(L) Language languageIndex categorical 0.005199
sentimentValue continuous 0.059863

(T) Temporal

postedHour ordinal 0.016639
postedDay ordinal -0.000963
postedMonth ordinal -0.004129
postedDayTime categorical 0.016639
postedWeekDay categorical -0.001002

Table 2.2: Twitter UGC representation summary: features extracted to repre-
sent the tweet’s author (A) content (C) language (L) and the time
of posting (T). Only weak linear correlation with virality observed.

author features are used together with the content, language, and temporal to
predict the number of future retweets. I follow [WBF18] to assume the future
retweet count r follows Poisson distribution:

P (R = r | λ) =
e−λλ−r

r!
(2.2)

where the latent variable λ ∈ R+ defines the mean and variance of the distribu-
tion. Fitting such distribution involves maximizing the Poisson log-likelihood,
given a collection of N training tuples of tweets ti and their retweet counts ri:

θ∗ = arg min
θ

1

N

∑
[ri lnλ(ti) + λ(ti)] (2.3)

where θ contains all parameters of my proposed model.
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2.2.4 Gradient Boosted Regression Trees

Gradient Boosted Regression Trees (GBRT) is a tree ensemble algorithm which
builds one regression tree at a time by fitting the residual of the trees that
preceded it. Considering the twice-differentiable loss function assumed in this
study, and denoted as:

LPoisson(r, t) = r lnλ(t) + λ(t) (2.4)

GBRT minimizes the function (regularization omitted for simplicity):

L =

N∑

i=1

LPoisson(ri, F (ti)) (2.5)

with a function estimation F(t) represented in an additive form:

F (t) =

T∑

m=1

fm(t) (2.6)

where each fm(t) is a regression tree and T is the number of trees. GBRT learns
these regression trees in an incremental way: at m-stage, fixing the previous
m − 1 trees when learning the m-th trees [BFSO84, KL19]. To construct the
m-th tree, GBRT minimizes the following loss:

Lm =

N∑

t=1

LPoisson(ri, Fm−1(ti) + fm(ti)) (2.7)

where Fm−1 (t) =
∑m−1
k fk (t). Eq. 2.8 solves the optimization problem in (2.7)

via Taylor expansion:

Lm ≈ L̄m =

N∑

i=0

[LPoisson(ri, Fm−1(ti))

+∇ifm(ti) +
∇2
i

2
f2m(ti)]

(2.8)

The gradient and Hessian in Eq. 2.8 are defined as:

∇i =
∂LPoisson(ri, F (ti))

∂F (ti)
|F (ti)=Fm−1(ti)

∇2
i =

∂2LPoisson(ri, F (ti))

∂2F (ti)
|F (ti)=Fm−1(ti)

(2.9)

I train the GBRT by minimizing L̄m which is equivalent to:

min
f∈F

N∑

i=1

∇2
i

2
(fm(ti) +

∇i
∇2
i

)2 (2.10)
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The Poisson loss function is vulnerable to over-dispersion and power-law distri-
bution, characterizing the retweet count. Only 16% of the collected tweets have
ever received a retweet (Table 2.1). In cases where the Hessian is nearly zero,
Eq. 2.10 approaches infinity. To prevent the gradient explosion and safeguard
the optimization process, I cap each tree’s weight estimation at 1.5.

2.2.5 Predicting Virality

In this study, the predictive analysis of UGC virality on Twitter, begins with
experiments on the benchmark datasets, to evaluate the proposed feature rep-
resentation against recent state-of-the-art methods. The ablation study follows,
to examine the limits of the approach on the extended time-frame datasets.
There, I pursue a scalable model, that could generalize across topics (months)
and cultures (languages).

2.2.5.1 Evaluation metrics

In order to measure the models’ ability to rank the content by expected virality,
we compute the Spearman Rho ranking coefficient. Interpretation of this metric
is domain specific, with guidelines for social/behavioral sciences proposed by
[Coh88]. SciPy version 1.4.0 is used to ensure tie handling. I did not find this
concern expressed in work prior to [KL19]. I choose relative (R2) and absolute
(RMSE) measures of fit for tuning. RMSE penalizes large error higher (i.e. when
underestimating highly viral content or vice-versa) in the contrast to MAPE. We
have agreed to disregard MAPE relative to above when fitting an asymmetric,
zero-inflated distribution of a dependent variable (like retweet count). MAPE is
undefined for the majority of examples (Table 1), which never receive a retweet
and penalizes errors for least retweeted higher [KL19].

2.2.5.2 Method validation experiments

For a fair comparison with previous SOTA, I use Poisson regression on the
joint author, content and temporal features (ACT), before including senti-
ment (ACTL). Table 2.3 offers the results of modeling on benchmark datasets.
The GBRT achieves substantially higher ranking performance, compared to
other content-based methods, already before considering image and propaga-
tion modalities. The p-value for all reported Spearman results is p < 0.001.
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Method SpearmanR MAPE
MBI T2015 T2016 MBI T2015 T2016

[MMJ14]† 0.188 0.269 0.257 0.093 0.121 0.137
[KDH14]† 0.185 0.273 0.254 0.097 0.103 0.124
[CMS15]† 0.189 0.265 0.258 0.089 0.095 0.119
[MRR+16]† 0.190 0.287 0.262 0.073 0.097 0.117
[WBF18]† 0.229 0.358 0.350 0.057 0.084 0.103
ACT 0.322 0.498 0.503 0.247 0.266 0.256
ACTL 0.323 0.499 0.504 0.247 0.266 0.255

R2 RMSE
MBI T2015 T2016 MBI T2015 T2016

ACT 0.303 0.417 0.391 0.444 0.553 0.555

Table 2.3: Based on [KL19]. Method performance on benchmark datasets.
† independent evaluation by [WBF18].

The proposed feature representation, including sentiment score and a high ac-
curacy ground-truth, allows me in 2018 to outperform the state-of-the-art by
more than 37% on multiple benchmark datasets.

2.2.5.3 Multi-lingual, extended time-frame ablation study

I apply the same feature extraction and GBRT optimization, to the newly-
acquired T2017-BIO dataset, in order to maximize a model’s performance across
languages and time. Every tweet in the test dataset is again described by the
content (C), author (A), language (L) and temporal (T) features. Table 2.4
summarizes the contribution of these dimensions individually and in combina-
tion. The baseline model is trained on a single feature, prevalent in prior work:
the number of followers, to be notified at the time of posting.

2.2.6 Feature importance and discussion

The relative insignificance of the temporal features (T) indicates low correlation
between the time of posting and the content virality. This would challenge the
common intuition to post at the common intuition, to post at the right time,
helps propagating the content. I also observe that the content-based features
alone outperform (Spearman 0.211) the followers baseline in virality ranking.
On Twitter, how many people follow you appears less important than what you
have to say.
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Features SpearmanR R2 RMSE MAPE
A 0.310 0.317 0.359 0.133
C 0.211 0.055 0.422 0.160
T 0.062 0.001 0.432 0.171
L 0.164 0.017 0.430 0.167
AC 0.356 0.396 0.337 0.121
AT 0.311 0.316 0.359 0.132
AL 0.324 0.320 0.358 0.130
CT 0.220 0.059 0.421 0.159
CL 0.269 0.076 0.417 0.154
TL 0.170 0.019 0.430 0.166
ATL 0.324 0.320 0.358 0.130
ACT 0.357 0.395 0.338 0.120
ACL 0.369 0.399 0.336 0.119
ACTL 0.369 0.402 0.336 0.118
Baseline 0.180 0.091 0.414 0.160

Table 2.4: Ablation results: quantitative evaluation of ‘A’: actor, ‘C’: content,
‘T’: temporal, and ‘L’: language features in predicting virality on
Twitter. Based on [KL19].

The use of a tree ensemble method, like the gradient boosting machine in this
study, provides an opportunity for model explanation via feature importance.
A classic approach based on gain, has been introduced by [BFSO84]. Gain is
the total reduction of loss or impurity contributed by all splits based on a given
feature. Another common approach is simply to count how many times a fea-
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Figure 2.2: Feature level importance, as measured by the total purity gain or
the number of splits a feature participated in. Based on [KL19].
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ture is used when growing a tree. Feature splits are arguably most intuitive, in
representing a feature’s importance [LEL18]. Figure 2.2 illustrates the impor-
tance of features used by the ACTL model, trained on the extended time-frame
dataset T2017-BIO.

The size of the audience immediately exposed to the tweet (followersCount)
is the highest contributor to the model performance. The number of followers
gained per tweet and per friend, or the number of times an author has been
listed by others, are also consistently predictive of virality. Figure 2.2 has in-
spired many hypothesis for further study. The number of friends could inform
the diversity of content the author is exposed to. The count of tweets favorited
over time (e.g., the age of account) can also be indicative of the author’s overall
engagement with the platform. With the author’s social influence defined as the
ability to spread information in the network [PAP+13], could the diversity of
content actively consumed over time maximize authors I propose this hypothesis
for computational social science [KL19].
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2.3 Beyond Virality: Compound Engagement

In [KH20], we question virality as the best metric for maximizing influence in
online social networks. Much of prior work on influence analysis is focused
on homogeneous information networks and attributes the greatest influence
on authors who trigger the largest diffusion cascades [Fra19]. When the au-
thor’s influence is modelled as the ability to maximize the expected spread
of information in the network, the most desirable user-generated content is
the one propagated furthest, in Twitter measured by the number of retweets
[PAP+13, EMR+19, KH20]. Virality, however, does not capture the average
individual attention received. Retweet action does not inform, e.g., if the actor
has actually read the content, let alone consider the source or whether that effort
was left to the followers [KH20]. Meanwhile, the abundance of information to
which we are exposed through online social networks is exceeding our capacity to
consume it, let alone in a critical way [WFVM12, QFS+17]. [LSMHL19] shows
that the competition for our attention is growing, causing individual topics to
receive even shorter intervals of collective attention.
Since the conception of influence maximization frameworks, multiple other en-
gagement metrics became available. In [KH20] we examine and consolidate a
diverse set of content engagement metrics to propose statistical evidence of a
new one-dimensional engagement signal. We next show the relevance of the
signal for understanding engagement in multiple datasets, and prove it is more
predictable than the individual influence metrics (e.g., diffusion size measured
by retweet count) assumed in prior work. The contributions of [KH20] are sum-
marized as follows:

• Advanced feature representation of UGC on Twitter, one of the first to
consider increasingly popular ’quote tweets’, validated on two real-world
datasets

• New state-of-the-art in virality prediction on Twitter

• Two new engagement models: response and popularity, delivering strong
ranking performance based on user generated content (UGC) features
available at the time of posting

• Evidence of one-dimensional engagement signal on Twitter

• A new compound engagement formula, capturing over 75% of variance in
the available discrete signals

• A new more holistic, compound engagement model, first to explain half
of the variance with content features available early, and to offer strong
ranking performance simultaneously



26 Social Data Science

2.3.1 Data collection

I use the framework proposed in Chapter 3 to collect training and validation
datasets described in Table 2.5. Retroactive filtering of the Twitter archive
enables me to closely reproduce the datasets used in prior work. The framework
also facilitates a near-uniform sampling across extended time-frames, in order to
increase the size of the population represented by the sample, as motivated by
[KJKW18]. To enhance UGC representation and ensure fair comparison with
the earlier results, I reuse the sentiment predictions from [KL19, Mic17]. The
summary of one benchmark and two extended time-frame datasets acquired for
this study is offered by Table 2.5 and motivated below:

Dataset T2016-IMG T2017-ML T2018-ML
introduced [WBF18] [KL19] [KH20]
w/image only True False False
languages English 18 all
months total 3 14 12
month from 2016.10 2017.01 2018.01
unique tweets 2,848,892 9,719,264 29,883,324
quoting 421,175 583,514 2,647,072
retweets total 5,929,850 11,361,699 42,919,158
replies total 717,644 3,576,976 12,414,907
favorites total 12,665,657 29,138,707 134,523,998
no engagement 1,547,829 5,689,501 14,813,772

Table 2.5: Datasets acquired. Based on [KH20].

• T2016-IMG to evaluate both a new feature representation and method
in comparison with the work of [MRR+16, MMJ14, KDH14, CMS15,
WBF18, KL19]. The dataset again matches the same filters, as applied
before.

• T2017-ML to evaluate the generalizability of the new method and repre-
sentation in comparison with the previous study [KL19]. This dataset rep-
resents a near-uniform sample of all Twitter UGC posted over 14 months.
It is filtered to 18 languages supported by our sentiment analysis [Mic17].

• T2018-ML to evaluate the generalizability of the new compound engage-
ment model across years. This dataset represents a near-uniform sample
of the entire Twitter 2018 volume, in all known languages. Due to time
constraints, I use this dataset in unsupervised experiments only.
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2.3.1.1 Discrete Engagement Signals

I use the new framework also to retrieve the number of retweets, replies and
favorites for every tweet in this study. These represent individual engagement
ever registered for a tweet (even if removed later). The use of Twitter Engage-
ment API, as proposed in Chapter 3, ensures 100% accuracy of the engagement
signal:

ε = [εretweets, εreplies, εfavorites]
T . (2.11)

2.3.2 Extending feature representation

[GWDC16] demonstrate the impact of “quote retweets” on political discourse
and its diffusion. The feature to quote another tweet has been introduced by
Twitter in 2015, yet very few studies consider them in UGC feature representa-
tion. Table 2.5 shows that over 3.5 million tweets analyzed in this study quote
another. I extend the feature selection proposed in [KL19], to represent them.
Table 2.6 offers a summary of the new feature representation. The additional
14 unique features extracted for quoting RTs are shown in bold. To stabilize
variance, I log-transform the highly skewed (e.g., count of followers, friends, sta-
tuses or the number of times the author has been listed). To ensure scalability in
production, only the information available at the time of posting is considered.

2.3.3 Compounding Engagement

In this section I examine the multi-dimensional content engagement vectors ε
acquired for the extended time-frame datasets. I use Parallel Analysis to look
for potential correlations that could enable reducing the dimensionality of UGC
engagement on Twitter.

2.3.3.1 Principal Engagement Component

Recent work on engagement modeling, defines any response as a sign of engage-
ment, effectively reducing the multivariate response to a one-dimensional signal
[LHN18, KH20]. However, to the best of our knowledge, the complexity of the
engagement signal has not been explored more formally. In [KH20] we hypoth-
esize that the population response signals, i.e., the dimensions of the of vector
e, are highly correlated and proceed to test the effective dimension of the space
populated by the vectors using Parallel Analysis (PA) [Hor65, JH11].
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Feature Treatment Skewness Quoted†

followers count ordinal 0.212 True
friends count ordinal -0.321 True
account age (days) ordinal 0.203 True
statuses count ordinal -0.665 True
actor favorites count ordinal -1.023 True
actor listed count ordinal 0.687 True
actor verified categorical - True
body length ordinal -1.426 True
mention count ordinal 3.820 True
hashtag count ordinal 5.808 True
media count ordinal 3.203 True
URL count ordinal 1.449 True
language code categorical - True
sentiment value continuous -0.014 False
posted hour ordinal -0.058 False
posted day ordinal 0.021 False
posted month ordinal 0.210 False
retweet count label 6.091 n/a
reply count label 2.330 n/a
favorite count label 3.122 True

Table 2.6: Based on [KH20]. Summary of the feature representation for UGC
on Twitter,
now extended to also represent the tweets quoting another.
† if True, additional feature is extracted from the quoted tweet.

In PA, principal component analysis (PCA) of the measured signals is com-
pared with the distribution of the principal components of null data, which is
obtained by permutation under a (null) hypothesis. The null hypothesis as-
sumes no correlation between the individual engagement signals. Consistent
with this hypothesis, we can permute the sequence of the signals for each ob-
servation separately. In particular, we calculate the upper 95%quantile for the
distribution of the eigenvalues in the permuted dataset. Eigenvalues of the orig-
inal unpermuted dataset that reject the null hypothesis are considered ‘signal’.
Principal components are computed on the engagement signals after variance
stabilization:

ε = ln(ε+ 1), (2.12)

similar to treatment of the retweet count by [COM13, KL19].
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2.3.3.2 Projection on the engagement component

Hypothesizing the one-dimensional engagement signal, I compute the value by
projecting the transformed D = 3 dimensional data on the first principal com-
ponent:

E1 =

D∑

i=1

wi (ln(εi + 1)− µi) , (2.13)

here µi = 1
N

∑N
n=1 εi,n is the i’th component of the D-dimensional mean vector

for a sample of size N , while wi is the i’th component of the first principal
component, computed on the same sample.

2.3.3.3 Evidence for a one-dimensional engagement signal

We exercise Parallel Analysis to compute the principal components and the
variance of their associated projections for the log-transformed data and for an
additional Q = 100 permutations of the data which assumes no correlation (null
hypothesis). The one-sided upper 95% quantile is computed from the permuted
samples. Figure 2.3 shows variances of the un-permuted signals and the 95%
quantiles for the three eigenvalues of the permuted data. Very similar results
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Figure 2.3: Evidence for a one-dimensional engagement signal in T2017-ML
dataset. Parallel Analyses of the engagement signals shows only
the first component (’1’- red dotted line) exceeds the 95% quantile
of the corresponding eigenvalue in the null hypothesis (blue line).
Based on [KH20].
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are obtained for the T2018-ML dataset.

2.3.3.4 The engagement signal

We perform principal component analysis of the three datasets to find the com-
ponents capturing the most variance in the discrete engagement signals. Table
2.7 offers the mean vectors and projections. The variance explained by the first
components is 83%, 72%, 77% for the analysis of T2016-IMG, T2017-ML and
T2018-ML respectively.

retweets replies favorites
w1 µ1 w2 µ2 w3 µ3

T2017-ML 0.451 0.049 0.145 0.082 0.880 0.148
T2018-ML 0.450 0.066 0.188 0.080 0.872 0.205

Table 2.7: Based on [KH20]. First principal components of the engagement
signals present in the extended time-frame datasets. The compo-
nents are used to compute the one-dimensional compound engage-
ment (see Equation 2.13)

2.3.4 Predicting Compound Engagement

In the supervised experiments, I first evaluate the feature representation against
previous state-of-the-art methods, by modelling the individual influence met-
rics (e.g., size of diffusion), and the compound engagement on the benchmark
dataset T2016-IMG [KH20]. I then proceed to evaluate the generalizability
of the new methods across topics and cultures on the multilingual extended-
timeframe dataset T2017-ML. Both datasets are split into 70% training, 20%
test and 10% validation sets.

2.3.4.1 Gradient Boosted RMSE Regression

I consider the problem of predicting audience engagement for a given tweet
based on features available immediately after its delivery (Table 3). Assum-
ing the extended feature representation, proposed in section 1.3.2, I exercise
gradient boosted regression to predict the number of retweets (i.e., the size of
diffusion cascade), number of likes, replies and finally, the proposed compound
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engagement signal. I use the tree ensemble algorithm GBRT, described in sec-
tion 1.2.4. In this study I choose RMSE as the twice-differentiable loss function
for the training process:

θ∗ = arg min
θ

N∑

i=1

LSE(ε̂i(θ), εi), (2.14)

where θ contains all parameters of the proposed model, N is the number of
examples, and LSE is the squared error of an individual prediction,

LSE(ε, ε̂) = (ε− ε̂)2. (2.15)

The choice of RMSE over Poisson objective used before comes with a trade-off
between predictive and training performance. In a few experiments not reported
here, I have found that the RMSE objective leads to c.a. 2% lower ranking per-
formance, however at a dramatic increase in training speed. RMSE loss function
no longer requires each tree’s weight to be capped, to prevent gradient explo-
sion. Following [COM13, KL19] I stabilize variance of all individual engagement
signals via log-transformation (see Equation 2.12).

2.3.4.2 Evaluation metrics

We compute the Spearman ρ ranking coefficient to measure each model’s ability
to rank the content depending on the definition of engagement [KH20]. We
compute the relative measure of fit R2 to compare the variance explained by
the compound engagement and the individual engagement models. I choose the
absolute measure of fit (RMSE) an objective of optimization, to penalize large
errors higher and accelerate the training process, relative to Poisson objective.

2.3.4.3 Validating extended representation

First round of our supervised experiments focus on evaluating the extended
UGC feature representation proposed in 1.3.2 and the GBRT approach against
previous state-of-the-art methods, in experiments organized by the definition
of engagement. I begin with modeling the established metrics, like the size of
diffusion cascade (i.e., retweet count), response (i.e., number of replies) and pop-
ularity (i.e., number of favorites/likes), then proceed to modeling the compound
engagement.
Table 2.8 shows the GBRT performance with RMSE objective and new feature
representation, depending on the prediction target. The extended UGC feature
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representation did not provide a significant boost over [KL19]. This is not sur-
prising, considering the visual modality dominates the T2016-IMG dataset, as
considered by [WBF18]. The analysis of visual features is out-of-scope for this
study. The model did, however, match the performance of [KL19] in virality
ranking, and achieves strong [Coh88] performance already before including im-
age features. When applied to compound engagement prediction, it sets a new
benchmark for content engagement ranking at ρ = 0.680.

2.3.4.4 Multi-lingual extended time-frame study

In the second round of supervised experiments we explore the scalability and
generalizability of the approach across topics and cultures [KH20]. Table 2.4
shows the performance of the GBRT depending on the definition of engage-
ment, on the multilingual extended time-frame dataset T2017-ML. Predicting
the number of retweets with the new feature representation outperforms [KL19],
offering new state-of-the-art in virality ranking. The response and popularity
models each achieve strong ranking performance on T2017-ML [Coh88, KH20].
The compound engagement model again shows an increase in ranking perfor-
mance as compared to the individual engagement models, and sets a new bench-
mark for engagement variance explained at R2 = 0.507.

The p-value for all reported ρ results is p < 0.001. Each result is an average
across folds in 3-fold cross-validation. I am using SciPy version 1.3.1 to ensure
ρ tie handling. Interpretations of R2 and Spearman ρ are domain-specific, with
guidelines for social and behavioral sciences proposed by [Coh88]. Considering
the exceptional amount of external confounders affecting predictive analysis in
this domain, a model to achieve 0.5 is considered strong.
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Method R2 ρ RMSE
[MMJ14]† - 0.257 -
[KDH14]† - 0.254 -
[CMS15]† - 0.258 -
[MRR+16]† - 0.262 -
[WBF18]† - 0.350 -
[KL19] 0.391 0.504 0.555
virality (retweets) 0.393 0.504 0.554
response (replies) 0.239 0.384 0.290
popularity (favorites) 0.500 0.656 0.665
engagement (compound) 0.501 0.680 0.341

Table 2.8: Based on [KH20]. Method evaluation against previous SOTA, on
the benchmark T2016-IMG dataset
† independent evaluation by [WBF18]

Method R2 ρ RMSE
virality [KL19] 0.402 0.369 0.336
virality (retweets) 0.425 0.371 0.329
response (replies) 0.302 0.512 0.292
popularity (favorites) 0.493 0.526 0.484
engagement (compound) 0.507 0.529 0.228

Table 2.9: Engagement prediction performance on the T2017-ML dataset
R2, ρ: higher is better. RMSE: lower is better.
SD < 0.001 in 3-fold cross validation. Based on [KH20].
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2.3.5 Real-world performance, illustrated

In the social media monitoring scenarios envisioned in this industrial project,
the ability to predict the exact amount of engagement comes secondary to con-
tent ranking performance. In the times of limited attention, only a minority
of content will receive it at scale. Deciding the order of this minority at any
given time, is commonly approached as a ranking problem [Hea10, TAdAF14,
TADF12, GIL12].

Table 2.10 offers some of the most prominent examples of Twitter UGC, ranked
by the size of diffusion cascade (measured by the number of retweets). When
the author’s social influence is ranked by the ability to maximize the expected
spread of information in the network [PAP+13, EMR+19, KL19, KH20], the
number of likes (favorites) or replies are ignored.

Tweet (body) Retweets Replies Favorites
“ZOZOTOWN新春セルが史上最速で取高100を先ほ(...)” 4.5M 357.4K 1.3M
“HELP ME PLEASE. A MAN NEEDS HIS NUGGS” 3.47M 37K 0.99M
“If only Bradley’s arm was longer. Best photo ever. #oscars” 3.21M 215K 2.29M
“No one is born hating another person because of the color
of his skin or his background or his religion...” 1.61M 69K 4.44M

Table 2.10: Four prominent tweets ranked by the influence predictor most pop-
ular in prior work: the size of diffusion triggered in the network,
in Twitter measured by the number of retweets [KH20].

Table 2.11 illustrates ranking performance by the new compound engagement
metric, in a striking contrast with the traditional diffusion-based approach. The
tweet considered least influential in ranking 2.10, by the former US president
Barack Obama (quoting Nelson Mandela), is now ranked first.

Tweet (body) Engagement
“No one is born hating another person because of the color
of his skin or his background or his religion...” 9.283

“If only Bradley’s arm was longer. Best photo ever. #oscars” 9.266
“ZOZOTOWN新春セルが史上最速で取高100を先ほ(...)” 9.158
“HELP ME PLEASE. A MAN NEEDS HIS NUGGS” 8.822

Table 2.11: The four prominent tweets, ranked by the new compound engage-
ment metric [KH20].
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2.3.6 Explaining engagement, discussion

The commercial opportunity of the models proposed in this project, to inform
real-world business decisions, requires the predictions to be explainable. The
EU General Data Protection Regulation (GDPR) motivates AI researchers to
propose various methods for interpreting complex models [VA19]. I apply some
of the most popular and the most promising of these methods, in a novel attempt
to explain online social engagement at scale.

2.3.6.1 Feature importance

I begin explaining social engagement models produced by this study with the
classical approach introduced by [BFSO84]. Figure 2.4 offers a comparison of
feature importance between all engagement models trained on the T2017-ML
dataset [KH20]. The importance of each feature is calculated as total purity
gain of splits which use the feature, averaged across 3-folds of cross-validation
and then re-scaled to [0, 1] for comparison across all models. The uncertainty for
virality features does not exceed 6%. When predicting response (i.e., number of
replies), the number of users mentioned by the tweet has the highest predictive
value, in the contrast to the number of image attachments (i.e., media count)
which has almost none. The count of followers, highly popular in prior work on
virality prediction comes fourth in predicting the compound engagement. The
average number of followers gained with each status (i.e., followerStatusRatio) or
the number of times the author favorited other tweets (i.e., actorFavoritesCount)
are far more predictive of compound engagement.Feature importance analysis
based on the gain and split counts, offers only a model level heuristic towards
explainability. Consistency of this approach is challenged by [LEL18]. Lundberg
argues, that a model can change such that it relies more on a given feature,
yet the importance estimate (gain or split count) assigned to that feature can
decrease.

2.3.6.2 Consistent individualized feature attributions

The SHAP [LEL18] method computes Shapley values from coalitional game
theory, by which the feature values of a single social post act as players in a
coalition [LL17b, Mol19]. Shapley values tell us how to fairly distribute the
‘payout’ (= the engagement prediction) among the features. A player can be an
individual feature value (e.g., 2 million followers), but also a group of feature
values.
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Figure 2.4: Relative feature importance depending on the definition of engage-
ment, based on cumulative purity gain calculation (top 23 out of
31 features). Author features contribute the highest purity gains
consistently across models, however contribution of other features,
like the number of mentions or media attachments, shows signifi-
cant variance across models. Based on [KH20].
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Formally, a coalitional game is defined by a set N of n players, and a function
v that maps subsets of players to the real numbers: v : 2N → R, with v(∅) =
0, where ∅ denotes the empty set (i.e., a coalition with all features missing).
Function v called the worth of coalition S has the following meaning: if S is a
coalition of players, then v(S) describes the total expected sum of payoffs the
members of S can obtain by cooperation, in this study defined by a specific
engagement prediction for N . The Shapley value is one way to distribute the
prediction (payout) to the features (players). It is a “fair” distribution in the
sense that it is the only distribution with certain desirable properties (e.g.,
additivity explained further by [Mol19]). According to the Shapley value, the
amount that the feature (player) j is given in a coalitional game (v,N) is:

φj(v) =
∑

S⊆{x1,...,xp}\{xj}

|S|! (p− |S| − 1)!

p!
(v (S ∪ {xj})− v(S)) (2.16)

The sum extends over all subsets S of N not containing player j. When calcu-
lating for the feature followersCount in engagement prediction, the formula be
can interpreted as follows. For each of the coalitions, I compute the predicted
engagement with and without the feature value followersCount and take the
difference to get the marginal contribution. The Shapley value is the (weighted)
average of marginal contributions. I replace the feature values of features that
are not in a coalition with random feature values from the test dataset to get
the prediction from the engagement model. If I compute the Shapley values for
all UGC feature values, I get the complete distribution of the prediction (minus
the average) among the feature values. Thus SHAP specifies the explanation of
a single engagement prediction as:

k(z′) = φ0 +

M∑

j=1

φjz
′
j (2.17)

where k is the explanation model, z′ ∈ {0, 1}M is the coalition vector of UGC
input features, M is the maximum coalition size and φj ∈ R is the feature value
attribution or simply the Shapley value, for the feature j of this UGC instance.
To advance my understanding of social engagement at scale, I proceed with
Shapley Analysis to compute explanations for predictions in the test set. Figures
1.4 to 1.7 offer a summary of Shapley Analysis performed for the extended
time-frame engagement models trained in this study (see section 1.3.4.4).The
SHAP summary plots are computed on a random sample of two thousand UGC
instances from the test set, using the shap library from [LEL18]. The colour and
position of the dots inform the impact on the prediction of the chosen feature’s
value. A red dot to the right informs that the high value of the particular feature
contributed the most to the prediction. A blue dot to the left means that the
low value of the feature reduced the engagement prediction. Violet dot in the
middle means that the average value of the feature had a small impact on the
predicted score.
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Figure 2.5: SHAP summary plot for the Virality model. High number of fol-
lowers, presence of an image and at least one hashtag consistently
increase the virality prediction. Among less expected findings, it
is noteworthy that mentioning other users, or posting a long tweet
from an old account consistently hurt the predicted virality.
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Figure 2.6: SHAP summary plot for the Response model: mentioning a lim-
ited number of accounts and attaching an image consistently in-
crease the expected number of replies. Unexpectedly, so does the
number of past tweets favorited, suggesting a reciprocity of atten-
tion on Twitter. It is also noteworthy to see the that longer body,
attachment of a URL (both requiring additional effort from the re-
sponder) or hashtags (increasing visibility of the conversation, per
Fig.2.5) both negatively impact the number of expected replies.
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Figure 2.7: SHAP summary plot for the Popularity model: The number of
followers gained with every status posted (or account followed)
since joining Twitter, the number of other tweets favorited, and a
presence of an image attachment all consistently rise the number
of predicted likes. The importance of liking other tweets again
suggests a level of attention reciprocity on Twitter. Among other
findings: short body helps, mentions don’t. The URL attachments
again decrease the number of expected likes.
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Figure 2.8: SHAP summary plot for the Engagement model. The number of
followers gained with every status posted (or account followed)
since joining Twitter, the number of other tweets liked, presence
of an image attachment or a hashtag all increase the predicted
compound engagement. Attaching a URL (pointing to arguably
an additional effort, in the contrast to an instantly gratifying vi-
sual attachment) or, surprisingly, the number of accounts followed,
all limit the expected compound engagement. Compound Engage-
ment explanations conclude this project’s analysis of the dynamics
of attention in Twitter, yet offer an important baseline for the fol-
lowup studies, in understanding topic specific (e.g., #globalwarm-
ing) audience engagement.
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2.4 Beyond Twitter:
Popularity Prediction on Instagram

The predictibility of social media popularity is a topic of much scientific interest
and practical importance. In [RKH20] we present a new strong baseline for pop-
ularity prediction on Instagram which is both robust and efficient to compute.
Instagram poses additional challenges for knowledge extraction and delivery,
from data collection, analysis and operationalization standpoints. Therefore
the study offers an additional opportunity to validate re-usability, beyond Twit-
ter, of the new computational framework proposed in Chapter 3. In contrast
with Twitter, the author specific attributes, proven earlier to be highly relevant
for popularity prediction, are not available at the time of UGC collection, re-
quiring dedicated collection and conflation processes before training or scoring.
Moreover, attaching an image is now a prerequisite for posting, by Instagram
design, thus motivating inclusion in the analysis, for the amount of potentially
relevant signal carried by the visual modality.

Careful selection and extraction of visual features towards a multimodal rep-
resentation of the UGC, remains as one of the more expensive open problems in
the field, with five new attempts in the last October alone [CLZ+19, DMW19,
DWW19, HHWY19, HLK+19]. [GO19] show significant advantages of exten-
sive feature extraction from several sources combined with embeddings of past
posts, however at the sacrifice of scalability and generality, and thus production
potential. Compromises like that are still not an option within this project. To
increase the potential for commercial application, I focus the feature extraction
process only on signals available at the time of posting, and dedicate much of
the effort to enhancing the predictive power of the visual modality with deep
feature extraction. Recent advancements in computer vision offer exciting new
opportunities for analyzing image attachments in a scalable way [RF18, TL19a].

In [RKH20] we expand previous work by a comprehensive ablation study of
the predictive power of multiple representations of the visual modality and by
detailed use of explainability tools. We explore different combinations of deep
semantic features extracted from images, and their potential for transfer learn-
ing in UGC popularity prediction. We use recent pretrained models to capture
various complimentary aspects of an image: concepts, scenes and objects de-
tected, towards the richest attainable representation of a UGC at the time of
posting. I then apply the GBRT approach from the Engagement study, to ex-
plore the limits of popularity prediction on Instagram, without compromising
interpretability or scalability. Finally, I apply [LEL18] to calculate attribution
of all the pre-trained models and predictive concepts, in the first explainable
ablation study on Instagram. The results inform optimization of UGC repre-
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sentation in future productive scenarios and offer new insight into the dynamics
of attention on Instagram. The contributions of this study can be summarised
as below:

• a scalable framework for distributed, GPU accelerated extraction of deep
visual features from social images (described in Chapter 3)

• a new model for predicting popularity on Instagram, the first to achieve
strong [Coh88] ranking performance while satisfying the properties of scal-
ability and interpretability

• a comprehensive ablation study to quantify the contribution of every pre-
dictor, explained via locally accurate Shapley values [LEL18]

The report on this study is structured as follows. First, I summarize the collec-
tion of training data and outline the feature extraction. I list seventeen social
features available at time of posting and introduce a new feature extraction
process implemented part of this project. Then, I define the predictive task
and a regression model, to be trained by the LightGBM [KMF+17] framework.
The last sections focus on the results and SHAP [LL17a] explanations of a
comprehensive ablation study, towards a new understanding of the dynamics of
attention on Instagram.

2.4.1 Data collection

Several recent studies note that no publicly available dataset exists for Instagram
[GO19, ZCZ+18, MPW18, OMW+17]. I use the data collection framework
proposed in Chapter 3 to collect a new dataset. Afterwards, I follow [DMW19,
RvDMW20, ZSY18, ALK16, BSG14, GO19, ZCZ+18, MPW18, OMW+17] to
scrape additional features (author metadata and image attachments), which I
then conflate, towards a multi-modal dataset. The resulting set consist of one
million unique image posts, created in the Autumn of 2018. Relative to prior
work, this volume is among the largest on both Instagram and social media
platforms in general, cf. Figure 2.1. The data set is not category or user specific
and as such suggests potential for generality w.r.t. all image posts on Instagram.
The engagement signal collected simultaneously, included the number of likes
(favorites), which I consider as the popularity signal for this study.
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2.4.2 Feature extraction

Prior work proves that popularity prediction benefits from a multi-modal ap-
proach [HLK+19, DWW19, WBF18] to UGC representation. This section de-
scribes the information extracted for ever post, divided on a top level, into social
and visual features.

2.4.2.1 Social features

Table 2.12 offers a summary of social features, grouped into three categories:
author, content, and temporal. For each author of a post I extract the number

Author Skewness Type Origin
followers 2.728 ordinal original
following 3.462 ordinal original
posts 5.183 ordinal original
follower per post 22.368 continuous computed
follower per following 34.635 continuous computed
Content Range Type Origin
filter [0, 41] categorical original
users tagged [0, 20] ordinal original
user has liked [0, 1] categorical original
has geolocation [0, 1] categorical original
language [0, 72] categorical original
is English [0, 1] categorical computed
hashtag count [0, 60] ordinal computed
word count [0, 519] ordinal computed
body length [1, 2200] ordinal computed
Temporal Range Type Origin
posted day [1, 31] categorical computed
posted week day [0, 6] categorical computed
posted hour [0, 23] ordinal computed

Table 2.12: Summary of the social features extracted for each UGC. Based on
[RKH20].

of followers, number of friends (accounts followed), and the number of posts still
publicly available. In order to stabilise the variance, I log-transform these within
the sample. The transformation is given as follows by first log transforming the
variable:

ylog = log(x+ 1) (2.18)
and then subtracting the mean

ytrans = ylog −mean(ylog). (2.19)
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Finally, I compute the ratios follower per post and follower per following similar
to my studies on Twitter, to better capture social phenomena such as celebrity.
Among the content features, I extract the filter id (Instagram offers 42 filters
applicable to an image), number of users tagged in the post, whether the user has
liked the post, whether there is any location data available, language id, number
of hashtags, and the length of the caption measured in words and characters.
I compute the is English flag to better separate English content from others.
Among the temporal features, I first extract the time of posting: posted date,
posted week day, and posted hour. User id and post id, are discarded immediately
towards anonymity and generality.

2.4.2.2 Visual features

I deploy four pretrained neural networks within the feature extraction framework
described by Chapter 3. We use the new process to capture concepts, scenes,
objects, intrinsic image popularity and additional high-level features from all
images collected.

• Concept features: We use the state-of-the-art model EfficientNet [TL19a]
pre-trained on ImageNet [RDS+15] to extract concept features, informed
by the 1000-dimensional feature vector of the softmax output layer.

• Scene features: We use Places365 ResNet-18 [ZLK+18a] to extract a vari-
ety of scene features, represented by the 365-dimensional feature vector of
the softmax output layer, the 102-dimensional feature vector given by the
attributes to the scenes, and a flag indicating if the scene of the image is
inside or outside.

• Object features: We use YOLOv3 [RF18] pretrained on COCO [LMB+14]
to detect 80 different objects in the image. For each object, I count the
number of instances, which generates a 80-dimensional feature vector de-
noting the count of every object detected.

• Intrinsic image popularity : Here we adopt the IIPA model to directly
assess the intrinsic image popularity with a single value, as proposed by
[DMW19].

• High-level features: We extract additional high-level features represented
by 2304, 512 and 2024 dimensional feature vectors from EfficientNet [TL19a],
Places365 ResNet-18 [ZLK+18a], and IIPA [DMW19], respectively. All
features are extracted after the last pooling layer. Since the different net-
works are pretrained on different data sets for different task, their internal
representations of features should vary [ZLX+14].
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Figure 2.9: Results of the new feature extraction framework, when applied
to a sample image. The associated concepts are extracted with
EfficientNet, objects are detected with YOLO, the associated
scenes and scene attributes including environment description (in-
door/outdoor) are extracted with Places365. The image scores a
natural IIPA value of 1.96 on a scale from -4 to 8. Mean IIPA
score in the sample is 2. Based on [RKH20].

With the described technique, we extract a total of 1548 features representing
concepts, scenes and objects, plus one value representing the intrinsic image
popularity, and 4864 high-level features contributing to an expressive and com-
prehensive feature representation. In combination, these features advance UGC
representation well beyond prior work (see Table 2.13). The extracted visual
semantics are summarized by the top-10 concepts, scenes, and objects in Fig-
ure 2.10. Figure 2.9 demonstrates the extraction with results from a sample
image.
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Figure 2.10: Ten most frequently predicted concepts, scenes and objects in the
sample. For each category in concepts and scenes, I report the
number of times it was the top prediction in the sample. Based
on [RKH20].

2.4.3 Predicting popularity

In this section I motivate the basic assumptions of the popularity prediction
conducted in this study, including the definition of the problem and choice of
the machine learning framework.

2.4.3.1 Definition of popularity

The choice of engagement signals to define popularity in prior work varies
across social networks. On Twitter focus is often on the number of retweets,
but the number of likes is also used as a measurement of popularity [KL19,
WBF18, KH20, ZJ19]. On Flickr and Instagram the literature is more con-
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Concepts Scenes Objects
[GO19] X X
[GUB+15] X
[KDH14] X
[MPW18] X
[MRR+16] X X
[MMJ14] X X
[OFB19] X X
[OMW+17] X
[RvDMW20] X
This study X X X

Table 2.13: Prior use of concepts, scenes, and objects extracted from the visual
modality. Based on [RKH20].

sistent with respect to popularity. Popularity on Flickr is measured by the
number of comments [MMJ14] and clicks [CLZ+19, KLT+19], but the most com-
mon predictor is the number of views [DWW19, GUB+15, HCYH17, HLK+19,
HYA16, KDH14, MMJ14, OFB19, WCZM16]. Prior work on Instagram agrees
on the number of likes as the best predictor of popularity [ALK16, BSG14,
DMW19, MPW18, MRR+16, OMW+17, RvDMW20, ZCZ+18, ZSY18], with
few researchers using the number of comments as well [BSG14, RvDMW20]. In
this study I will follow majority of the prior work to use the number of likes as
the response variable.

2.4.3.2 Machine learning technique

Prior work shows many approaches to predicting popularity. [CKXM19] pre-
dict the number of mentions for a specific event; [ALK16, OFB19, WCZM16]
look at the popularity over time; [OMW+17, RvDMW20] consider popular-
ity for different brands; [MPW18] predicts popularity for different categories;
[DP15, MMJ14, ZCZ+18] approach it as a binary classification problem, e.g.
popular vs. unpopular ; but the majority of work predict the number of likes,
shares, views, etc., as a regression and ranking problem [CLZ+19, DMW19,
DWW19, GO19, HHWY19, HLK+19, KLT+19, KL19, KH20, ZJ19]. Gradient
boosting algorithms are used in social media popularity prediction [HLK+19,
KLT+19, GO19, HHWY19, CLZ+19, KL19, KH20] due to speed, performance
and explainability. Encouraged with earlier results, I continue to use the Light-
GBM framework [KMF+17] to address popularity prediction as a regression and
ranking problem.
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2.4.4 Experimental setup

In this section I summarize the technical assumptions of the experiments, in-
cluding evaluation metrics and the training configuration before discussing the
results of a comprehensive ablation study [RKH20].

2.4.4.1 Evaluation metrics

We focus on the most widely used UGC engagement signal on Instagram [ALK16,
BSG14, DMW19, MPW18, MRR+16, OMW+17, RvDMW20, ZCZ+18, ZSY18]
offered by the number of likes. We predict the log-normalised number of likes
(see (2.18) and (2.19)) and choose Root Mean Square Error (RMSE) to calcu-
late the loss during training. We follow [KL19, KH20] to compute Spearman
Ranking Correlation (SRC) and R2 as the evaluation metrics.

2.4.4.2 Training platform

In the ablation study we evaluate the predictive performance of 36 combinations
of feature groups in 3-fold cross validation. It is easy to calculate that at least
108 training runs will be necessary after deep feature extraction and initial
hyper-parameter tuning. The computational cost here, inherent to both feature
extraction and training at scale would be prohibitive for many, thus offering
a final scalability test of the analytics framework I propose in Chapter 3. The
framework at this point is scaled out to three Apache Spark nodes, each equipped
with a 6-core Intel Xeon CPU and NVidia Tesla V100 GPU.

2.4.4.3 Hyper-parameter tuning

I perform a very basic hyper-parameter tuning of the Gradient Boosted Re-
gression Trees offered by [KMF+17] on the full combination of feature groups
(denoted as YIEPACT) and fix these parameters across ablation experiments,
to ensure fair comparison. I cap the number of leaves at 256, set the feature
sampling at every iteration to 0.5 (expecting many noisy features to slow down
the training otherwise), limit the number of bins when building the histograms
to 255 (limit dictated by the GPU implementation [ZSH17]) and set the learning
rate to 0.05.
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2.4.5 The ablation study

I evaluate 36 combinations of feature groups in 3-fold cross validation, to quan-
tify the impact of each modality on model performance, ranking power, variance
captured and the overall training time. The 1M dataset is split 80/20 for train-
ing and validation. The hyper-parameters are fixed as described in 2.4.4.3. In
Table 2.15 we report the SRC, RMSE and R2 results for all the models, and
illustrate further in Figure 2.11. The first 6 models are built with social feature
groups only, followed by 15 models without the (promising and sourced indepen-
dently) author feature group. After including the author features in training,
we observe a sudden jump in performance, as the SRC increases beyond 0.5
and the RMSE decreases below 0.35. In social and behavioral sciences, ranking
performance in excess of 0.5 SRC is considered strong [Coh88].
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Figure 2.11: Performance for models getting a SRC higher than 0.5. The
boxes show ±2 standard deviations. Model name (x-axis) ex-
plains features used: author (A), content (C), temporal (T), Ef-
ficientNet (E), Places365 (P), YOLOv3 (Y), and IIPA (I). Based
on [RKH20].
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The top panel of Figure 2.11 shows the performance ±2 standard deviations for
16 best models. The SRC and RMSE are inversely related as expected. The
standard deviation of performance between cross-validation folds offers a con-
servative estimate of the standard error of the mean. YIACT has the highest
SRC, but also a high standard deviation, while the model IEPACT has similar
performance but is much more robust. The bottom panel in the same figure
shows the variance explained R2 and the training time. It is noteworthy that
the models ACT, YACT, IACT, and YIACT were relatively fast to train, with
CV time below 200 seconds. All the other models have more than four time as
many features, which is reflected by the increase in training time. Considering
variance explained, YIACT has the highest R2, but IACT shows performance
with much lower standard deviation.

The model IACT after a relatively short training, achieves high R2 and a strong
SRC within a small confidence interval. Therefore we propose the IACT model
as a strong, robust and efficient baseline for popularity prediction on Instagram.
With a longer training time (about 20 minutes) the model IEPACT becomes a
robust runner-up candidate with a strong consistent SRC performance across
all CV folds.

Without feature RMSE SRC SRC std. Training time
Author 1.202 0.463 0.000 1075

EfficientNet 1.158 0.509 0.000 421
Places365 1.158 0.509 0.001 772
YOLOv3 1.157 0.510 0.000 1170
IIPA 1.159 0.509 0.001 1105

Table 2.14: Ablation study by feature group removal. That author features
are more important than the visual features. The removal in Ef-
ficientNet gives the largest decrease in training time with almost
no reduction in performance. Based on [RKH20].
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SRC RMSE R2 Time
Features µ σ µ σ µ σ (sec)

T 0,261 0,001 1,306 0,001 0,086 0,001 30
C 0,305 0,002 1,291 0,001 0,108 0,001 50
A 0,349 0,002 1,266 0,001 0,141 0,001 124

CT 0,417 0,001 1,231 0,001 0,188 0,000 71
AT 0,425 0,001 1,219 0,002 0,204 0,001 134
AC 0,426 0,000 1,216 0,001 0,207 0,000 151
CT

YCT 0,433 0,000 1,222 0,001 0,200 0,000 101
ICT 0,435 0,001 1,219 0,001 0,204 0,000 61

YICT 0,444 0,001 1,214 0,001 0,211 0,001 101
PCT 0,452 0,001 1,210 0,001 0,216 0,001 362
ECT 0,455 0,000 1,208 0,001 0,219 0,001 719

YPCT 0,456 0,000 1,207 0,002 0,220 0,001 388
IPCT 0,456 0,000 1,206 0,001 0,221 0,001 356
YECT 0,457 0,000 1,206 0,002 0,221 0,001 740
IECT 0,458 0,001 1,205 0,001 0,222 0,000 737

YIPCT 0,459 0,000 1,204 0,001 0,224 0,001 375
EPCT 0,460 0,001 1,205 0,001 0,223 0,000 1061
YIECT 0,461 0,000 1,204 0,001 0,224 0,001 742
YEPCT 0,461 0,000 1,204 0,002 0,224 0,001 1030
IEPCT 0,462 0,001 1,202 0,001 0,226 0,001 1087

YIEPCT 0,463 0,000 1,202 0,001 0,227 0,001 1075
ACT
ACT 0,501 0,000 1,163 0,001 0,276 0,000 136

PACT 0,504 0,001 1,162 0,001 0,277 0,001 398
EACT 0,505 0,001 1,162 0,002 0,277 0,001 754
IPACT 0,505 0,000 1,160 0,001 0,279 0,001 389
YEACT 0,506 0,001 1,160 0,002 0,279 0,001 785
YPACT 0,506 0,001 1,160 0,002 0,279 0,002 394
IEACT 0,507 0,001 1,160 0,002 0,280 0,001 741
YACT 0,508 0,001 1,158 0,002 0,282 0,001 172

EPACT 0,508 0,000 1,159 0,002 0,280 0,001 1081
YIPACT 0,508 0,000 1,158 0,002 0,282 0,001 421
YEPACT 0,509 0,001 1,159 0,002 0,281 0,001 1105
YIEACT 0,509 0,001 1,158 0,001 0,282 0,001 772
IEPACT 0,510 0,000 1,157 0,002 0,283 0,001 1170

YIEPACT 0,510 0,001 1,157 0,002 0,283 0,002 1074
YIACT 0,510 0,003 1,155 0,002 0,285 0,003 160

Table 2.15: Quantitative evaluation of each feature group’s contribution to
model training and predictive performance.
Abbreviations: author (A), content (C), temporal (T), Efficient-
Net (E), Places365 (P), YOLOv3 (Y), and IIPA (I). Based on
[RKH20].
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2.4.6 Explaining popularity, discussion

The choice of an explainable GBM framework [KMF+17] for training of every
model in the ablation study, creates an excellent opportunity to compare the
explanations. I apply Shapley Analysis from the shap library [LEL18], still
considered SOTA in explaining GBMs. Due to high computational cost, I use
the analysis framework proposed in Chapter 3 to parallelize and distribute the
workload. Single Shapley value quantifies the effect on prediction, which is
attributed to a feature. Two properties of these values make them ideal for
explaining our ablation study:

• Consistency and local accuracy: Even if I change the model so that
a feature has a greater impact, the attribution assigned to that feature
will never decrease. Features missing in the original input (i.e. removed
in ablation) are attributed no importance. The values can be used to
explain single predictions as well as to summarize the model.

• Additivity of explanations: Summing the effects of all feature attribu-
tions approximate the output of the original model. Additivity therefore
enables aggregating explanations, e.g., on a group level, towards an accu-
rate and consistent attribution for each of the modalities in the study.

In this section I aim to advance the understanding of the dynamics of attention
on Instagram, via SHAP explanations of the popularity ablation. I structure
the discussion by three phases of the analysis across models. In the first one we
compare the overall impact of feature groups and how it changes with addition of
other features. In the second one we identify the top 30 (out of 1548) individual
features with the highest impact on predictions. In the third one we compare
the average positive and negative impact of top social features. The last analysis
illustrates how the attributions of top visual features change with an addition
of other feature groups. To the best of my knowledge this study represents a
new level of scrutiny, in explaining online popularity on Instagram.

2.4.6.1 Feature groups

The Figure 2.12 shows an average absolute SHAP value for each feature group for
each model along with the corresponding SRC performance. The base model CT
trained on Content and Temporal features achieving SRC of 0.417 is displayed
in the upper left corner. The content features affect the prediction more than
the temporal ones, since the content bar is higher than the temporal bar.
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Figure 2.12: Average absolute SHAP value aggregated within each feature
group used by the models. Upper left bar plot shows the base
model CT consisting of Content and Temporal features. For the
three columns, Author (A) and IIPA (I) features are added, and
for each row the groups EfficientNet (E), Places365 (P), and
YOLO (Y) - corresponding to concepts, scenes, and objects re-
spectively - are added. For each model the Spearman’s Rank
Correlation is shown in the box. Based on [RKH20].
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Author features are essential: The columns to the right in Figure 2.12 in-
clude author features (A), IIPA (I) and a combination of the two (IA). When
we examine the first row with the base model CT in common, we observe that
adding IIPA features results in increase of the model’s performance from 0.417
to 0.435 SRC. It is noteworthy that adding A offers much higher boost to per-
formance, with SRC at 0.501. In fact, considering all the models in the second
and fourth column, we observe that the author features are indeed necessary to
obtain strong [Coh88] ranking performance (SRC above 0.5).

EfficientNet has the largest cumulative impact: In the rows below the
base model CT in Figure 2.12, the different semantic concepts, scenes, and ob-
jects are added to the model from EfficientNet (E), Places365 (P), and YOLO
(Y) respectively. When comparing the three models YCT, ECT and PCT, we
observe that E exhibits the largest effect on the predictions. In the lower half of
the figure, we show the models combining more visual features, yet E maintains
the largest effect. Indeed EfficientNet features have the largest effect on the
predictions of all the models examined. However, we should note that E has
1000 features, whereas P and Y only have 486 and 80 resp. Despite E showing
the largest cumulative impact, a single feature from P and Y might contribute
more than an average feature from E. We hypothesize that many of E features
cancel each other out and revisit this hypothesis in Figure 2.15.

Visual semantics are correlated: When adding combinations of visual se-
mantic groups, we observe a decrease in attribution for a single group, e.g. in
YEPCT the attribution of E, P and Y is lower than in other models in this
column (ref. Figure 2.12). At the same time, we note the SRC increases every
time new features are added to the model, indicating that the different feature
groups are complementary. However, the decrease in different attributions co-
inciding with the increase in SRC also suggests that the groups are somewhat
correlated and that the model might learn a better representation where some
of the features within the groups are disregarded. This illustrates a synergy be-
tween the groups, with how features can be substituted after including others.
Above observations can be validated across the columns. When we examine the
three other columns, we observe in the second row that the effect of Y decreases
after adding A, I, and IA. The same is true for E and P as the model is com-
bining the visual semantics. In fact, the more features we combine the lower
is the contribution from each feature group. In particular, the largest model
YIEPACT shows the lowest average attribution for each feature group.
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Author features increase attribution of detected concepts: The second
column of Figure 2.12 illustrates the impact of adding the author features (A) to
the base model CT. We observe a sudden increase in the performance reaching
a SRC at 0.501, which is 0.04 higher than the best model YEPCT from the first
column. We have already observed performance increase obtained by adding
author features, so the following examines the effect of A on the visual seman-
tics. It is noteworthy that models with EfficientNet features (E) always give the
same or better performance than Places365 features (P) across all models, e.g.
YIEACT has a higher SRC than YIPACT. If we examine the models without
A starting with the first column, we see that the increase in performance is
higher when adding E or P instead of Y, e.g. the model EPCT achieve a higher
SRC than both YECT and YPCT. Same patterns are seen in the third column.
However, if we examine the models with A starting with the second column the
pattern is more cluttered, since YACT achieves a higher SRC than both EACT
and PACT. Moreover, we see that adding either E or P to YACT results in
a decrease in performance, but adding all them in YEPACT gives the highest
performance in this column. Furthermore, we do see that the combination of
EP in EPACT achieves the same performance as YACT.

Towards optimal representation: From the observations we hypothesise
that when adding a single semantic group to ACT, YOLO is preferred for the
highest performance, but if adding two is possible then E and P will be prefer-
able. There seems however no advantage in predictive performance to using
EP instead of Y. Finally, even though both YEACT and YPACT have lower
performance than YACT, adding all three visual semantics to YEPACT offers a
marginal benefit. The fourth column validates these hypothesis, where again Y
as a single feature is better than E and P, but adding the combination EP gives
similar performance to adding Y. However, here no significant performance gain
is observed by combing YIACT and IEPACT into YIEPACT. All these three
models achieve the highest observed SRC at 0.510. The cumulative attribution
highlights the predictive power of objects together with the authors features,
but also shows how the combination of concepts and scenes remains powerful
without author features.

2.4.6.2 The Top-30 features

In this section I investigate the features with the highest overall attribution in
the ablation study. I discuss the top-30 most prominent features based on the
average absolute SHAP value across all models. More precisely, I sum the aver-
age absolute SHAP value for each feature across all models and then divide by
the number of times the feature was used by the model.
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Figure 2.13: Based on [RKH20]. Average absolute SHAP value for top 30
features. The features are ranked by the highest average absolute
SHAP values across all models, then normalized by the number
of times the feature is used, for fair comparison. It is noteworthy,
that all 16 social features are among the top ones.

In Figure 2.13 the top-30 features are shown coloured after each feature group.
The two features hashtag count and posted day have by far the largest average
absolute SHAP value and as such affect a prediction the most. The author
features followers and followers per post come right after with high attribution
as well. The two computed ratios followers per post and followers per follow-
ing introduced in 2.4.2.1 prove more impactful than the two original features
following and posts. The three temporal features all have a high effect on the
prediction, illustrating that the time of posting on Instagram has significant
impact on expected popularity. This is a striking difference with popularity
on Twitter explained by Figure 2.7. The content features users tagged, has ge-
olocation show also a relatively high effect. Among the visual features, IIPA
and Person have the largest effect, in fact comparable with the social features.
Otherwise most of the visual features have a smaller effect. In the following, I
will therefore investigate the effect of the social and visual features separately.
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2.4.6.3 The social features

The social features are explained individually using SHAP values. The positive
and negative means for the social features are visualised in Figure 2.14. I ag-
gregate the SHAP values into the mean of all positive and all negative SHAP
values separately. In that way, I both preserve the sign and deviation of the
attributions. Otherwise, the values of the opposite sign would cancel each other
out in a regular mean calculation across predictions.

Hashtag count and posted day are important: In Figure 2.14 the base
model CT trained on content and temporal features indicate that hashtag count
and posted day are good discriminators. There are two explanations to note:
they have high positive and negative SHAP means, and the magnitude of the
positive and negative mean is similar, meaning these features impact a predic-
tion in both positive and negative direction. The number of users tagged also has
a high impact on the prediction, and the effect is mostly in a positive direction
since the positive mean is of larger magnitude than the negative mean. Conse-
quently, the discriminative power is lowered than that of the two aforementioned.
Next, has geolocation appears to be a good discriminator, filter mainly affect
the prediction in a negative direction, whereas language mainly affect the pre-
diction in a positive direction. Overall attribution across the social features in
this figure shows similar trends to Figure 2.13, discussed in the previous section.

Relationship between language and visual semantics: If we consider
the first column in Figure 2.14, only small changes are observed down the rows.
The size of the bars is decreasing slightly as we add visual features, e.g. word
count is larger in CT than YEPCT. Adding objects (Y) only seems to have
minimal effect on the bars without changing the relative distribution, whereas
adding concepts (E) and scenes (P) gives an increase in the positive mean of lan-
guage. In fact, all the features have lower impact in YEPCT than in CT except
language, which contributes more. This shows that language is more important
when visual semantics are added to the model. The other columns validate the
observation and lead us to hypothesize, that the visual predictors of popularity
vary significantly across cultures (arguably captured to an extent by languages).

The impact of caption decreases with visual features: Considering Fig-
ure 2.15, if we compare the models in the first row with the models in the last
row, attribution of the feature word count is reduced after including caption.
Word count is the number of words in the caption, as a feature it becomes less
important when visual features are included in prediction. Such connection be-
tween the visual features and basic textual features like the number of words,
suggest that the visual information can partly substitute predictive signals in
text.
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Figure 2.14: Average positive and negative SHAP values for the 15 most im-
portant social features show significant differences between the
32 models in the ablation study. Based on [RKH20].
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The high impact of author features: The second column of Figure 2.14,
describes the models with author features added. Comparing CT with ACT
models, a large decrease in the attribution of users tagged is observed indicating
that this feature is less important when author features are included. The same
observation can be made in the other rows of these two columns. The features
followers and the two computed ratios followers per post and followers per fol-
lowing have a relatively large effect on the prediction. It should also be noted
how these two features become more important as visual semantics are added.
The difference in attribution of followers and follower per post between ACT
and YEPACT models is substantial.

The impact of language depends on IIPA: In the third and fourth col-
umn of Figure 2.14 IIPA is added to CT and ACT respectively. Like E and P,
IIPA also increases the positive mean of language, as illustrated by the difference
in CT vs ICT. This is also seen for other rows though the increase is smaller,
due to the increase from E and P. Therefore, we observe that language is more
important along with IIPA, suggesting that the very definition of popularity
differs across cultures.

Visual features have a small impact on social features: Overall, only
small changes are observed across the models in Figure 2.14, indicating that the
visual features have only a small effect on the impact of the social features on a
prediction. If we compare the models in the first row with the models in the last
row, the features language has increased and word count has decreased. If we
compare ACT with YIEPACT, we can observe that the majority of the features
have a smaller impact. The SHAP attribution of word count is reduced but
those of the two author features followers and followers per post are unchanged,
and the attribution of the content feature language is actually larger. This sug-
gests that author features are important regardless of the visual information,
that language might capture some sort of user segment, and that word count
and visual information are highly related.
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2.4.6.4 The visual features

The average attribution for the visual features across ablation models is illus-
trated by Figure 2.14. Again I aggregate the SHAP values into the mean of
all positive and all negative SHAP values separately. The first rows are sparse
since these models primarily consist of social features, e.g. CT is trained only
on content and temporal features. It should also be noted that the scale for the
visual features is different from the social features therefore Figure 2.13 with
top-30 features should be examined for comparison of social and visual features.
This section explores the attributions of visual features alone.

IIPA and people features are important: Figure 2.15 clearly identifies
IIPA and person as the two most impactful visual features, with their attri-
bution illustrated by the largest bars. It is noteworthy that the two features
become less important when other features are added to the model. By compar-
ing YCT with YACT, it is seen that the added author features seem to decrease
the importance of person. Similar reductions are observed when the visual fea-
tures I, E and P are added - in fact, the smallest effect from person is observed
in the largest model with all visual features, i.e., YIEPACT. When examining
IIPA, the same trends are observed: both the addition of author features and
the other visual features reduce the effect of IIPA. Again, IIPA has the lowest
effect in the largest model YIEPACT.

Bridge is an important scene. When considering the features of P in PCT
and PACT as illustrated by Figure 2.15, we observe how the addition of author
features reduces all the features of P. IIPA affects the features of P in the same
way. If we add both author features and IIPA at the same time (IPACT), a
relatively large decrease in the two features amusement arcade and balcony in-
terior is observed. Adding E and Y also results in large reduction in attribution
of the P features, and it is actually observed that the three features amusement
arcade, balcony interior and childs room have almost no effect on a prediction
in the large model YIEPACT. By comparing PCT and YIEPACT, it becomes
apparent that only the feature bridge is of a similar importance compared to
the small model PCT. We propose that bridge is a scene predictive of popularity.

There is a connection between concepts and places: When examining
Figure 2.15 We observe a connection between the concepts (E) and the scenes
(P). When we compare the bars of E in ECT with E in the model EPCT, where
the scene features are added, we notice that the concept bar lakeside has disap-
peared. Since lakeside indeed is a place, we hypothesise that the features from
Places365 substitute for lakeside. Finally, we also observe how the features from
both E and P are shrinking, when the two feature groups are combined. The
observation is validated across the columns.



62 Social Data Science

0.417

C
T

0.501

A
C

T

0.435

IC
T

0.508

IA
C

T

0.433

Y
C

T

0.508

Y
A

C
T

0.444

Y
IC

T

0.510

Y
IA

C
T

0.455

E
C

T

0.505

E
A

C
T

0.458

IE
C

T

0.507

IE
A

C
T

0.452

P
C

T

0.504

P
A

C
T

0.456

IP
C

T

0.505

IP
A

C
T

0.457

Y
E

C
T

0.506

Y
E

A
C

T 0.461

Y
IE

C
T

0.509

Y
IE

A
C

T

0.456

Y
P

C
T

0.506

Y
P
A

C
T

0.459

Y
IP

C
T

0.508

Y
IP

A
C

T

0.460

E
P

C
T

0.508

E
P
A

C
T

0.462

IE
P

C
T

0.510

IE
P
A

C
T

0.461

Y
E

P
C

T 0.509

Y
E

P
A

C
T 0.463

Y
IE

P
C

T 0.510

Y
IE

P
A

C
T

EfficientNet

Jinrikisha
Lakeside
Monastery
Packet
Website

IIPA

IIPA

Places365

Amusement arcade
Balcony interior
Brigde
Childs room

In/outdoor
Patio
Plastic
Matte

YOLO

Person
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between the 32 models in the ablation study.
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2.5 Conclusions

In this chapter, I have summarized my results in studying the dynamics of atten-
tion at scale. Online social networks like Twitter and Instagram today aggregate
traces of our collective attention at an unprecedented scale. I design, implement
and then leverage a new big data framework (proposed in the following chapter)
to scale up to the challenge. I use the framework to position the studies in this
chapter among the largest studies on social media to date (see Figure 2.1). At
this scale, I prove it is possible to rival state-of-the-art results without compro-
mising on explainability, robustness or privacy compliance [KL19].

Non-linear advanced ML algorithms like deep neural networks and gradient
boosted machines are among the most successful methods used to date. GBRT
specifically offer an excellent opportunity for strong explanations (i.e., accurate
explanations of a strong model). The models of virality, engagement and popu-
larity I deliver throughout my project for both Twitter and Instagram, are the
first to achieve strong [Coh88] ranking performance in a robust and explainable
way. My GBRT approach combining features available early with sentiment
score and high accuracy ground-truth achieves state-of-the-art results on mul-
tiple benchmark datasets. The compound engagement model, in particular, is
the first to explain half of the variance with features available early, and to offer
strong [Coh88] ranking performance simultaneously.

In [KH20], we examine and consolidate a diverse set of content engagement
metrics from Twitter. The correlations discovered allow us to propose a new,
more holistic, one-dimensional engagement signal. We then show it is more
predictable than any previously investigated influence predictor. I propose the
ability to engage the audience as a new, more holistic baseline for social influ-
ence analysis. We share the compound engagement workflow and parameters
(Eq. (2.13) and Table (2.7)) to ensure reproducibility and inspire future work on
engagement modeling. I hypothesize that this alternative metric could alleviate
the negative impact of diffusion-based influence maximization, on our collective
attention, well-being and by extension the democratic process itself.

In [RKH20], we address the hard problem of multi-modal popularity prediction
using population models on Instagram. We employ deep neural networks to
pursue a rich UGC representation, prerequisite to advancing our understanding
of popularity. We conduct a comprehensive ablation study, including transfer
learning to represent visual semantics with the explainable features concepts,
scenes, and objects. Through ablation, we inform feature fusion towards an
optimal UGC representation, validated by a strong and robust ranking per-
formance. The study delivers the first strong popularity ranker to satisfy the
properties of robustness and interpretability simultaneously.
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2.5.1 Future work

The models are ready for production with immediate application to social media
monitoring, campaign engagement forecasting, influence prediction, maximiza-
tion, and curating user feeds. The analysis suggests immediate avenues for
further inquiry. The virality study suggests that the diversity of information
actively consumed by an individual might be predictive of social influence. The
Instagram study suggests that visual predictors of popularity can vary across
cultures. The engagement study only begins to interpret the Shapley explana-
tions computed for each model. Further study of interactions of SHAP attribu-
tions with the language feature alone, can offer new insight into culture-specific
dynamics of attention. The summary explanations, however, already offer a
necessary baseline, if one was to explain topic-specific (e.g., #globalwarming)
engagement at scale. These are only some of the hypothesis to exceed the three-
year duration of my Industrial Ph.D. project.



Chapter 3

Big Data Engineering

big data “extremely large data sets that may be analysed com-
putationally to reveal patterns, trends, and associations, especially
relating to human behaviour and interactions” (Mashey, 1990)

the world “the world is one big data problem” (McAfee, 2012)

3.1 Introduction

Extracting knowledge from big data, due to its high volume, velocity, and va-
riety (referred to as the 3V’s since [Lan01]) is hard. Delivering insights from
social big data, to customers globally, is even harder. The personal nature
of the records makes social big data subjective to many privacy concerns and
laws. The European General Data Protection Regulation (GDPR and ISO/IEC
27001), which came in force during this project, makes social network anal-
ysis more difficult to use in business, where dependant decisions need to be
retraceable (explainable) on-demand [HBPK17]. Privacy and transparency re-
main among the biggest challenges in extracting knowledge from social networks
[BOJC16, SP18]. Ensuring reliable (accurate) and explainable analysis, while
respecting user privacy, remain conflicting goals and open research issues indi-
vidually. Consequently, substantial effort in this industrial Ph.D. project has
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Figure 3.1: Data collection and storage topology

been directed to big data processing, privacy compliance, explainability, and
operationalization. This chapter summarizes key architectural choices I have
implemented part of this project, to deliver in 2019, state-of-the-art engage-
ment analysis, to over 8000 private and enterprise customers around the world.

3.2 Data collection overview

None of the data analyzed in Chapter 2 has been available a the time of starting
this project. A diverse set of APIs, however, was gradually made available for
consumption, part of Microsoft agreements with Data Sift, Twitter, and subse-
quent collaboration with the Bing Predicts team. Figure 3.1 offers a topology
of data collection pipelines implemented part of this project, to leverage these
APIs. Each of them performs a unique role in maximizing signal-to-noise ratio
for social engagement modelling tasks, under scalability and privacy constraints.
The motivation to implement the data collection pipelines outlined in figure 3.1
can be summarized as follows:

• Retrieval and enrichment of raw User Generated Content (UGC) from
Instagram and Twitter
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• Application of all privacy requests issued for the collected UGC, since the
first data request until the end of this project

• Retrieval and collection of engagement signals available for the collected
UGC, for machine learning supervision

• Consolidation and indexing of the collected UGC for high-volume privacy
requests and feature-extraction requests issued simultaneously

The following sections offer a detailed description of the individual pipelines,
with a focus on the design choices contributing directly to achieving the above
goals. The overall intention of the chapter remains to document the painstaking
dependency of social data science on big data engineering, but also to highlight
the many opportunities to advancing common data science tasks with the latest
technology available.

3.3 Twitter analysis in times of GDPR

The introduction of strict privacy laws and regulations during this project mo-
tivates substantial additional workload, unaccounted for at the time of project
proposal in 2016, yet prerequisite for any modelling tasks. Privacy compliant
analysis in this project is defined as one that considers publicly available data
only. Any document no longer public as a result of a privacy request, needs
to be removed from the storage within a legally approved grace period of 30
days. The responsibility of applying every incoming privacy request to datasets
controlled by Microsoft is delivered by the Compliance Pipelines (3) and (4).
The design and implementation of these pipelines is described in the following
sections. The purpose of this section is to offer the regulatory context, for strict
order and time constraints on the data collection tasks, summarized by figure
3.2:

• The grace period is defined as the maximum delay in the application
of a relevant privacy request, or the number of days since a particular
dataset has been exposed to all privacy requests applicable. This project
is granted 30 days.

• Data transit The volume and velocity of incoming privacy requests de-
mand the target datasets to be exposed at rest, after indexing at the
destination. Every hour spent on ETL, i.e., Extraction of the data from
Twitter History, Transformation, and Loading (indexing at the destina-
tion) is considered transit, reducing the remaining grace period.
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Figure 3.2: Actual time available for modelling relative to data engineering
and privacy compliance workload

• Compliance Replay The number of privacy requests issued by users
globally, and potentially applicable to data in transit, grows by an average
of 2000 per second. Therefore one week of transit operations creates a
compliance debt of at least 1.2 billion requests. The responsibility of the
Compliance Replay (4) pipeline is to retrieve and process these requests
within the grace period. Failure to do so would require deleting the data
within 30 days from HPT request, or after 15 days left for analysis since
transit.

• Online Compliance Data already indexed at a destination can and
should be exposed to live privacy requests simultaneously with histori-
cal. The common Online Compliance Pipeline (3) shared across projects
at Microsoft enables modelling beyond the grace period.

• Simultaneous feature extraction Extraction of anonymous metadata
by pipelines (5, 6, 7) for documents already at rest, is executed in parallel
with Compliance Replay, to ensure the modelling phase (8) can start as
soon as possible.

• Modelling of social engagement, can only begin after all relevant data
is indexed at the destinations, which includes supervisory signal delivered
by pipeline (5, 6) and advanced content representation from the pipeline
(7). The time for modelling ends with the last day of the grace period,
after which all UGC is deleted.



3.4 Data storage and serving 69

The asymmetry between time spent on engineering and data science tasks affects
big data researchers around the world. In 2015, [HS15a] offered an elaborate
explanation of this asymmetry, through the lens of hidden technical debt. Since
the time available for data science tasks is legally dependant on the scalability of
data engineering foundations, these investments receive top priority in the first
half of the project and a detailed description in this chapter. To consider the
analysis reported in Chapter 2 as a result of three years of work would be false,
for a substantial effort in this project was required upfront to pay the technical
debt of compliant engagement modelling at scale.

3.4 Data storage and serving

The volume, velocity, variety, fragmentation, and sensitivity of the data ana-
lyzed in this project impose strict requirements on data warehousing in partic-
ular. Over the last four decades, relational databases such as MS SQL Server,
have dominated data warehousing solutions, for many good reasons, including
space efficiency or preventing data duplication, via normalization. Today they
are also understood best, which could explain a wide adoption in many commer-
cial and academic projects. However, relational databases also have significant
shortcomings. The enforcement of schema and selective indexing requires from
an administrator to flatten all data before storage and foresee all analytic work-
loads ahead to prevent expensive schema changes. The cost of unforeseen feature
transformations (e.g., dependant on non-indexed fields) will directly impact the
number of experiments ran, or the hypothesis space explored. The necessity to
perform schema update in a production environment with the ingress of 50M
documents per day (10% of Twitter’s average daily rate), can be catastrophic.
[BGU16] emphasizes scalability as the other major shortcoming of traditional
SQL databases. Unless at the time of provisioning of the server, the adminis-
trator can foresee and accommodate the total data volume, the incoming big
data, by 3V definition, is guaranteed to cause an expensive reconfiguration and
delay. The commercial goal of this industrial Ph.D. project is to produce gen-
eral and scalable models to power online services on a global scale. In order
for the model to be relevant globally, it has to generalize across cultures and
languages. Intuitively the study to deliver such models is one learning from be-
havioral data representative of the global population. The central hypothesis of
this project is that strong general models are achievable, based on a large-scale
sampling of behavioral data from online social networks. These assumptions
dictate data warehouse solution capable of massive storage and scalability from
the beginning.
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3.4.1 Content Store: Azure Cosmos DB

Azure Cosmos DB is a proprietary globally-distributed NoSQL database “for
managing data at the planet-scale” launched by Microsoft in May 2017. After
nearly three years of rapid growth in market share, it is also well documented
[Gua18]. Below summarizes the key strengths of Cosmos DB, relative to tradi-
tional DB management systems, in the context of this project:

• Not Only SQL: CosmosDB does not enforce a schema, nor flattening of
incoming data. Nested JSON objects representing UGC activities, can be
stored without transformation dedicated in NoSQL collections.

• Turn-key scalability: Cosmos collections support dynamic re-partitioning
(scaling). Each partition is backed by a dedicated SSD or NVMe drive.
Re-partitioning is triggered automatically when incoming data exceeds
provisioned space, or manually before peak-workload. In this project, the
collections are scaled-up beginning of each month, for the duration of data
ingestion (by pipeline (1) and (2)) and later (mid-late month) for feature
extraction and modelling (7, 8). Outside of these periods, the collections
are scaled-down, to minimize running cost.

• Complete indexing: In striking contrast with traditional SQL databases,
Cosmos DB indexes all the data properties inserted, by default. This is
paramount for feature selection and engineering performance, even on ob-
scure nested features of the social post, not foreseen by first experiments.
New hypothesis do not require updating schema or re-indexing content.

• Distribution: Cosmos DB partitions and their replicas are distributed
geographically, with no documented limit for the number of read-enabled
replicas. This means every Spark worker node can work with a dedicated
partition individually, effectively maximizing the feature extraction and
experimentation throughput.

• Multimodel support: there are four different data models and associ-
ated APIs available at the time of creating a collection (data store). While
this project relies mostly on DocumentDB model with SQL API, for raw
JSON storage and analysis, the Graph model is a noteworthy and powerful
alternative for future modelling of networked data.

The choice of Cosmos DB as a sink for UGC pipelines (1) and (2) and source
for analytics (7), allowed feature extraction at a rate of 44.000 posts per second.
This is roughly 5x the average velocity delivered by the full Twitter Firehose.
There are however, two significant caveats to use of Cosmos DB. Any update
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to an existing document requires re-indexing (i.e., delete old, then insert new
document), and the cost of maintaining an on-line database of millions of doc-
uments, scaled out to accept high volume and velocity of privacy requests, is
non-negligible for a single Ph.D. project.

3.4.2 Auxiliary Store: Azure Data Lake

Azure Data Lake Generation 2 is a new Big Data storage solution from Mi-
crosoft, backed by Azure Blob Storage and regular HDD drives, offering a scal-
able yet cost-effective alternative for Cosmos DB. A substantial amount of non-
sensitive data is produced by pipelines (5), (6) and (7 - described later), which
does not require the application of compliance signal simultaneously with anal-
ysis, including:

• Content Engagement Totals from Twitter are anonymous and publicly
available

• Instagram User Network Totals are publicly available for web crawlers
around the world, with no compliance signal available

• Sentiment Analysis results are anonymous and do not enable reconstruc-
tion of the input text

• Image Recognition results are anonymous and do not enable reconstruction
of the input images

The above-listed data does not require scalable exposure to privacy signal; how-
ever, it is, in another contrast to UGC, subject to change. Content Engagement
and User Network Totals are expected to change in time. The same can be said
about the Sentiment Analysis and Image Recognition methods implemented
during this project. For the above reasons, Azure Data Lake Gen. 2. is chosen
as the secondary storage, to minimize the cost per operation while still offering
an acceptable read performance for analytics. Table 3.1 offers a summary of

Data type Source Purpose Destination Indexing Partitioning Consistency
(2) Historical tweets (raw) Historical PowerTrack model input Amazon S3 n/a date strict
(2) Historical tweets (raw) Amazon S3 model input Cosmos DB full, lazy author.id eventual
(3) Compliance requests (delete) Compliance Firehose compliance Cosmos DB n/a author.id eventual
(1) Instagram posts (raw) Data Sift model input Cosmos DB full, lazy activity.id eventual
(1) Instagram Engagement Totals Data Sift supervision Cosmos DB full, lazy activity.id eventual
(5) Instagram User Totals World Wide Web model input Data Lake G2 user.id none strict
(6) Twitter Engagement Totals Engagement Totals supervision Data Lake G2 activity.id none strict
(7) Sentiment predictions Cosmos DB model input Data Lake G2 activity.id dataset.id strict
(7) Image recognition predictions Cosmos DB model input Data Lake G2 activity.id dataset.id strict

Table 3.1: Data flow, partitioning and serving summary
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storage solutions across project pipelines. Eventual consistency and lazy index-
ing are chosen for all Cosmos collections to minimize the cost and latency of
insert operations. Partitioning on the ID of the author is crucial for scalability
of Compliance Replay, ensuring that user-delete requests are not fanned-out to
all Cosmos partitions, but served by a single partition each.

3.5 User Generated Content collection

User Generated Content (UGC) analyzed in [KL19, KH20] is collected in batches
of JSON formatted activities from external API’s offered by Twitter and DataSift.
The batches exhibit high variability in volume, velocity and variety, throughout
the project. The goal of the tasks described in this section, is to enable a uni-
form access to all of these activities via SQL API, for data science and privacy
compliance requests simultaneously. Data collection pipelines (1) and (2) are
responsible for retrieval, enrichment and indexing of UGC. Below motivates the
choice of content and enrichment APIs, as the collection pipelines’ dependencies:

• Twitter’s PowerTrack (PT) Filtering: originally developed by GNIP,
provides users with the ability to filter the full Twitter Firehose only to
receive the activities of interest. Introduces a wide variety of filtering op-
erators to match tweets based on user attributes, content attachments,
geo-location, and many others. The use of PowerTrack filtering provides
a significant opportunity for the project, to limit data noise already at
the source, before the collection. Depending on the modelling task, this
could mean focusing the collection only on original Tweets (i.e., exclud-
ing retweets) or languages supported by Sentiment Analysis. Any noise
reduction translates directly to the reduction of collection and compliance
workloads, to be discussed in the following sections.

• Twitter’s Historical Power Track (HPT) is an API launched by
GNIP in July 2012, with the aim to offer PT filtering capabilities for
the entire Twitter Archive. HPT is designed for extracting tweet vol-
umes at scale. Every public tweet ever posted can be retrieved via HPT.
[TBDH19] argues that the relatively new field of computational social sci-
ence is still plagued by anecdotal-based arguments, where most analyses
focus on small samples, covering only a small period, leading to signifi-
cant bias in attempts to explain all events and making future predictions.
Relying only on short time-frame samples or keyword-based crawling can
produce a large dataset full of noise and irrelevant [BAK17] data. The
opportunity HPT creates for science is substantial. If the HPT job is ac-
cepted, every single Tweet posted during the period of interest expressed
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within a PT filter is examined for a match. An HPT job that covers
14 months results in filtering of nearly 300 billion Tweets, often in less
than 24 hours. Figure 3.3 illustrates the volume per month distribution
of an example dataset collected for this study. Building a similar dataset
by sampling Twitter’s Firehose, which dominates prior work, would have
taken 14 months minimum.

• Data Sift’s Activity Streams: user-generated content from many net-
works other than Twitter is made available for analysis by Data Sift. This
data provider offers dedicated live activity streams per network of inter-
est. A single stream delivers batches of UGC and (optionally) engagement
counts for content within filters. For this project, activity filters have been
deployed to match both available UGC and engagement counts from Insta-
gram. After a month of collection within this project, Instagram support
has been discontinued by DataSift.

For this project, multiple years of Twitter History have been filtered using PT
rules and operators, to minimize data points considered noise and focus the
collection on relevant data only. The filters have been applied retroactively to
extended time periods, to increase the size of the population represented by the
datasets, and maximize the generalizability of any resulting models. The Insta-
gram part of this study is based on an unfiltered stream ingested by Microsoft
over a period of 1 month. The 3Vs of mostly privacy-sensitive big data exposed
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Figure 3.3: Extended time-frame sampling with Historical PowerTrack API

by Twitter and DataSift motivate the implementation of custom distributed
data ingestion pipelines and a storage solution, with one ultimate goal in mind:
to maximize signal-to-noise ratio for privacy-respecting data science at scale.
Figure 3.4 illustrates a high-level design of the ingestion pipelines, developed
during this project. Pipeline (1) is responsible for enrichment, registration, and
indexing of Tweets after collection from the HPT storage (Amazon S3).
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Figure 3.4: Data collection pipelines collect and store JSON activities from
Twitter (1) and Instagram (2) at high volume, velocity and variety

Pipeline (2) is responsible for indexing entire Instagram traffic consumed by
Microsoft in a cost-effective way. The following page summarizes key design
choices taken with these responsibilities in mind.

• High-concurrency entry buffering: The moment HPT finishes filter-
ing Twitter’s history for content matching the requested PT rules, the
resulting volume is delivered to Amazon S3 storage, in the form of GZIP-
ped batches of JSON activities, to be collected within 15 days. Retrieval
of the batches from across the Atlantic, to a data center in Europe, is
highly parallelizable due to date-based partitioning at the source, allow-
ing peak throughput of 400Mb/s before decompression. Once in Europe,
each batch is decompressed. Every activity within the batch is individu-
ally registered in a CSV-based on-premises registry, before enqueuing for
enrichment by the second stage processors.

• Persistent inter-process communication: in order to maintain a high
throughput across the stages of ingestion, it is crucial to limit any un-
necessary overhead. In cloud computing, the golden standard of inter-
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process communication, motivated primarily by reliability and scalability
demands, is to rely on remote queues like those offered by the Azure Ser-
vice Bus. In the case of HPT ingestion, the network communication over-
head inherent to remote queuing systems was the first thing to avoid. For
inter-process communication, the high volume ingestion pipeline relies on
a persistent memory-mapped message queuing solution called BigQueue.
The following section provides a design summary.

• Bing Translation and Location APIs: The ingestion pipeline provides
an excellent opportunity for addressing any data issues, including impurity,
missing, or denormalized fields. Most of Twitter activities are delivered
with language detected upfront. The rest is subject to additional language
recognition using Microsoft Translation Text API [Mic19b]. A minority
of incoming content contains some form of location information. The
consistency and granularity of the incoming location data vary. While
the majority of the posts include none, some specify a country code (e.g.,
‘US’), city, or a vernacular region (e.g., “Big Apple”). Bing Maps Location
API [Mic19a] is called to find the GEO coordinate of the center, for all
such cases. Data Science tasks dependant on these coordinates are out of
scope for this Ph.D. project, and collected towards future contributions.

• High-availability Azure Functions: In contrast to HPT collection,
the ingestion of the incoming DataSift streams has a very low tolerance
for downtime, measured in minutes, after which data loss occurs. In or-
der to keep up with inbound streams of variable velocity, while mini-
mizing cost, the indexing implementation needs to support rapid scale-
out. The golden standard for scale-out today is offered by microservices.
[GWZW16]. Part of this project, the Instagram indexing process is devel-
oped as a lightweight Azure Function [MB17], with number of instances
rapidly adjusted depending on the incoming traffic.

• Distributed, adaptive indexing: The common final goal of both collec-
tion pipelines is to ensure every document is stored at the destination, in a
way that maximizes the performance of consumption scenarios, specifically
the serving of feature extraction and compliance requests. This process of
indexing cannot assume the volume of incoming data, the number of other
operations performed on the storage simultaneously, and consequently,
the throughput of the destination. The HPT indexer removes a batch of
documents from the back of incoming BigQueue, only upon confirmation
from the Cosmos DB management node. The Instagram dedicated Azure
Functions send a confirmation response HTTP 20x to DataSift, only after
Cosmos DB confirms the received batch. In case of destination overload,
the thread responsible for a particular batch attempts a retry only after a
period requested by the destination, specified part of the HTTP 429 error
message. This adaptive implementation maximizes the throughput of the
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pipeline while minimizing data loss. With Cosmos DB collection indexing
set to lazy, the Twitter indexer achieves peak throughput of 8000 tweets/s,
matching the average velocity of the full Firehose.

3.5.1 Document Registries: Global and Local

A substantial amount of data processed in this project is subject to privacy
requests and regulations. The best-known way to adhere to privacy regula-
tions is to respect each privacy request received. Considering the mean rate
of 2,000 (peak of 8,000) compliance requests per second observed from Twitter
Compliance Firehose in 2019, serving these requests on time becomes a big data
engineering problem, fast. The work required to cross-reference all the incoming
requests with all the HPT content stored in Cosmos DB, to retrieve and delete,
would dramatically impact the scalability and cost of the solution, and likely
prevent this project from completion. This critical concern motivates introduc-
tion of two document registries. Below summarizes the primary and secondary
use cases of each:

• Local CSV-file based registry: stores every unique document ID and
author ID processed during this project. The primary use case is to facil-
itate the pre-filtering of the Compliance Firehose Replay. Early filtering
drastically reduces the volume of requests forwarded to Cosmos DB. Fur-
thermore, the document IDs also inform a focused retrieval of Content
Engagement Totals. Both of these processes require dedicated pipelines,
described in the following sections.

• Global Azure-based registry, implemented as a Service Bus Table, for
high-availability across projects. This registry, aside from the document
and author ID’s stores the precise location(s) of sensitive content, and
informs any retrieve/update/delete operations. This purpose renders it a
critical dependency of the Compliance Processor, part of the Compliance
Pipeline described in the following section.

3.5.2 Persistent inter-process communication at scale

The diversity of type and computational cost of big data processing tasks in
this project validates the encapsulation of responsibility in dedicated processes
with assigned hardware. The isolation of sequential responsibilities demands a
scalable and reliable solution for inter-process communication. Scalability and
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reliability goals are frequently at odds with each other. The relatively fast inter-
process communication facilitated by the operating system (e.g., named pipes)
is vulnerable to frequent unplanned shutdowns or synchronization issues (e.g.,
single file shared across processes). In cloud computing, services like Azure Ser-
vice Bus, offer message queuing designed to address both the synchronization
and fault tolerance concerns. The elaborate locking and redundancy architec-
ture, along with the network communication overhead, can severely impact the
overall throughput and scalability of the solution. In this project, high vol-
ume pipelines rely on neither. The advantages of a memory-mapped persistent

Big Queue

page page page page page page… … …

memory-mapped

persisted on disk

Queue front Queue back

Figure 3.5: BigQueue: persistent memory-mapped queue for inter-process
communication at scale

queue, offered by the BigQueue library [Lea16] in the context of this project,
are summarized as follows:

• Performance: enqueue and deque operations are performed on the front
and rear of the queue, as illustrated by figure 3.5, which results in IO
performance close to O(1) and comparable with direct memory access.
Memory-disk mapping dramatically increases the throughput of each pipeline
stage, relative to remote queues.

• Scalability: the total size of the queue is limited only by the space avail-
able on the provisioned disk. Such flexibility is crucial during retrieval
of high volume HPT batches from Amazon S3, which quickly exceed the
size of memory or system hard drives of the executor machines, both also
subject to data loss during an unexpected shutdown.

• Reliability: every page of the queue is persisted on the physical hard
drive provisioned for the pipeline’s machine. The operating system is re-
sponsible for persisting the produced messages, even if the pipeline process
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crashes. Built-in synchronization ensures that multiple pipeline processor
can concurrently enqueue and dequeue without data corruption. Such
a safeguard makes it possible to run additional instances of a particular
processor when mitigating throughput bottlenecks.

3.6 Privacy compliance pipelines

Every single User Generated Content (UGC) analyzed in [KL19, KH20, RKH20],
has been publicly available at the time of data collection. Exactly how much of
it remains public, can change rapidly afterward. Account removal, suspension,
or deleting of a single tweet render all related content unavailable for compliant
analysis. Users exercise their right to be forgotten at an unprecedented rate
[BBC+19, KL19]. Many of them have their accounts and content removed au-
tomatically, part of Twitter’s crackdown on fake accounts and foreign political
interference [SRN+18b]. In this project, instead of anonymizing the datasets,
sensitive or private information is eliminated from storage and future analysis
as soon as the request from the user is processed by the social media platform.
In 2018 there has been an average of 2,000 (with peaks of 8,000) such delete
requests delivered by Twitter’s Compliance Firehose. Ingestion, archiving, fil-
tering, and application of these requests are the responsibilities of Compliance
Pipelines (3) and (4), with the architecture summarized by figure 3.6.

3.6.1 Online Compliance

The volume of incoming privacy requests is delivered to Microsoft by Twitter’s
Compliance Firehose via multiple redundant live streams and consumed by the
Online Compliance pipeline (3). The responsibility of this pipeline is to ensure
uninterrupted consumption of the stream, application, and archivization of all
incoming requests in the online Compliance Archive hosted by Azure. The
choice of Blob Storage for the archive is motivated primarily with cost savings
due to the large volume of the incoming requests. The first stage processors
perform archivization after de-duplication of redundant data streams, before
passing the requests to downstream processors via Azure Service Bus. The
second stage processors are responsible for filtering out the incoming requests
concerning content or users unknown to Microsoft. The filtering is informed by
the global Document Registry, which also contains all the location(s) of sensitive
content. This information is propagated along with the request to the final
stage processors, responsible for complete removal of UGC or an author, from
the storage. The partitioning design of Cosmos DB collections ensures that any
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Figure 3.6: Privacy Compliance pipelines: Online (3) and Replay (4) ensure
every applicable privacy request is reflected by the central storage
solution

user delete request can be served by a single Cosmos DB node (partition) only,
which ensures maximum end-to-end throughput of the compliance infrastructure
while minimizing the impact on modelling and specifically, feature extraction
performance.

3.6.2 Compliance Replay

One week of processing by the collection pipelines creates a compliance debt of
at least 1.2 billion requests. All of them have to be examined for a match with
owned UGC, and if necessary, applied to any known copy of the no-longer public
UGC, all within the grace period. This is ensured by the Compliance Replay
pipeline (4) triggered ad-hoc after successful data indexing by the collection
pipeline. The process begins with retrieval of all compliance requests issued in
the period of transit, from the Microsoft controlled Compliance Archive, popu-
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lated live by the Online Compliance pipeline (3). The volume of these requests
can easily overwhelm downstream infrastructure and impact the performance
of the dependent analytics and modelling tasks. With this concern in mind,
entry filtering is implemented, based on the local Document Registry, popu-
lated during data ingestion. The entire list of registered, unique document IDs
is read into each processor’s RAM to facilitate the filtering of all incoming re-
quests at high velocity. The vast majority of non-applicable requests (regarding
UGC out of Microsoft control) is discarded, dramatically limiting the workload
for downstream infrastructure. Occasional hash-collisions lead to false positives
propagated to the next processor, which filters them out based on the global
registry, or in case of a match, forwards the request to the pipeline (3), for
execution.

3.7 Content and User Engagement Signals

The social engagement modelling tasks described by Chapter 2 and the scientific
papers enclosed, all depend on the engagement signals unavailable at the time
of UGC collection [KL19, KH20]. Below three multidimensional signals require
dedicated collection effort each:

εcontentTwitter = [εretweets, εreplies, εfavorites] (3.1)

Twitter content engagement signal is publicly available as the number of retweets,
replies, and favorites received by a tweet, or a 3-dimensional vector 3.1.

εcontentInstagram = [εlikes, εcomments] (3.2)

Instagram content engagement is publicly available as the number of likes and
comments received by a post, or a 2-dimensional vector 3.2.

εuserInstagram = [εfollowers, εfollowing, εposts] (3.3)

Finally, the Instagram author engagement signal is publicly available, as the
number of followers, accounts followed, and the count of UGC owned by the
author, expressed by the 3-dimensional vector 3.3.
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3.7.1 Twitter Engagement Totals API

There are two ways of collecting εcontentTwitter, which dominate prior work on Twitter
engagement modelling:

• Web crawling: for every tweet, the WWW representation is retrieved, and
the components of the vector are parsed from the raw text. This method
represents the present counts at the time of crawling but does not in-
clude engagement actions removed by, e.g., privacy requests, affecting the
accuracy of ML supervision. Furthermore, the significant communication
overhead involved in crawling and vulnerability to automatic anti-crawling
measures by target sites, drastically reduce the scalability of the approach.

• Activity counting: UGC collection, in this case, is not limited to unique
content, but also replies and retweets, to be counted. This approach re-
quires full Firehose access, introduces substantial overhead in collection
effort and a proportional increase in compliance responsibility.

Part of this study, an alternative way of sourcing engagement signal is developed,
based on Twitter Engagement API, and summarized by Figure 3.7.

6
Local Registry

Engagement 

Totals API
Totals Storage

Azure Data Lake

manual trigger

Figure 3.7: Content engagement signal is extracted using Twitter’s Engage-
ment Totals API

Twitter Engagement Totals pipeline (6) is executed as soon as the collection by
pipeline (2) is completed. The process is designed to retrieve the vector 3.1 for
all Tweets of interest, identified by the local registry instance, populated during
collection. The requests are issued in batches with 2 seconds of delay between,
to maximize the rate limits of the API. Finally, the signal is stored in the target
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Data Lake Gen. 2, exposed to requests during the modelling stage (7). This
solution secures the total counts of engagement actions (retweets, replies, or
favorites) ever registered for the specified UGC (even if removed later), thereby
maximizing the accuracy of supervision for predictive analytics.

3.7.2 Instagram User and Engagement Totals

The Instagram content engagement totals described by vector 3.2 are delivered
by DataSift in the form of JSON activities, in a similar way as the UGC. This
enables the reuse of pipeline (1) for consumption, before processing and con-
flation at a later stage (7). Unfortunately, contrary to Twitter’s, Instagram
activities do not arrive with user counts embedded. The number of followers, in
particular, is well recognized by prior work, as one of the strongest predictors
of engagement. This motivates an additional effort to extract 3.3, summarized
by Figure 3.8. While all the user counts of interest are publicly available, any
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Figure 3.8: User Totals crawling infrastructure powered by Microsoft Bing

custom attempts to crawl the websites of Instagram have triggered automated
rate-limiting or blacklisting of the originating IP addresses. There are, how-
ever, many services that have been whitelisted by Instagram and exempt from
the rate limits. The publicly available robots.txt file (Instagram), reveals one
owned by Microsoft, called the Bingbot. This project relies on the Microsoft
Bing web crawlers to retrieve volumes of vectors 3.3 for Instagram engagement
analysis. The overview offered by Figure 3.8 illustrates two parallel data flows:
a high-concurrency recurring flow between Bing’s crawlers indexing the public
websites, and the ad-hoc flow implemented for this project, to retrieve only the
features of interest, from selected Instagram pages.
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3.8 Feature Extraction at Scale

The goal of previously described collection and compliance pipelines was to
render most of the velocity, variety, and sensitivity challenges transparent for the
data science workloads. The goal of the architecture (7) is to prepare the richest
possible representation of UGC for privacy-compliant engagement modelling at
scale. In machine learning, the importance of quality feature engineering needs
little introduction. This is arguably the most computationally expensive stage
of the project. It has a direct impact on the final performance, robustness, and
scalability of the models, as measured in Chapter 2.

Every Twitter and Instagram UGC analyzed in this study is collected in the
form of JSON activities, and stored in partitioned, distributed collections of
Azure Cosmos DB. Each of these activities offers a nested, multidimensional
representation of the original post, referred to as the RAW content, and well
documented by the data providers [Twi19, Dat19]. Only a minority of the
RAW content dimension offers a signal relevant for engagement modelling. The
choice of these dimensions has been summarized in Chapter 2, validated by prior
work and ablation studies [KL19, KH20]. This section describes the process
implemented to extract and maximize the signal-to-noise ratio, from the RAW
UGC at scale.

Figure 3.9 illustrates the scope and distribution of this process. The synergy
of Data Science and Big Data Engineering, in this thesis, begins with Cosmos
DB [RR18] and Apache Spark [ZXW+16] integration. The guiding assumption
behind all the technical choices described below is that the end model quality
depends directly on the number of the hypothesis tested (i.e., mistakes learned
from), under time constraints explained in section 3.3. Consequently, the moti-
vation of the architecture 3.9 is to minimize the idle periods in the project (e.g.,
waiting for processing results) and to maximize the number of experiments that
can be conducted in a fixed amount of time. This project relies on the Apache
Spark cluster for all data science tasks described in Chapter 2. Apache Spark
is well-suited for the development of large-scale machine learning applications
due to an adaptation of the Map-Reduce approach to iterative computations
on distributed in-memory data structures [MBY+16]. This approach is often
credited, for the Spark’s ascend to the de-facto industrial standard for Big Data
analytics, and the rapid growth of Ali Ghodsi’s Databricks.
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Figure 3.9: Cosmos DB and Apache Spark integration: Apache Spark Driver
Node (DN) distributes feature engineering workload to worker
nodes Wx. These execute feature extraction from the selected
RAW dimensions, served by dedicated Cosmos DB partitions Px.

3.8.1 Resilient Distributed Datasets

RDD is an abstraction offered by Spark to boost the efficiency of a wide range
of iterative algorithms and data mining. RDDs allow Spark to outperform
existing models (e.g., Hadoop) by up to 100x in multi-pass analytics [GA15]. In
this project, the UGC representation, created from selected RAW dimensions,
extracted via SQL API is no longer personally identifiable, however, it remains
in-memory with no persistent representation created by Spark. Restricting the
analysis to in-memory RDDs allows maximizing the performance of all the tasks
described in Chapter 2, but also prevents fragmentation of any sensitive data
outside of the central Cosmos DB, exposed to user privacy requests [KL19].
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3.8.2 Distributed feature collection

Many of the dimensions of the RAW content (e.g., handle, biography or type
of browser used) are irrelevant for this project. Use of Cosmos DB SQL API
allows focusing feature extraction only on selected dimensions. This helps limit
the communication overhead with the collections or transmission of any privacy-
sensitive or otherwise personally identifiable information (PII). For example,
where RAW content would contain the exact handles of users mentioned in
the tweet, the array_length operation will only return the number of accounts
mentioned. The SQL API is also useful in focusing the requests on a specific
period, topic, or origin of the UGC collected. The distribution of workload
between the Spark cluster and partitioned Cosmos DB collections, enable feature
extraction at rates exceeding 65,000 tweets per second, thereby accelerating
every dependant experiment.

3.8.3 GPU accelerated feature extraction

Predictive analysis towards the extraction of features from natural language and
vision is far more complicated, and historically motivates most of the activity in
the field of deep learning. Below summarizes the project dependency on some
of the most promising and complex deep neural architectures available today.
If Deep Residual Networks are credited for achieving human-level performance
in image recognition, the recent Bidirectional Encoder Representations from
Transformers represent such a breakthrough for natural language processing
(NLP). The choice of below deep models to enhance UGC feature representation
was motivated in Chapter 2 [RKH20]. Their architectures are well documented
in peer-reviewed journals, after multiple years of research and development.

• Sentiment Analysis: State-of-the-art models in sentiment analysis to-
day, including the one delivered by Microsoft Cognitive Services [Mic17] re-
lies on a recent language representation model called BERT, which stands
for Bidirectional Encoder Representations from Transformers. The pre-
trained BERT model is fine-tuned with at least one additional output
layer, to advance a wide range of tasks, including sentiment analysis.
BERT obtains new state-of-the-art results on eleven natural language pro-
cessing tasks, including GLUE, MultiNLI, SQuAD v1.1, and SQuAD v2.0.
This advancement is attributed to multiple layers of attention (12 or 24
depending on the model), and multiple attention “heads” in every layer (12
or 16). Since model weights are not shared between layers, a single BERT
model effectively has up to 384 different attention mechanisms [DCL+18]
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• EfficientNet: Convolutional Neural Networks (ConvNets) are the class
of DNN most commonly applied to analyzing image data, and commonly
developed to maximize the available resources. EfficientNets family of ar-
chitectures [TL19b] is a result of a neural architecture search to design
a new baseline network, which achieves much better accuracy and effi-
ciency than previous ConvNets. The EfficientNet-B7 achieves SOTA on
ImageNet while being 8.4x smaller and 6.1x faster on inference than the
best existing ConvNet. The EfficientNets potential in transfer learning is
proven on CIFAR-100, Flowers, and three other datasets, with an order
of magnitude fewer parameters than previous best ConvNets.

• YOLO: You Only Look Once: In the field of computer vision, object
detection is particularly challenging, as it involves a combination of ob-
ject classification and object localization within a scene. DNNs continue
demonstrating superior object detection performance compared to other
approaches. YOLO is one SOTA approach in DNN-based object detection
in terms of both speed and accuracy. The real-time performance, however,
is not possible without a powerful GPU [RDGF16, SCLW17]

• IIPA: Intrinsic Image Popularity Assessment: This pre-trained
DNN has been developed to predict the potential of a social image to
go viral on the Internet. It is optimized for ranking consistency with mil-
lions of popularity-assessed image pairs. The authors claim human-level
performance on Instagram. It is based on ResNet-50 [HZRS16a] DNN
architecture, and requires approximately one day to train with NVIDIA
Tesla V100 GPU [DMW19]

• WideResNet-18: Places365 is trained on an image database for deep
scene understanding [ZLK+18b], released part of a challenge to advance
at the task of visual scene recognition. The pre-trained model used in this
project is based on WideResNet-18 architecture. Deep ResNet’s are able
to scale up to thousands of layers and still show performance improve-
ments. However, training very deep residual networks have a problem of
diminishing feature reuse, making these networks very slow to train. The
novelty of WideResNets lies in decreasing the depth and increasing the
width of residual networks. [ZK16] show the advantages of this approach
over their commonly used thin and deep counterparts. They demonstrate
that even a simple 16-layer WideResNet outperforms all previous deep
residual networks, achieving new SOTA on CIFAR, SVHN, COCO, and
significant improvements on ImageNet.

The above summarized DNN dependencies taken in this project were until re-
cently prohibitive at scale. Given a single machine with a 6-core Intel i7 proces-
sor, the sentiment analysis of all Twitter UGC in this project, would require six
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months. Extracting image features described in Chapter 2, from all the Insta-
gram UGC collected, would have taken five years. The most computationally
intensive part of the project, motivates a GPU accelerated Apache Spark clus-
ter. Every DNN model mentioned is CPU-bound OOB (out-of-the-box). Each
of them has been carefully ported to CUDA part of this project and deployed to
Spark worker nodes with NVIDIA Tesla V100 GPUs on-board. The distributed
architecture proposed in Figure 3.9 allows a speed-up of 70x, and thus enables
transfer learning in modelling social engagement at scale.
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3.9 Engagement modelling at Scale

The diverse set of signals collected and processed by the pipelines (1-7) finally
positions this project for privacy-respecting social engagement modelling at
scale. Chapter 2 has been dedicated to the results of this phase alone. The
purpose of this section is to describe key design choices in maximizing the per-
formance and accuracy of all dependant tasks. With the velocity, variety, and
sensitivity concerns encapsulated by the previously described workloads, the
guiding motivation remains to maximize the predictive performance of resulting
models, via maximizing the speed of analysis. The analytics architecture pro-
posed for the project’s modelling phase is summarized in Figure 3.10. It is rarely
discussed how many mistakes and failed attempts are necessary to produce one
strong and robust model. Each of these mistakes offers some educational value
for a researcher (especially at an early stage of a scientific career). Therefore
the analytics solution, intuitively, should maximize the number of experiments
that can be done within a fixed period of time. The architecture should secureSignal conflation, modeling, XAI
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Figure 3.10: modelling environment, powered by Apache Spark and NVidia,
facilitates signal conflation, exploratory and predictive analysis
and finally, explainable AI.
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the researchers’ focus on the scientific questions while minimizing the many dis-
tracting delays caused by the method and resource constraints. This is perhaps
a common opportunity for the industry-academic partnerships.

3.9.1 GPU accelerated Gradient Boosting

The engagement models are trained using the LightGBM [KMW+17] frame-
work from Microsoft. Prior work on multiple public datasets shows that the
framework’s features including Gradient-based One-Side Sampling (GOSS) and
Exclusive Feature Bundling (EFB) can accelerate the training process by over 20
times at negligible impact to accuracy [KMW+17]. Finally, LightGBM imple-
ments both: [Wal58] for handling of categorical features, and histogram-based
algorithm to approximately find the best splits, which is highly scalable on GPUs
[ZSH17]. The relatively low dimensionality of engagement prediction tasks on
Twitter does not require GPU acceleration. As described in Chapter 2, the mod-
elling tasks steered away from computationally expensive black-box approaches
like DNN’s and relied on less than 30 input features. This is many orders of
magnitude less than the dimensionality of ResNet or BERT architectures’ input
data. However, the histogram-based algorithm benefits dramatically from GPU
acceleration [ZSH17]. The speedup allows traversal of a substantially larger
hyper-parameter space during cross-validation, outlined by Algorithm 1.

The amount of data used for training any of the engagement models in this
project does not require Apache Spark distribution at this stage. The amount
of noise removed from RAW content by pipeline (7), reduces (or summarizes) an
incoming HPT dataset T2018 of 93 GB RAW sensitive data, to less than 400MB
of highly relevant anonymous signals. However, the highly complex Shapley
Analysis [LEL18], which consists of many independent iterations, scales near-
linearly with the number of cores available. Calculating explanations for all the
Engagement predictions on a 96-core cluster showed a speedup of 93.3x.

Algorithm 1 describes an example workflow of a modelling task executed end-
to-end in the context of the Spark Driver Node (DN) with an NVIDIA Tesla
V100 GPU on board. DN is the single source of control in the architecture 3.10.
The Virality model trained by the DN outperformed previous state-of-the-art
models by over 30% on multiple benchmark datasets (Chapter 2). The training
of the final model was completed in 4 minutes. The report on the results was
awarded Best Paper [KL19].
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Algorithm 1: Twitter Engagement 2018 model training with nested K-fold
cross-validation and hyper-parameter tuning
Result: Gradient Boosted Regression Tree
// Assume C is HPT CosmosDB collection, L is Totals Data Lake
H ← hyperparameter combinations
RDDUGC ← extract(7)(CT2018)
RDDTotals ← read(LTotals)
RDDY ← compute_engagement(RDDTotals)
RDDXY ← inner_join(RDDUGC , RDDY )
for i←1 to K do

XYTest ← collect(RDDXY )i
for h in H do

for j ←1 to K − 1 do
XYV alidation ← collect(RDDXY )j
XYTrain ← collect(RDDXY )K−2
GBRT ← train(XYTrain, h)
Y ← predict(GBRT,XV alidation)
ρj ← spearmanr(Y, YV alidation)

end
Calculate avg. perf. over K-2 folds for hyper-param. combination h

end
XYTrain ← collect(RDDXY )K−1
GBRT ← train(XYTrain, hbest)
Y ← predict(GBRT,XTest)
ρi ← spearmanr(Y, YTest)

end
Calculate average performance over K folds

3.10 Engagement Analysis in Production

The delivery of results from the modelling phase of this project, cannot and
does not end with the academic avenues. The industrial nature of this Ph.D.
collaboration requires an ongoing contribution to the business. The mission of
Microsoft Corporation is to empower every individual and every organization
on the planet to achieve more (Satya Nadella, 2015). The primary focus of
Business Applications Group within Microsoft is to contribute to this vision
with intelligent cloud services. My attempt to align the project with these goals
is faced with additional challenges across disciplines. Two of the technical ones
are summarized below. This section describes an engineering solution to both.
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• Volatile consumption patterns at scale: Every engagement model
in this project to be integrated with Microsoft cloud services need to be
able to cope with the demand generated by users around the world. The
demand is characterized by the natural daily cycles across timezones or the
growth in consumption, most often tracked by the Monthly Active Users
(MAU) metric. The demand is further characterized by peaks due to high
visibility events. Notably, increased activity in social networks, during
events related to politics, climate, celebrities or football, translate directly
to peak analytical workload, as soon as requested by a single customer,
private or public.

• Deteriorating model performance: The rapid increase in MAU of on-
line platforms like Twitter, observed over the last decade, inspired many
studies on the changing usage patterns. One example is the phenomenon
of adding tags to messages. Now an integral part of most online social net-
works (OSN), it dates back to February 2008, when introduced by Twitter
[HTE10]. The changing culture of OSN users can also be illustrated by the
average number of followers, followees (aka. friends), or daily activity. All
of these features offer predictive value in engagement modelling, as exam-
ined in Chapter 2. Their use is expected to cause a model’s performance
to decline over time.

Operationalization: model serving
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Figure 3.11: Topology of the model deployment, update and serving infras-
tructure, facilitating high-availability engagement analysis in
production.
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The architecture illustrated by Figure 3.11 summarizes the recurring tasks im-
plemented part of this project to address the above challenges and industrialize
engagement prediction at scale. Key components of the solution are described
below in the context of the challenges mentioned above:

• Custom model tuning: The Apache Spark modelling environment de-
scribed in section 3.9 and hosted by the Azure Databricks platform is
responsible for the delivery of new engagement models. The training pro-
cess is tuned for scalability, i.e., to balance the predictive performance
with the time necessary to predict engagement for every incoming post.
Specifically, only features available immediately after the post was cre-
ated are considered for training. This constraint was rarely an issue in
prior purely academic work. After successful cross-validation, the model
is dumped to a file and uploaded to a central model registry, hosted by an
Azure Machine Learning. This process is automated to facilitate model
retraining, with the evolving dynamics of attention in OSNs.

• Model input-output logic: For every new model, custom scoring logic is
developed, in Python, to acquire predictions based on batches of incoming
RAW content. This process involves vectorization, i.e., extracting model
input features from the incoming JSON activities (partially in line with
the responsibilities of the pipeline (7)) and interpreting model’s response,
including inverse power transformation of the predicted score. Along with
unit and integration tests, this logic is then uploaded to a GIT repository,
hosted by Azure DevOps [MG18]

• Service deployment logic: Every external request to predict engage-
ment will be served by a microservice pod, based on a Docker image.
Docker provides an elegant abstraction of a process in times of cloud com-
puting and for this project, an opportunity to encapsulate a model with
the IO logic and all the PyPI / Anaconda dependencies. Custom logic
to build and deploy these images is developed, for execution by Azure
DevOps services.

• Model serving platform: Traditional operating system offers task schedul-
ing via an abstraction layer from fixed on-premises compute resources
(prevalent single or dual-socket Intel x86 architectures). Kubernetes [Bre15]
delivers task scheduling on top of a dynamic pool of distributed compute
resources in the cloud. Azure Kubernetes cluster has been provisioned
to handle all incoming engagement prediction requests. The incoming
requests are distributed by the Kubernetes Orchestrator across multiple
instances of a microservice. Each pod represents a separate microservice
based on the custom-built docker image. The number of pod instances is
adjusted dynamically, based on the velocity of incoming traffic.
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One critical condition to meet before going to production was the ability to serve
150 prediction requests per second. Multiple load tests of the gradient boosted
microservices deployed as above, indicating a stable throughput of 300/s. The
solution became globally available in April 2019 [Mic19c], serving over 8000
private and enterprise customers of Microsoft Social Engagement across the
world. For the remainder of Microsoft’s contract with Twitter, they were able
to react to pre-viral content (including support requests) before anyone else.
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Abstract. The digital town hall of Twitter becomes a preferred medium
of communication for individuals and organizations across the globe.
Some of them reach audiences of millions, while others struggle to get
noticed. Given the impact of social media, the question remains more rel-
evant than ever: how to model the dynamics of attention in Twitter. Re-
searchers around the world turn to machine learning to predict the most
influential tweets and authors, navigating the volume, velocity, and vari-
ety of social big data, with many compromises. In this paper, we revisit
content popularity prediction on Twitter. We argue that strict align-
ment of data acquisition, storage and analysis algorithms is necessary to
avoid the common trade-offs between scalability, accuracy and privacy
compliance. We propose a new framework for the rapid acquisition of
large-scale datasets, high accuracy supervisory signal and multilanguage
sentiment prediction while respecting every privacy request applicable.
We then apply a novel gradient boosting framework to achieve state-
of-the-art results in virality ranking, already before including tweet’s
visual or propagation features. Our Gradient Boosted Regression Tree is
the first to offer explainable, strong ranking performance on benchmark
datasets. Since the analysis focused on features available early, the model
is immediately applicable to incoming tweets in 18 languages.

Keywords: Twitter · virality · privacy · sentiment · explainability ·
scalability · popularity

1 Introduction and motivation

”The role of the social and professional networks in the spread and ac-
ceptance of innovations, knowledge, business practices, products, behav-
ior, rumors, and memes, is a much-studied problem in social sciences,
marketing and economics. Online environments like Twitter, offer an
unprecedented opportunity to track such phenomena.” [2]

? Supported by Microsoft Development Center Copenhagen and the Danish Innovation
Fund Case No.5189-00089B
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The knowledge discovery process, however, is becoming even more tangled with
the arrival of social big data. 700 million tweets have been posted on the day
of writing this introduction. The volume, velocity, and variety of mostly un-
structured information even from a single social network are evolving at an
extremely fast pace. From an engineering and data science perspective, near
real-time analysis via online services and algorithms scalable in-memory are re-
quired, and demand substantial computational resources. Scientific endeavors to
date offer progress toward specific subtasks of social network analysis (SNA) yet
data collection and privacy compliance remain among the biggest challenges in
extracting knowledge [3]. Arguably the most significant among them is privacy
[34]. The social nature of nodes in these networks makes data subjective to many
privacy concerns and laws. The new European General Data Protection Regu-
lation (GDPR and ISO/IEC 27001) in force since May 25th, 2018 makes SNA
and black-box approaches (like deep neural networks) more difficult to use in
business, requiring the results to be retraceable (explainable) on demand [17].
In machine learning, explainable (compliant) real-time analysis is often at odds
with predictive accuracy. In social popularity prediction, some of the best re-
sults today are achieved using deep neural networks, difficult to interpret [37] or
data modalities time-consuming to acquire [12]. Modeling popularity relies on a
precise count of responses (subject to privacy requests, i.e., retweets in virality
prediction) which exposes them further. Accuracy in such studies depends on
processing documents no longer available, while privacy compliance requires re-
moving them. Ensuring accurate and explainable analysis via quality of the data
and methods, while respecting user privacy, remain conflicting goals and open
research issues individually. In this work we argue that significant advancement
in SNA requires avoiding such trade-offs and addressing all the above issues si-
multaneously. We draw inspiration from multiple disciplines, to challenge state
of the art in content virality prediction on Twitter. We propose a framework
which to the best of our knowledge, is the first one that satisfies the properties
of model preserving and privacy-compliant simultaneously. We use it to train a
scalable and explainable model, and are the first to achieve strong [9] ranking
performance on benchmark datasets.

2 Related work

2.1 Social big data analysis before GDPR

Social big data has become essential for various distributed services, applications,
and systems [31], enabling event detection [10], sentiment analysis [11], popu-
larity prediction [38], natural language processing, finding influential bloggers,
personalized recommendation [14], online advertising, viral marketing, opinion
leader detection etc. Computational and storage requirements of such applica-
tions have led to cloud scale reinvention of data storage and processing technolo-
gies. New tools are constantly emerging to replace the conventional non-effective
ones, and a hybrid of techniques [20,15] is now a requirement to extract value
from the social big data. [35] proposes a solution based on Hadoop technology
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and a Naive Bayes classification for sentiment analysis of tweets. The sentiment
analysis in performed in MapReduce layer and results stored in distributed NO-
SQL data-base. [18] uses Lucene indexing with full-text searching ability on top
of Hadoop for spectral clustering, to detect Twitter communities during the
Hurricane Sandy disaster. In our work we pursue close alignment of data acqui-
sition and analysis algorithms, with the strict constraints of storage and time,
to accommodate both user-generated content (UGC) and privacy requests, ar-
riving at high volume and velocity. Instead of perturbing or anonymizing the
data, sensitive or deleted information is permanently eliminated from storage
and subsequent analysis.

2.2 Content popularity prediction

Social network influence can be defined as the ability of a user to spread in-
formation in the network [32], with the retweet count assumed as a measure of
a tweets popularity. One common challenge for content-based popularity pre-
diction is the 140-character constraint imposed by Twitter, making it difficult
to identify and extract predictive features [5]. [36] showed that carefully crafted
wording of the message could help propagate the tweets better, but there’s much
more to UGC than the caption. [19,37] demonstrate social-oriented features were
the best performers to predict image popularity on Twitter. [25] utilized textual,
visual, and social cues to predict the image popularity on Flickr. [37] proposed a
joint-embedding neural network combining the same cues to rival state-of-the-art
methods. Recurrent and Deep Neural Networks advance feature extraction from
high-dimensional unstructured data (i.e., image attachments), however due to
low explainability also introduce a major drawback for critical decision-making
processes (with recent advances by [33]). In this study, we prioritize explainable
methods in application to structured data. [32,23,7] demonstrate relationships
between the number of followers of Twitter users and their influence on infor-
mation spreading. Ranking users by the number of followers is found to perform
similarly to PageRank [23]. [32] models the probability to be retweeted by a
power law function. [29] have used an explainable Random Forrest classifier to
predict a range of the logarithm of the retweets volume. He demonstrates the
predictive value of user features (e.g., count of followers), network features, and
the popularity of hashtags included. [4] provide a comparison of learning meth-
ods and features, regarding retweet prediction accuracy and feature importance.
They find Random Forests to achieve the best performance in binary classifica-
tion of retweetability and highlight the value of author features: number of times
the user is listed by other users, number of followers and the average number
of tweets posted per day. [28] uses recursive partitioning trees to achieve 0.682
classification accuracy on a large topical dataset, albeit using features unavail-
able early (favorites count) or anymore (local publication time) challenging both
scalability and reproducibility. [16] investigated the features of tweets contribut-
ing to retweetability and is the first to explore the impact of negative sentiment
in diffusion of news on Twitter. We follow [16] to consider affect in our model.
Substantial gains are seen when including network features extracted from the
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content graph formed by retweets, or relationship graph formed by ”friendships”.
The document level subgraphs to inform prediction are often acquired via real-
time monitoring of the diffusion process. [39] predicted the popularity of a tweet
through the time-series path of its retweets, using a Bayesian probabilistic model.
[37] uses preconditioned recurrent neural network to model the temporal diffu-
sion, and shows SOTA ranking performance of 0.366 on benchmark datasets. [1]
used temporal evolution patterns to predict the popularity of online UGC. [8]
use temporal and structural features to predict the cascades of photo shares on
Facebook. [41] model the retweeting cascades as a self-exciting point process. [12]
argues that determining the topic of interest of a user based on his past tweets
might boost predictive accuracy. [30] studied retweet network propagation trends
using conditional random fields, demonstrating gains in accuracy when consid-
ering social relationships and retweet history. Access to subgraphs on the author
or even document level is however strictly limited by social networks, thus lever-
aging tweets (early) performance, authors relationships, preferences or retweet
history is prohibitive for a scalable, near real-time prediction on a single tweet.

In this study we seek to maximize virality ranking performance. We follow
[37] to approach the problem as Poisson regression, and [16] to consider tweet
sentiment in prediction. However, in the contrast to prior work, we don’t sac-
rifice scalability or privacy compliance, nor rely on available retweet count for
ground truth.

3 Solution overview

Fig. 1. Solution overview, including data acquisition, storage and analysis components.
Cosmos DB gateway node GN orchestrates indexing of Twitters historical data to
partitions P, for simultaneous feature extraction by Spark worker nodes W, before
aggregation by master node MN for GPU accelerated predictive analysis.
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3.1 Data acquisition

We use Twitters Historical APIs to acquire datasets of tweets for training and
validation against other studies. In contrast to sampling Twitters x-hose, pre-
dominant in prior work, we apply Twitters PowerTrack search rules, to formu-
late and collect entire datasets retroactively. The documents are then stored in
a globally distributed NO-SQL database, hosted by Microsoft Azure. The data
remains online, exposed to every privacy request applicable.

3.2 Privacy compliant storage

Data analyzed in this study is publicly available during collection. Exactly how
much of it remains public, changes rapidly afterwards. Account removal, suspen-
sion, or deleting of a single tweet render affected content unavailable for analysis
in a privacy-compliant way. Users exercise their right to be forgotten at an un-
precedented rate. We consume an average of 4,000 of such requests per second
via Twitters Compliance Firehose API and apply to our storage simultaneously
with analysis. For perspective, the average rate of new tweets published today
is 8,000/s. To support this velocity and rapid feature extraction for dependent
analysis we choose Azure Cosmos DB as the persistent data store.

3.3 High accuracy labels

In the contrast to prior work, we do not rely on available retweet count for
training supervision. Twitter’s Engagement Totals API is called during data
collection, to retrieve the number of retweets and favorites ever registered for
the tweet (including those deleted shortly after). This enables our data collection
effort to focus on unique content only, reducing the document volume required
for the task (and proportional compliance responsibility) by more than half,
while ensuring 100% accuracy of the supervisory signal.

3.4 Sentiment analysis

To compute document sentiment, we adopt Text Analytics API from Microsoft
Cognitive Services [27], a collection of readily consumable ML algorithms in the
cloud. At the time of this study, the service supports 18 languages: English,
Spanish, Portuguese, French, German, Italian, Dutch, Norwegian, Swedish, Pol-
ish, Danish, Finnish, Russian, Greek, Turkish, Arabic, Japanese and Chinese.
The service is for-profit and continuously improving (changing) over time, which
might challenge reproduction. To address this, we share the score of each docu-
ment.

3.5 Compute

We conduct an in-memory analysis of entries no longer personally identifiable.
This prevents fragmentation of sensitive data outside of the central store ex-
posed to user privacy requests. Instead of anonymizing the datasets, sensitive
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or deleted information is eliminated from storage and future analysis as soon as
the request from the user is processed by the social media platform. We dedicate
an Apache Spark cluster to data preprocessing and analysis. Spark is efficient
at iterative computations and is thus well-suited for the development of large-
scale machine learning applications [26]. Communication performance between
Spark and our privacy-compliant Cosmos DB enables feature extraction at rates
exceeding 65,000 tweets per second. The resulting in-memory dataset is then ag-
gregated by the Spark master node, equipped with Tesla K80 GPUs (Graphics
Processing Units) for predictive analysis and model tuning. We choose Light-
GBM framework to train our Gradient Boosted Regression Tree and explain the
choice in the following section.

4 Data collection

We use the new framework to build multiple datasets across different time peri-
ods for training and evaluation of our models (Table 1)

Table 1. Datasets acquired

Dataset Timeframe Months Language w/images only Total Unique (acquired) Never retweeted

MBI [6] 2013.02-2013.03 2 English TRUE 2,724,764 1,319,288 1,042,411
T2015 [37] 2015.11-2016.04 6 English TRUE 9,025,826 2,804,153 2,106,475
T2016 [37] 2016.10-2015.12 3 English TRUE 8,469,016 2,736,600 2,088,377
T16-BIO 2015.06-2017.06 12 Multi (18x) FALSE 27,032,417 14,788,552 12,809,021

T2017-BIO 2017.01-2018-02 14 Multi (18x) FALSE 19,850,448 9,719,264 8,774,009

Benchmark datasets We acquire three benchmark datasets MBI, T2015 and
T2016 (with a total of 6,860,041 unique tweets) to enable comparison with the
work of [25,22,6,37]. The datasets match the same filters, as applied before (e.g.,
timeframe, language or presence of image attachment) yet result in higher vol-
ume. We follow [37,6] to split the tweets into 70% training, 10% validation, and
20% test sets respectively.

Twitter 2017 For the general multilanguage model, we have collected 10 million
unique tweets and used 9.7M of them for predictive analysis, after applying
privacy requests. The dataset has been downsampled from the entire Twitter
2017 volume to 18 languages supported by the sentiment scoring service, then
using Twitter PowerTracks sample and bio operators, to manage the volume
without sacrificing our models generalization capability over the full year.

4.1 Sentiment score and all-time totals

Retweet counts, favorite counts, and sentiment scores were collected for ca. 30
million unique tweets, simultaneously with applying privacy requests. It is worth
noting that 85% of unique tweets acquired had never been retweeted.
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4.2 Feature selection

Multiple features have been extracted from the rich Twitter metadata, to cap-
ture what is being said (content), by who (author), when (temporal) and how
(sentiment). Table 2 describes selected features and their Pearson correlation
coefficient with the logarithm of retweet count in T2017-BIO. Only the infor-
mation available at the time of acquisition or immediately after is considered,
to maximize the scalability of the solution. Specifically, we do not consider the
early performance of the tweet (i.e., retweet or favorite counts received) or image-
based features at this point.

Some authors (e.g., celebrities) receive more attention than others despite
low activity. We calculate the two author ratio features in an attempt to iso-
late such examples. Number of attachments (like hashtags, mentions, URLs,
images, symbols and videos) compete for viewers atten-tion with the original
140-character body of the tweet, and their total count is also considered. Fi-
nally, we log-transform selected author features (e.g. author’s favorite and listed
counts) due to power-law distribution [5].

Table 2. Feature summary

Modality Feature Type Pearson

(A) Author followersCount ordinal 0.205920
friendsCount ordinal 0.082779
accountAgeDays ordinal 0.020379
statusesCount ordinal -0.001455
actorFavoritesCount ordinal 0.029914
actorListedCount ordinal 0.221067
actorVerified categorical 0.202722

(C) Content attachmentsTotal ordinal 0.085333
mentionCount ordinal -0.006590
hashtagsCount ordinal 0.104335
mediaCount ordinal 0.147623
urlCount ordinal 0.082549
isQuote categorical 0.061915

(L) Language languageIndex categorical 0.005199
sentimentValue continuous 0.059863

(T) Temporal postedHour ordinal 0.016639
postedDay ordinal -0.000963
postedMonth ordinal -0.004129
postedDayTime categorical 0.016639
postedWeekDay categorical -0.001002

5 Methodology

We consider the problem of predicting the scale of retweet cascade for a given
tweet based on data modalities available immediately after its delivery. The
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author features are used together with the content, language, and temporal to
predict the number of future retweets. In this study, we assume the future retweet
count r of a tweet follows Poisson distribution:

P (R = r | λ) =
e−λλ−r

r!
(1)

where the latent variable λ ∈ R+ defines the mean and variance of the distri-
bution, and maximize the Poisson log-likelihood given a collection of N training
tuples of tweets ti and their retweet counts rgt,i

θ∗ = arg min
θ

1

N

∑
[rgt,i lnλ(ti) + λ(ti)] (2)

where θ contains all parameters of the proposed model.

5.1 Gradient Boosted Regression Tree

GBRT is a tree ensemble algorithm which builds one regression tree at a time
by fitting the residual of the trees that preceded it. With our twice-differentiable
loss function, denoted as:

LPoisson(rgt, t) = rgt lnλ(t) + λ(t) (3)

GBRT minimizes the loss function (regularization term omitted for simplicity):

L =
N∑

i=1

LPoisson(rgt,i, F (ti)) (4)

with a function estimation F(t) represented in an additive form:

F (t) =
T∑

m=1

fm(t) (5)

where each Fm(t) is a regression tree and T is the number of trees. GBRT learns
these regression trees in an incremental way: at m-stage, fixing the previous
m − 1 trees when learning the m-th trees. To construct the m-th tree, GBRT
minimizes the following loss:

Lm =

N∑

t=1

LPoisson(rgt,i, Fm−1(ti) + fm(ti)) (6)

where Fm−1 (t) =
∑m−1
k fk (t).

The optimization problem (6) can be solved by Taylor expansion of the loss
function:

Lm ≈ L̄m =
N∑

i=0

[LPoisson(rgt,i, Fm−1(ti)) +∇ifm(ti) +
∇2
i

2
f2m(ti)] (7)
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with the gradient and Hessian defined as:

∇i =
∂LPoisson(rgt,i, F (ti))

∂F (ti)
| F (ti) = Fm−1(ti)

∇2
i =

∂L2
Poisson(rgt,i, F (ti))

∂2F (ti)
| F (ti) = Fm−1(ti)

(8)

We train our GBRT by minimizing L̄m which is equivalent to minimizing:

min
f∈F

N∑

i=1

∇2
i

2
(fm(ti) +

∇i
∇2
i

)2 (9)

This approach is vulnerable to overdispersion and power-law distribution, char-
acterizing the retweet count. In extreme cases where Hessian is nearly zero (9)
approaches positive infinity. To safeguard the optimization, we cap each trees
weight estimation at 1.5 and follow [5] to use total retweet count as ground-truth
after log-transformation:

rgt = ln(rtotal + 1) (10)

5.2 Gradient Boosting Framework

LightGBM [21] implementation of GBDT is chosen for the task, due to dis-
tinctive techniques applicable. Experiments on multiple public datasets show
that Gradient-based One-Side Sampling (GOSS) and Exclusive Feature Bundling
(EFB) can accelerate the training process by over 20 times while achieving almost
the same accuracy [21]. Most of all, LightGBM implements a novel histogram-
based algorithm to approximately find the best splits which is highly scalable on
GPUs [40]. The framework allows us to explore substantially larger hyperparam-
eter space during cross-validation. Finally, LightGBM offers good accuracy with
integer-encoded categorical features by applying [13] to find the optimal split
over categories. This often performs better than one-hot encoding and enables
treating more features as categorical while avoiding dimensionality explosion.

6 Experiments

We exercise gradient boosted Poisson regression in experiments organized by
datasets, to tune and compare our approach against recent state-of-the-art meth-
ods, before attempting to generalize the prediction across topics and cultures in
the multilingual extended timeframe study.

6.1 Evaluation metrics

We compute the Spearman Rho ranking coefficient, to measure our models abil-
ity to rank the content by expected popularity. Interpretation of this coefficient
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is domain specific, with guidelines for social/behavioral sciences proposed by [9].
SpearmanR from SciPy version 1.4.0 is used to ensure tie handling. We did not
find this concern expressed in prior work. The p-value for all reported Spearman
results is p < 0.001

Relative and absolute measures of fit: R2, and RMSE are chosen for optimiza-
tion, to penalize large error higher (i.e. when underestimating highly viral con-
tent or vice-versa). The mean-absolute-percentage-error (MAPE) is computed
due to popularity in previous studies [37], but not considered for tuning. We
dispute MAPEs value relative to above when fitting asymmetric, zero-inflated
distribution of the dependent variable (like retweet count). It is undefined for
the majority of examples (Table 1), which never receive a retweet and penalizes
errors for least retweeted higher.

6.2 Validation on benchmark datasets

We begin with evaluation of our multimodal GBRT against previous state-of-the-
art methods. For a fair comparison, we use Poisson regression on the joint author,
content and temporal features (ACT), before including sentiment (ACTL). Table
4 demonstrates that our proposed model achieves substantially higher ranking
performance, compared to other content-based methods, already before consid-
ering image and propagation modalities. Using more advanced feature repre-
sentations, sentiment score and high accuracy ground-truth, we outperform the
state-of-the-art by more than 37% on multiple datasets.

Table 3. Method performance on benchmark datasets.

Method SpearmanR MAPE
MBI T2015 T2016 MBI T2015 T2016

McParlene [25,37] 0.188 0.269 0.257 0.093 0.121 0.137
Khosla [22,37] 0.185 0.273 0.254 0.097 0.103 0.124
Cappallo [6,37] 0.189 0.265 0.258 0.089 0.095 0.119
Mazloom [24,37] 0.190 0.287 0.262 0.073 0.097 0.117
Wang [37] 0.229 0.358 0.350 0.057 0.084 0.103
Ours (ACT) 0.322 0.498 0.503 0.247 0.266 0.256
Ours (all) 0.323 0.499 0.504 0.247 0.266 0.255

R2 RMSE
MBI T2015 T2016 MBI T2015 T2016

Ours (ACT) 0.303 0.417 0.391 0.444 0.553 0.555

6.3 Multilingual, extended timeframe experiments

We apply our method to the new T2017-BIO dataset to generalize popular-
ity prediction across languages and time. Tweet t(A,C, T, L) includes content
descriptions C, language descriptions L and is rst issued by author A, at the
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time T. Table 4 summarizes contributions of these modalities individually and
in combination. The baseline model is trained on a single feature, most popular
in literature: the count of authors followers, notified about the tweet.

Table 4. Quantitative evaluation of A: actor, C: content, T: temporal, and L: language
features. SpearmanR, R squared: higher is better. RMSE, MAPE: lower is better

Features SpearmanR R2 RMSE MAPE

A 0.310 0.317 0.359 0.133
C 0.211 0.055 0.422 0.160
T 0.062 0.001 0.432 0.171
L 0.164 0.017 0.430 0.167

AC 0.356 0.396 0.337 0.121
AT 0.311 0.316 0.359 0.132
AL 0.324 0.320 0.358 0.130
CT 0.220 0.059 0.421 0.159
CL 0.269 0.076 0.417 0.154
TL 0.170 0.019 0.430 0.166

ATL 0.324 0.320 0.358 0.130
ACT 0.357 0.395 0.338 0.120
ACL 0.369 0.399 0.336 0.119

ACTL 0.369 0.402 0.336 0.118

Baseline 0.180 0.091 0.414 0.160

7 Discussion

When prioritizing social posts by expected popularity, model’s ranking perfor-
mance might precede metrics of overall fit. Interpretation of Spearman and R2

metrics is domain specific. For social/behavioral sciences, reaching 0.5 indicates
strong correlation [9]. The final study aimed to explore generalizability of our
method over an extended time-frame and 18 languages. The relative insignifi-
cance of the Temporal modality (Table 4) suggests low correlation between the
time of posting and the content popularity, thereby challenging the common
intuition, that posting at the time of audiences activity helps propagating the
content. We also find that content-based features alone have higher value for
expected popularity ranking than the number of followers. How many people
like you appears less important than what you have to say.

Non-linear advanced ML algorithms like deep neural networks and gradient
boosted decision trees are among the most successful methods used today. The
fact is often attributed to the inherent capability of discovering non-linear rela-
tionships between groups of features. It was not necessary in our study to com-
pute e.g., all cross-products to rival state-of-the-art, and at times we have noticed
a higher cumulative contribution of combined modalities over their individual
gains (Table 4). The size of the audience immediately exposed to the tweet, mea-
sured as the count of the authors followers, remains the single strongest predictor
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Fig. 2. Feature level importance

of tweet popularity when considered in isolation (Figure 2). The number of times
an author has been listed by others, followed others or favorited other content
are also among significant features, open to interpretation. Number of friends is
arguably related to the diversity of content the author is exposed to. We expect
the count of tweets favorited over time (i.e. age of account) to differentiate ac-
tive from passive consumers. Assuming the authors influence is measured by her
capacity to spread information in the social network [32], could the diversity of
content actively consumed over time maximize authors influence? We propose
this hypothesis for computational social science.

8 Conclusions and future work

In this paper, we have studied the problem of predicting tweet popularity under
scalability, explainability and privacy compliance constraints. Our method esti-
mates the potential reach of a tweet i.e. size of retweet cascades based on modal-
ities available immediately after document creation. We prove it is possible to
rival state-of-the-art results without compromising on explainability, scalability
or privacy compliance. Our Gradient Boosted Regression Tree, combining avail-
able modalities with sentiment score and high accuracy ground-truth achieves
state-of-the-art results on multiple datasets and is the first to achieve strong [9]
virality ranking performance. In the final round of experiments, we apply our
method to generalize prediction across extended time-frame in 18 languages and
explain the contribution of each modality.

Training the final model on NVidia Tesla K80 took 10 minutes. Computing
predictions for the 2 million unique tweets in the validation set, took another 45
seconds. Thats over 44,000 tweets scored per second, with a single GPU. Assum-
ing incoming tweets are already vectorized, the ACT model deployed on Tesla
K80 can cope with 5 (five) times todays Twitter volume and velocity. [37] take
up to 72 additional hours (after data collection) to acquire propagation features
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for the prediction. During that time, our model will have predicted popularity
for up to 11 billion tweets.

8.1 Applications

Our model is ready for production with immediate application to social media
monitoring. The proposed framework is extendable to other data modalities (e.g.
visual) and other methods (e.g. deep neural networks) Our privacy compliant
storage solution is immediately applicable to data collection and analysis from
other social networks exposing privacy signal (e.g. Tumblr and WordPress, with
privacy requests available as compliance interactions from DataSift). Our so-
lution to focus analysis on temporary in-memory samples, created ad-hoc for
every iteration, from a single central persistent storage to receive compliance
requests, is applicable to any social network sourced data. Our solution to rely
on dedicated APIs for high accuracy labels, instead of error prone counting or
crawling used in prior work, is immediately applicable to Instagram, Tumblr and
Facebook Pages. Our explainable GBRT approach is immediately applicable to
Instagram and Tumblr.
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Abstract: Many years after online social networks exceeded our collective attention, social influence is still built on
attention capital. Quality is not a prerequisite for viral spreading, yet large diffusion cascades remain the hall-
mark of a social influencer. Consequently, our exposure to low-quality content and questionable influence is
expected to increase. Since the conception of influence maximization frameworks, multiple content perfor-
mance metrics became available, albeit raising the complexity of influence analysis. In this paper, we examine
and consolidate a diverse set of content engagement metrics. The correlations discovered lead us to propose
a new, more holistic, one-dimensional engagement signal. We then show it is more predictable than any indi-
vidual influence predictors previously investigated. Our proposed model achieves strong engagement ranking
performance and is the first to explain half of the variance with features available early. We share the detailed
numerical workflow to compute the new compound engagement signal. The model is immediately applica-
ble to social media monitoring, influencer identification, campaign engagement forecasting, and curating user
feeds.

1 Social media engagement

The unprecedented amount of attention aggre-
gated by online social networks comes under intense
criticism in the recent years (Bueno, 2016; Wu, 2017;
Beyersdorf, 2019; Bybee and Jenkins, 2019), as bil-
lions are now exposed to low-quality content and
questionable influence. Platforms like Facebook and
Twitter, offer an unparalleled opportunity for influ-
ence analysis and maximization, impacting public
opinion, culture, policy, and commerce (Davenport
and Beck, 2001).

Extant work on influence analysis focuses on ho-
mogeneous information networks and attributes the
greatest influence to authors triggering the largest dif-
fusion cascades (Franck, 2019). When the author’s
influence is modeled as the ability to maximize the
expected spread of information in the network (Pez-
zoni et al., 2013; Eshgi et al., 2019), the most desir-
able user-generated content is the one propagated fur-
thest, in Twitter measured by the number of retweets.

a https://orcid.org/0000-0002-5612-0859
b https://orcid.org/0000-0003-0442-5877

Propagation metrics however (retweet count in partic-
ular), do not capture the average individual attention
received. Retweet action does not inform, e.g., if the
actor has actually read the content, let alone consider
the source or whether that effort was left to the fol-
lowers. Meanwhile, the abundance of information to
which we are exposed through online social networks
is exceeding our capacity to consume it (Weng et al.,
2012), let alone in a critical way. Work presented
in (Weng et al., 2012; Qiu et al., 2017) shows that
content quality is not a prerequisite for viral spread-
ing, and (Lorenz-Spreen et al., 2019) shows that the
competition for our attention is growing, causing indi-
vidual topics to receive even shorter intervals of col-
lective attention. Accordingly, our exposure to low-
quality information and, by extension low-quality in-
fluence is increasing (Table 1). Today, the digital foot-

Table 1: Four popular tweets ranked by the most prevalent
influence predictor: size of diffusion triggered in the net-
work, in Twitter measured by the number of retweets

Tweet (body) Retweets Replies Favorites
”ZOZOTOWN新春セルが史上最速で取高100を先ほ(...)” 4.5M 357.4K 1.3M

”HELP ME PLEASE. A MAN NEEDS HIS NUGGS” 3.47M 37K 0.99M
”If only Bradley’s arm was longer. Best photo ever. #oscars” 3.21M 215K 2.29M
”No one is born hating another person because of the color
of his skin or his background or his religion...” 1.61M 69K 4.44M



print of an audience goes far beyond the retweet ac-
tion. Platforms like Facebook and Twitter record an
increasingly diverse set of user behaviors, including
number of clicks, replies or favorites (likes). Since
the work of (Pezzoni et al., 2013), Twitter has made
many of these metrics available to the public, inviting
a more holistic approach to influence modeling, albeit
rising the complexity of all dependent tasks. Conse-
quently, few studies to date systematically investigate
how to model the strength of influence in heteroge-
neous information networks, and the processes that
drive popularity in our limited-attention world remain
mostly unexplored (Franck, 2019; Weng et al., 2012).

The four Tweets in Table 1 illustrate that the
mechanisms leading to high engagement are com-
plex. In the following work, we investigate the multi-
dimensional response of on-line audiences to under-
stand this complexity. We examine and consolidate
multiple discrete engagement metrics towards a new
compound engagement signal. While the new signal
is statistically motivated, we next show the relevance
of the signal for understanding engagement in mul-
tiple datasets. In particular, we show that the new
signal is more predictable than the individual met-
rics (e.g., diffusion size measured by retweet count)
prevalent in literature. Our engagement model is the
first to explain half of the variance with features avail-
able early, and to offer strong (Cohen, 1988) ranking
performance simultaneously. We provide the work-
flow for calculating the new compound engagement
signal from the raw count.

The contributions of this paper are summarized as fol-
lows:

1. Parallel analysis of three individual content per-
formance signals, showing evidence of one-
dimensional engagement signal on Twitter

2. new compound engagement formula, capturing
over 75% of variance in available engagement sig-
nals

3. advancing feature representation of user gener-
ated content on Twitter, to consider increasingly
popular ’quote tweets’, validated on two real-
world datasets

4. two new engagement models (response and popu-
larity), delivering strong ranking performance

5. new state-of-the-art in virality prediction on Twit-
ter

6. finally, a new more holistic, compound engage-
ment model, first to explain half of the variance
with content features available at the time of post-
ing, and to offer strong ranking performance si-
multaneously

2 Methodology

In this section we describe the application of unsu-
pervised learning towards contributions (1,2,6), data
collection and feature extraction approach towards
contribution (1,3), and the chosen supervised method
towards contributions (4,5,6).

2.1 Principal Engagement Component

We acquire the multivariate set of responses forming
the ground truth vector:

egt = [eretweets,ereplies,efavorites]
T . (1)

Recent work on engagement modeling, e.g., (Lee
et al., 2018) defines any response as a sign of engage-
ment, effectively reducing the multivariate response
to a one-dimensional signal. However, to our knowl-
edge, the complexity of the engagement signal has not
been explored more formally. While it appears cred-
ible that the population response signals,i.e., the di-
mensions of the of vector e, are highly correlated, we
can test the effective dimension of the space popu-
lated by the vectors using so-called Parallel Analysis
(PA) (Horn, 1965; Jorgensen and Hansen, 2011). In
PA principal component analysis of the measured sig-
nals is compared with the distribution of the princi-
pal components of null data obtained by permutation
under a (null) hypothesis that there is no dependency
between the individual response signals. Consistent
with this hypothesis, we can permute the sequence of
the signals for each observation separately. In particu-
lar, we compute the upper 95%quantile for the distri-
bution of the eigenvalues in the permuted data. Eigen-
values of the original unpermuted data set that reject
the null hypothesis are considered ”signal”.

Principal components are computed on the re-
sponse signals subject to a variance stabilization
transformation,

e = ln(egt +1), (2)

see e.g., (Can et al., 2013; Kowalczyk and Larsen,
2019).

2.2 Projection on the engagement
component

Hypothesizing a one-dimensional engagement signal,
we compute the value as the projection on the first
principal component of the transformed data of di-
mension D = 3,

E1 =
D

∑
i=1

wi (ln(ei +1)−µi) , (3)



where µi =
1
N ∑N

n=1 êi,n is the i’th component of the
D-dimensional mean vector for a sample of size N,
while wi is the i’th component of the first principal
component, computed on the same sample.

2.3 Gradient Boosted Regression Trees
(GBRT)

We consider the problem of predicting audience en-
gagement for a given tweet based on features avail-
able immediately after its delivery (Table 3). Features
describing the author are used together with the con-
tent, language, and temporal descriptors to predict the
size of retweet cascade, number of likes, number of
replies, and the proposed compound engagement sig-
nal. GBRT is a tree ensemble algorithm that builds
one regression tree at a time by fitting the residual of
the trees that preceded it. The training process mini-
mizing a chosen twice-differentiable loss function can
be described as

θ ∗ = argmin
θ

N

∑
i=1

LSE(êi,ei), (4)

where θ contains all parameters of the proposed
model, N is the number of examples, and LSE is the
squared error of an individual prediction,

LSE(e, ê) = (e− ê)2. (5)

We follow (Can et al., 2013; Kowalczyk and Larsen,
2019) to stabilize variance of all individual engage-
ment signals via log-transformation as in Equation 2.

2.3.1 Gradient Boosting Framework

We use Microsoft’s implementation of Gradient
Boosted Decision Trees (Ke et al., 2017) for model
training and tuning. LightGBM offers accurate han-
dling of categorical features by applying (Fisher,
1958), which limits the dimensionality of our tasks.

3 Data Collection

Recent work on social network analysis re-
emphasizes the importance of dataset size, to make
reliable predictions from representative samples. The
larger the dataset, the better the accuracy and con-
sistency of a predictive model because it minimizes
the possibility of bias. However, as argued by (Agar-
wal et al., 2019), this intuition is incomplete. Relying
solely on short timeframe samples or keyword-based
crawling can produce a large dataset full of noise and
irrelevant (Bhattacharya et al., 2017) data. Careful

collection and filtering strategies, in addition to large-
scale sampling, are critical for building datasets repre-
sentative of the population and engagement modeling
at scale.

3.1 Unique Tweets

We use Twitter Historical PowerTrack APIs to collect
training and validation datasets described in Table 2.
Retroactive filtering of Twitter archives allows close
reproduction of datasets used in prior work (where
still public) e.g., (Wang et al., 2018; Kowalczyk and
Larsen, 2019). Historical PowerTrack API also en-
ables near-uniform sampling across long time-frames
(Figure 1), to increase the proportion of the popula-
tion in a sample, as motivated by (Kim et al., 2018).
Collecting a dataset similar to T2017-ML by sam-
pling Twitter Firehose prevalent in prior work, would
have taken 14 months.
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Figure 1: T2017-ML volume per month: Historical APIs
allow near uniform sampling of large-scale data to ensure
higher proportion of the population in a sample

3.2 Engagement totals

Three content engagement metrics are made pub-
licly available by Twitter since 2015. We use Twit-
ter’s Engagement Totals API to retrieve the number
of retweets, replies, and favorites ever registered for
each tweet (even if removed later via unlike or ac-
count suspension). Use of the Engagement Totals API
ensures 100% accuracy of our supervisory vector of
response signals e.

3.3 Sentiment prediction

(Hansen et al., 2011; Kowalczyk and Larsen, 2019)
show the impact of sentiment on tweet’s virality
(retweetability). We reuse sentiment predictions from
(Kowalczyk and Larsen, 2019) for all tweets in the
validation datasets to explore correlation with other
engagement metrics and ensure fair comparison with
previous results. The analysis was performed for
tweets in 18 languages, using Text Analytics APIs
from Microsoft Cognitive Services (Microsoft, 2017).



Table 2: Datasets acquired
Dataset T2016-IMG T2017-ML T2018-ML
introduced Wang (2018) Kowalczyk (2018) now
w/image only True False False
languages English 18 all
months total 3 14 12
month from 2016.10 2017.01 2018.01
unique tweets 2,848,892 9,719,264 29,883,324
quoting 421,175 583,514 2,647,072
retweets total 5,929,850 11,361,699 42,919,158
replies total 717,644 3,576,976 12,414,907
favorites total 12,665,657 29,138,707 134,523,998
no engagement 1,547,829 5,689,501 14,813,772

3.4 Datasets

Table 2 offers a summary of three datasets collected
for this study.

1. T2016-IMG to evaluate our feature representa-
tion and training method in comparison with the
work of (Mazloom et al., 2016; McParlane et al.,
2014; Khosla et al., 2014; Cappallo et al., 2015;
Wang et al., 2018; Kowalczyk and Larsen, 2019).
The dataset matches the same filters, as applied
before (timeframe, language code or the presence
of an image attachment).

2. T2017-ML to evaluate the generalizability of
our resulting models across seasons and lan-
guages (cultures) and comparison with the work
of (Kowalczyk and Larsen, 2019). This dataset
represents a near-uniform sample of Twitter 2017
volume in all 18 languages supported by the sen-
timent analysis service (Microsoft, 2017).

3. T2018-ML to evaluate the generalizability of our
compound engagement signal across years. This
dataset represents a near-uniform sample of entire
Twitter 2018 volume in all known languages. In
this study, T2018-ML dataset is used in unsuper-
vised experiments only.

Datasets T2016-IMG and T2017-ML are split into
70% training, 20% test and 10% validation sets. To
aid reproducibility, we share unique ID’s of acquired
tweets along with sentiment predictions.

3.4.1 Privacy respecting storage

The data analyzed in this study is publicly available
during collection. How much of it remains public,
can change rapidly afterward. We follow the archi-
tecture proposed by (Kowalczyk and Larsen, 2019) to
secure the data in a central highly scalable database,
exposed to applicable privacy requests from Twitter’s
Compliance Firehose API, and to feature extraction
requests from our Spark cluster.

Table 3: Feature representation summary

Feature Representation Skewness Quoted†

followers count ordinal 0.212 True
friends count ordinal -0.321 True
account age (days) ordinal 0.203 True
statuses count ordinal -0.665 True
actor favorites count ordinal -1.023 True
actor listed count ordinal 0.687 True
actor verified categorical - True
body length ordinal -1.426 True
mention count ordinal 3.820 True
hashtag count ordinal 5.808 True
media count ordinal 3.203 True
url count ordinal 1.449 True
language code categorical - True
sentiment value continuous -0.014 False
posted hour ordinal -0.058 False
posted day ordinal 0.021 False
posted month ordinal 0.210 False
retweet count label 6.091 n/a
reply count label 2.330 n/a
favorite count label 3.122 True

† if True, additional feature is extracted from the quoted
tweet

3.4.2 Feature extraction

Table 3 describes features extracted from each tweet.
To ensure scalability in production, only the informa-
tion available at the time of engagement is considered.
In 2015 Twitter introduced ‘quote retweets’ (or ‘quote
RTs’) impacting political discourse and its diffusion
as shown by (Garimella et al., 2016). Over 3.5 million
tweets collected for this study quote another (Table 2).
We extend the feature representation by (Kowalczyk
and Larsen, 2019) to represent them. Table 3 shows
in bold, an additional 14 unique features computed for
quoted RT’s. We log-transform highly skewed (count
of followers, friends, statuses, and number of times
the actor has been listed) to stabilize variance.

4 Results

We begin with examining all available content
performance signals (count of retweets, replies and
favorites) in the extended time-frame datasets. We
look for potential correlations that could enable re-
ducing the dimension of engagement using Parallel
Analysis. In the supervised experiments, first we
evaluate our methodology and feature representation
against previous state-of-the-art methods, by mod-
elling the individual influence metrics (e.g. viral-
ity) and the compound engagement on the benchmark
dataset T2016-IMG. Finally we evaluate the gener-
alizability of our method across topics and cultures,
modeling engagement on the multilingual extended-
timeframe dataset T2017-ML.
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Figure 2: Parallel Analyses of the response signals for the
2017 data set provide evidence for a one-dimensional en-
gagement signal: Only the first component (’1’- red dotted
line) exceeds the 95% quantile of the corresponding eigen-
value in the null hypothesis (blue dashed line).

4.1 Evidence for a one-dimensional
engagement signal

We perform Parallel Analysis and compute the prin-
cipal components and their associated projected vari-
ances for the log-transformed data as well as for
Q = 100 permutations of the data assuming the no
correlation null. The one-sided upper 95% quantile
is computed from the permuted samples. Variances
of the un-permuted signals and the 95% quantiles for
the three eigenvalues of the permuted data are shown
in figure 2. Very similar results are obtained for the
2018 data set (not shown).

4.2 The engagement signal

We perform principal component analysis of the two
data sets keeping a single principal component. The
mean vectors and projections are found in Table 4.
The variance explained by the first components in the
three analyses: 2016 : 83%,2017 : 72%,2018 : 77%.

Table 4: First principal components of the extended time-
frame engagement signals, used to compute the one-
dimensional compound engagement (see Equation 3)

retweets replies favorites
w1 µ1 w2 µ2 w3 µ3

T2017-ML 0.451 0.049 0.145 0.082 0.880 0.148
T2018-ML 0.450 0.066 0.188 0.080 0.872 0.205

4.3 Predicting Engagement

Metrics We compute the Spearman ρ ranking coef-
ficients to measure each model’s ability to rank the
content depending on the definition of engagement.
We compute the relative measure of fit R2 to compare
the variance explained in the compound engagement
and in the individual engagement signals. The abso-
lute measure of fit (RMSE) is chosen as an objective

of optimization, to penalize large errors and relative
insensitivity to outliers. The p-value for all reported
ρ results is p< 0.001. Each metric is an average from
3-fold cross-validation. SciPy version 1.3.1 is used to
ensure ρ tie handling. Interpretation of R2 and Spear-
man ρ is domain-specific, with guidelines for social
and behavioral sciences proposed by (Cohen, 1988).
Representation First round of our supervised experi-
ments focus on evaluating our user-generated content
feature representation and GBRT approach against
previous state-of-the-art methods, in modeling estab-
lished engagement signals, like the size of diffusion
(e.g., retweet count), response (i.e., number of replies)
and popularity (i.e., number of favorites/likes), be-
fore attempting to predict the compound engagement.
Table 5 shows the performance of our GBRT with
RMSE objective and new feature representation. Fea-
tures extracted from the quoted content did not pro-
vide a significant boost over SOTA, likely due to vi-
sual modality dominating in the T2016-IMG dataset,
as considered by (Wang et al., 2018). The approach
did, however, match the performance of (Kowalczyk
and Larsen, 2019) in virality ranking, and achieves
strong (Cohen, 1988) performance without consider-
ing image modality. Applied to predict the new com-
pound engagement, it sets a new benchmark for con-
tent engagement ranking ρ = 0.680.

Table 5: Method evaluation on the T2016-IMG dataset.

Method R2 ρ RMSE
(McParlane et al., 2014)† - 0.257 -
(Khosla et al., 2014)† - 0.254 -
(Cappallo et al., 2015)† - 0.258 -
(Mazloom et al., 2016)† - 0.262 -
(Wang et al., 2018)† - 0.350 -
(Kowalczyk and Larsen, 2019) 0.391 0.504 0.555
virality (retweets) 0.393 0.504 0.554
response (replies) 0.239 0.384 0.290
popularity (favorites) 0.500 0.656 0.665
engagement (compound) 0.501 0.680 0.341

† independent evaluation by (Wang et al., 2018)

Engagement The second round of supervised exper-
iments focuses on the scalability and generalizabil-
ity of our approach across topics and cultures (lan-
guages). Table 6 shows the performance of our en-
gagement models on the multilingual extended time-
frame dataset. Predicting the number of retweets with
our new feature representation outperforms (Kowal-
czyk and Larsen, 2019), offering new state-of-the-art
in virality ranking. Response and popularity models
achieve strong (Cohen, 1988) ranking performance on
T2017-ML. The compound engagement model again
shows an increase in ranking performance over all
individual engagement models, setting a new bench-
mark for engagement variance explained R2 = 0.507.



Table 6: Engagement prediction performance on T2017-
ML dataset. SD < 0.001 across 3-fold CV

Method R2 ρ RMSE
(Kowalczyk and Larsen, 2019) 0.402 0.369 0.336
virality (retweets) 0.425 0.371 0.329
response (replies) 0.302 0.512 0.292
popularity (favorites) 0.493 0.526 0.484
engagement (compound) 0.507 0.529 0.228

Table 7 offers a real-world illustration of the rank-
ing performance, in comparison with diffusion-based
ranking (Table 1).

Table 7: Four popular tweets, ranked by the new compound
engagement metric

Tweet (body) Engagement
”No one is born hating another person because of the color
of his skin or his background or his religion...” 9.283

”If only Bradley’s arm was longer. Best photo ever. #oscars” 9.266
”ZOZOTOWN新春セルが史上最速で取高100を先ほ(...)” 9.158

”HELP ME PLEASE. A MAN NEEDS HIS NUGGS” 8.822

4.4 Feature Importance

Figure 3 offers a comparison of feature importance
between all engagement models trained on the T2017-
ML dataset. The importance equals total gains of
splits which use the feature, averaged across 3-folds
and rescaled to [0,1] for comparison across all en-
gagement models. The uncertainty for virality fea-
tures does not exceed 6%. When predicting response
(i.e., number of replies), we find the number of users
mentioned to have the highest predictive value, while
the number of image attachments (i.e., media count)
to have almost none. The number of followers, most
popular in all prior work on virality prediction is
fourth when predicting compound engagement. The
average number of followers received with each sta-
tus or number of times the author liked another tweet
is far more predictive of compound engagement.

5 Conclusion

In this study, we have analyzed the complexity
of the multivariate response of users engaging with
social media. We have employed large-timeframe
collection and filtering strategies to build datasets of
unique tweets that could better represent Twitter’s
population. We have acquired, examined, and consol-
idated various response (engagement) metrics avail-
able for each of the tweets. The significant correla-
tion found between individual response signals leads
us to propose a new one-dimensional compound en-
gagement signal. We showed on multiple benchmark
datasets, that compound engagement is more pre-

0.0 0.2 0.4 0.6 0.8 1.0

attachmentCount

qFollowersCount

qFavoritesCount

actorVerified

hashtagsCount

postedWeekday

postedMonth

postedDay

urlCount

postedHour

language

mentionCount

sentimentValue

statusesCount

friendsCount

accountAgeDays

mediaCount

bodyLength

actorListedCount

followersCount

followersFriendsRatio

actorFavoritesCount

followersStatusRatio

fe
at
ur
e

response
popularity
virality
engagement

Figure 3: Relative feature importance depending on the def-
inition of engagement (top 23 out of 31 features).

dictable than any individual engagement signal, most
notably the number of retweets, measuring the size
of diffusion cascade, predominant in influence max-
imization frameworks. (Franck, 2019; Eshgi et al.,
2019).

Our compound engagement model is the first to
explain half of the variance with features available at
the time of posting, and to offer strong (Cohen, 1988)
ranking performance simultaneously. The model is
ready for production with immediate application to
social media monitoring, campaign engagement fore-
casting, influence prediction, and maximization. We



propose the ability to engage the audience as a new,
more holistic baseline for social influence analysis.
We share the compound engagement workflow and
parameters (Eq. (3) and Table (4)) to ensure repro-
ducibility and inspire future work on engagement
modeling. We hope the future work will balance any
negative impact of diffusion-based influence maxi-
mization, on our collective attention and well-being.
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ABSTRACT
The predictability of social media popularity is a topic of much sci-
entific interest and significant practical importance. We present a
new strong baseline for popularity prediction on Instagram, which
is both robust and efficient to compute. The approach expands
previous work by a comprehensive ablation study of the predic-
tive power of multiple representations of the visual modality and
by detailed use of explainability tools. We use transfer learning
to extract visual semantics such as concepts, scenes, and objects,
allowing us to interpret and explain the trained model and pre-
dictions. The study is based on one million posts extracted from
Instagram. We approach the problem of popularity prediction as
a ranking problem, where we predict the log-normalised number
of likes. Through our ablation study design, we suggest models
that outperform a previous state-of-the-art black-box method for
multi-modal popularity prediction on Instagram.

CCS CONCEPTS
•Human-centered computing→ Social media; • Computing
methodologies→ Image representations; • Information systems
→ Learning to rank.
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popularity prediction, social media, multi-modal, explainable
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1 INTRODUCTION
Social media platforms such as Facebook, Twitter, Flickr, and In-
stagram are important societal metrics. The reach of social media
postings and the mechanisms determining popularity are of in-
creasing interest for scholars of diverse disciplines. In sociology,
∗Both authors contributed equally to this research.
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it can be used to understand the connection between popularity
and self-esteem [63]; in marketing and branding, it can clarify how
to best engage and communicate with customers [14, 46, 56]; in
journalism, it can be used to decide which posts to share on so-
cial media [12, 26]; and in political science, it can both be used to
understand the opinion of people [30], how personalised content
affect popularity [35], and what content to post to reach as many
voters as possible [47]. From a data science point of view, the limits
to the predictability of human behaviour is a challenging research
question. In Song et al.’s seminal work on limits to mobility pre-
diction, they argue that there is a huge gap between population
and individual prediction: while individual predictability is high,
population-based predictability is much harder [55]. In this paper,
we focus on Instagram popularity prediction and on the hard prob-
lem of prediction using population models. Originally conceived
as a photo-sharing service, visual content has been focal point of
much Instagram analysis. Popularity in relation to brand value
has been analysed by Mazloom et al. [41] and Mazloom et al. [40]
demonstrating high predictability within specific post categories.
Well-aligned with Song et al. [55], Gayberi and Oguducu [20] found
very high popularity predictability of individuals’ postings combin-
ing individualised models, including the given individuals’ earlier
postings, and an extensive multi-modal feature set. In popularity
prediction, the multi-modal approaches generally give the best per-
formance [9, 62]. However, the predictive power derived by visual
information tend to lack behind other modalities [17, 24, 27].

Here, our aim is to understand the limit to predictability of
Instagram popularity with population models and an eye towards
both scalability and robustness. Our modelling contributions can
be summarised as follows:

• Enhance the performance of the visual modality through a
rich and interpretable feature set.

• Clarify the influence of different visual aspects on popularity.
• Investigate the role of four different feature sets in a com-
prehensive ablation study.

2 RELATEDWORK
With mounting multi-modal uploads to the social media platforms,
the challenge of predicting the popularity of a post suggests using
different entities including metadata, author, textual, and visual
information. However, the literature presents different approaches
and mixed results. What is typically used is the content (also de-
noted metadata) and author information including relevant infor-
mation such as e.g. the number of followers or friends a given user
has. Kang et al. [29] use content and user information as input,
and CatBoost [49] with data augmentation to achieve excellent
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results. He et al. [24] predict popularity by adding textual informa-
tion embedded with word2vec [43]. Using LightGBM [31] as their
predictive model, they perform an ablation study that shows how
textual content can improve performance. The ablation study also
suggests that visual features extracted with ResNet-152 [23] have
limited if any contribution to the performance. On the contrary,
Wang et al. [62] use content, author, textual, and visual information
in a joint embedding, which is then fed to a neural network and
a Poisson regression model. Through an ablation study, they con-
clude that the content and author information indeed is the most
important features, but the best performance is obtained by using
all four modalities. Together, He et al. [24] and Wang et al. [62]
suggest that care has to be exercised when combining modalities.

We aim to construct a new image feature extractor building
upon recent work utilising deep learning [17, 24, 40, 45]. In recent
years, the application of deep learning and neural networks have
grown intensively as the field of computer vision has advantaged
within classification [13, 50, 54, 60], object detection [7, 19, 51, 58],
segmentation [2, 4, 11, 22], and generative models [18, 38, 39, 61].
Accordingly, we propose to use transfer learning with the most
recent networks of computer vision to represent visual information
and measure its importance in predicting popularity on social me-
dia. To improve explainability, we use embeddings formed by the
input to the classifier softmax, i.e. the last layer prior to the softmax,
so that each feature has a class label associated. Our work draws
inspiration from earlier work using the visual information. Experi-
ments carried out by Khosla et al. [32] find performance gains from
combining low-level features (gist, texture, colour patches, gradient,
and features extracted from neural networks) and semantic features
such as detection of objects. Moreover, it is concluded that scenes,
objects and faces are good as predictors for image popularity. Mc-
Parlane et al. [42] both consider colour features, analysis of the
scenery, and the number of faces in the images. Cappallo et al. [8]
use visual information extracted from a pre-trained neural network,
which also shows promising results for the visual modality as a
descriptor for popularity prediction.

Extant recent work considers high level visual information such
as concepts, scenes, and objects derived by transfer learning in the
form of neural networks trained for classification or object detec-
tion tasks [20, 21, 40, 45]. Gayberi and Oguducu [20] suggest that
objects and categories are important features in order to utilise the
visual modality in the best way possible and therefore propose to
use the MS COCO Model [6] for object detection. Gelli et al. [21]
use a pre-trained network for object detection to extract high-level
features and objects. Their quantitative analysis show how the vi-
sual features complement the strong information from the content
and author features. Mazloom et al. [40] focus on popularity predic-
tion within different categories such as action, animal, people, and
scene. They show how human faces and animals are important for
popularity prediction. Ortis et al. [45] hypothesise that semantic
features of the images such as objects and scenes have an impact
on the performance and therefore, they extract predictions from
both Hybridnet [69] and GoogleNet [57]. Another approach is to
use an image-captioning model to extract the high level informa-
tion [27, 67]. Visual features include brightness, style, and colour.
Quantifying the aesthetics of images in popularity prediction is
seen in several papers [10, 17, 25, 41]. Chen et al. [10] propose to

Table 1: Summary of the use of concepts, scenes, and objects
extracted from the visual modality.

Concepts Scenes Objects
Gayberi and Oguducu [20] ✓ ✓
Gelli et al. [21] ✓
Khosla et al. [32] ✓
Mazloom et al. [40] ✓
Mazloom et al. [41] ✓ ✓
McParlane et al. [42] ✓ ✓
Ortis et al. [45] ✓ ✓
Overgoor et al. [46] ✓
Rietveld et al. [52] ✓
This study ✓ ✓ ✓

use Hu Moments [44] to quantify the style and colour. Ding et al.
[17] use a network directly pre-trained to access the image aes-
thetics. Hidayati et al. [25] hypothesise that visual aesthetics are
important information and, therefore, extract several high-level se-
mantic features such as brightness, clarity, colour, and background
simplicity. Mazloom et al. [41] directly extract image aesthetics as
a 42-dimensional binary vector given by the content information
from Instagram in the form of the feature filter. Another high-level
feature is visual sentiment, which can be directly assessed with neu-
ral networks [21, 41]. However, we hypothesise that these features
are captured in the high-level features from a deep neural network
and consequently we do not apply this approach.

In multiple works, visual features are extracted implicitly by neu-
ral network embeddings pre-trained for general object recognition
tasks. For example, many use a deep neural network pre-trained on
ImageNet [53] for classification [17, 40, 41, 45, 46, 62, 67]. It is most
common to use the embeddings from the last pooling layer with ei-
ther 1024 or 2048 individual real-valued features, depending on the
network structure [17, 40, 41, 46]. Ortis et al. [45] extract high-level
features from three different networks by considering the last two
activation layers. The three networks are pre-trained predicting
classes, adjective-noun pairs, and object and scenes. Wang et al.
[62] use features from a network pre-trained on ImageNet [53] and
afterwards fine-tune the network for popularity prediction.

While several papers deploy transfer learning to access semantic
and high-level features, recent work applies end-to-end models
on the visual modality [16, 66]. Zhang and Jatowt [66] investigate
the effectiveness of using neural networks in the modelling of
image popularity. They hypothesise that the text features have a
stronger predictive power than the visual features. With a six-layer
end-to-end network, they outperform their baseline comprised
of InceptionNet [59] together with Support Vector Regression and
show how their network is comparable with the text-based methods
word2vec [43] and GloVe [5]. Ding et al. [16] investigate the contri-
bution of the visual content in popularity prediction by training a
deep neural network to predict the intrinsic image popularity. By
diving posts into different pairs giving user statistics, upload time,
and captions, they train the network with a Siamese architecture.
Through a qualitative analysis and a psychophysical experiment,
they show how their intrinsic image popularity assessment model
(IIPA) achieves human-level performance.

2
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Our design space: Networks pre-trained for different tasks have
different internal representations, which means that the high-level
features will be complementary in describing images [69]. This is
also seen in popularity prediction [40, 46, 52]. Therefore, we will
use the deep neural network EfficientNet-B6 [60] pre-trained on Im-
ageNet [53] for classification, Places365 ResNet-18 [68] pre-trained
on the data set Places365 [68] for scene classification, and YOLOv3
[51] pre-trained on COCO [36] for object detection. We adopt the
model IIPA [16] to assess the intrinsic image popularity directly.
Besides introducing both EfficientNet, Places365, and YOLOv3 in
popularity prediction, the novelty consists in the combination of
these pre-trained models. This combination of the four complemen-
tary models gives us a strong and rich visual image representation
with which we are advancing the popularity prediction on Insta-
gram. The innovation involves the combination of specialised and
state-of-the-art networks to represent both content, scenes, and
objects as well as intrinsic image popularity. Additionally, these
four models give us the prerequisite to understand the data and
model. This strong and scalable combination puts us in a position
to enhance the performance and enlarge the explainability.

There exist multiple ways to address popularity prediction on so-
cial media. Previous work predict the number of mentions for a
specific event [9]; look at the popularity over time [1, 45, 64]; con-
sider popularity for different brands [46, 52]; predict popularity for
different categories [40]; define it as a binary classification problem
[15, 42, 67]; but the main focus in popularity prediction on social
media is to predict the number of likes, shares, views, etc., as a
regression and ranking problem [10, 16, 17, 20, 24, 27, 29, 33, 34, 66].
In this paper, we will address popularity prediction as a regression
and ranking problem. The different platforms give different defini-
tions and scopes of popularity predictions. On Twitter, the focus is
often on the number of retweets [33, 34, 62], but the number of likes
is also used as a measurement of popularity [66]. In fact, Zhang and
Jatowt [66] suggest that the number of retweets is a measure of how
important a tweet is, whereas the number of likes is a measuring
how sentimental a tweet is. Moreover, Kowalczyk and Hansen [34]
propose a new compound signal using both the number of retweets,
likes, and comments, which they show is more predictable than
any individual influence predictor. On Flickr and Instagram, the
literature is more consistent with the popularity signal. For research
on Flickr, the number of comments [42] are used, but it is most com-
mon to use the number of views [10, 17, 21, 25, 27–29, 32, 42, 45, 64].
For research on Instagram, the number of likes is the most popular
measurement of popularity [1, 3, 16, 40, 41, 46, 52, 67, 70]. How-
ever, others predict the number of comments as well [3, 52]. In
this study, we will look at popularity prediction on Instagram and
consequently, we will follow the majority of the literature and use
the number of likes as our response variable.

3 METHODS
In this section, we first describe the 1M size data set and how it was
gathered. Next, we outline the feature extraction by going through
seventeen social features available at the time of posting as well
as the enhanced feature extractor. Then, we define the predictive

regression model in the form of LightGBM [31]. Lastly, we briefly
introduce our use of the SHAP explainability tool [37].

As mentioned by several studies, there does not exist a publicly
available data set for Instagram [20, 40, 46, 67]. Similar to previous
studies [1, 3, 16, 20, 40, 41, 46, 52, 67, 70], we scraped Instagram
and created a multi-modal data set for this study specifically. The
data set consists of one million posts of type image gathered from
2018-10-31 to 2018-12-11. The size of the data set is among the
largest on both Instagram and social media platforms in general, cf.
Figure 1. The data set is neither categorical nor user-specific and
can thus be seen as a general subset of all image posts on Instagram.
However, we are aware of the inevitable bias that lies in the discard
of non-public posts. The image and social information were picked
up 48 hours after upload time. The author data was crawled from
WWW, and afterwards used as a filter to ensure only posts from
still available accounts are included in the analysis. Previous studies
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Figure 1: Different sizes of data sets have been used on the
different platforms. This study (orange point) with 1million
samples is among the largest popularity prediction studies
on both Instagram and social media in general. Points are
shifted left or right for visual clarity.

show that the performance of popularity prediction benefits from
a multi-modal approach [17, 27, 62]. Therefore, we extract features
from several information sources. Overall, the features collected
from each post can be divided into social features and visual features.
The social features are listed in Table 2 and are branched into
three categories: author, content, and temporal features. Among
the author features, we extract how many followers the user has,
how many other users she follows, and the number of posts the
user has made. In order to stabilise the variance, we log-normalise
these three variables. The transformation is given as follows by
first log transforming the variable,

𝑦𝑙𝑜𝑔 = log(𝑥 + 1) (1)
and then subtracting the mean

𝑦𝑡𝑟𝑎𝑛𝑠 = 𝑦𝑙𝑜𝑔 −mean(𝑦𝑙𝑜𝑔 ) . (2)
Furthermore, we augment the features by computing the ratios
follower per post and follower per following. Regarding the content
features, we extract filter (Instagram has 42 different filters), num-
ber of users tagged, whether the user liked the post, if geolocation
is available, language, the number of tags, and the length of the
caption measured in words and characters. From the language fea-
tures, we augment the data with is English. Regarding the temporal
features, we first extract the features consisting of the date and time

3
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Table 2: Summary of the social features used in modelling.

Author Skewness Type Origin
followers 2.728 ordinal original
following 3.462 ordinal original
posts 5.183 ordinal original
follower per post 22.368 continuous computed
follower per following 34.635 continuous computed
Content Range Type Origin
filter [0, 41] categorical original
users tagged [0, 20] ordinal original
user has liked [0, 1] categorical original
has geolocation [0, 1] categorical original
language [0, 72] categorical original
is English [0, 1] categorical computed
hashtag count [0, 60] ordinal computed
word count [0, 519] ordinal computed
body length [1, 2200] ordinal computed
Temporal Range Type Origin
posted day [1, 31] categorical computed
posted week day [0, 6] categorical computed
posted hour [0, 23] ordinal computed

for posting. We omit this single feature, but do instead split it into
posted date, posted week day, and posted hour. Lastly, since some fea-
tures are not relevant for population-based popularity prediction,
e.g. user id and post id are omitted. In creating a comprehensive
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Figure 2: The ten most frequent predictions of concepts,
scenes, and objects. For each category in concepts and scenes,
we have counted the number of times out of the 1 million
posts a category is predicted as the top-1 prediction. Since a
post can have none as well as several objects, the bottom bar
plot shows the average number of instances per post.

visual feature extractor, we deploy four pre-trained neural networks
in order to describe concepts, scenes, objects, and intrinsic image
popularity.

Concept features: To extract concept features, we use the state-
of-the-art model EfficientNet-B6 [60] pre-trained on ImageNet [53].
We use the values in the last layer prior to the softmax normalization
layer. This provides a 1000-dimensional vector each corresponding
to a high level object class label.

Scene features: We extract a diverse set of scene features by using
Places365 ResNet-18 [68]. We use the values of the last layer prior
to softmax normalization. This provides a 365-dimensional inter-
pretable vector of scene label concepts, a 102-dimensional feature
vector of SUN scene attributes [48], and a single label indicating if
the scene is indoors or outdoors.

Object features: YOLOv3 [51] pre-trained on COCO [36] is used
to detect multiple occurences of 80 different objects. For each ob-
ject, we count the number of instances providing a 80-dimensional
‘bag-of-objects’ histogram of object occurences.

Intrinsic image popularity: Here, we adopt the model IIPA [16]
to directly assess the intrinsic image popularity in a single variable.

In total, we have 1548 features representing concepts, scenes,
and objects, and one value representing the intrinsic image popu-
larity resulting in an expressive and comprehensive visual feature
representation. As part of the ablation study, we will compare these
visual features without using the intrinsic image popularity (IIPA)
as a predictor but instead as a baseline. To illustrate the extracted vi-
sual semantics, the top-10 concepts, scenes, and objects are seen in
Figure 2. Furthermore, an example of a feature extraction is shown
in Figure 3.

Figure 3: Example of the features extracted from an image.
The associated concepts are extracted with EfficientNet, ob-
jects are detected using YOLO, and the associated scenes and
scene attributes aswell as the environment (indoor/outdoor)
are extracted with Places365. Additionally, the image scores
a neutral IIPA value at 1.96 on a normalised scale from -4 to
8, with a mean of 2.

Gradient boosting algorithms are used in social media popularity
prediction [10, 20, 24, 27, 29, 33, 34] due to speed, performance and
explainability. We use the framework LightGBM [31] in line with
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other recent studies [24, 27, 33, 34]. LightGBM is a leaf-wise growth
algorithm and uses a histogram-based algorithm to approximately
find the best split. Additionally, the algorithm handles integer-
encoded categorical features and uses Exclusive Feature Bundling
(EFB). By combining Gradient-based One-side Sampling (GOSS)
and EFB in LightGBM, Ke et al. [31] show how this algorithm can
accelerate training by 20 times or more while achieving at par
accuracy across multiple public data sets. The number of likes is
the most popular engagement signal on Instagram [1, 3, 16, 40, 41,
46, 52, 67, 70]. We choose to predict the log-normalised number
of likes (transformations from (1) and (2)) with the Spearman’s
Rank Correlation (SRC), Root Mean Square Error (RMSE), and 𝑅2
as evaluation metrics.

We use SHAP [37] library to compute feature level explanations.
Single Shapley value quantifies the effect on prediction, which is
attributed to a feature. Two properties of these values make them
ideal for explaining our ablation study:

Consistency and local accuracy: If we change the model s.t. a
feature has a greater impact, the attribution assigned to that fea-
ture will never decrease. Features missing in the original input (i.e.
removed in ablation) are attributed no importance. The values can
be used to explain single predictions and to summarise the model.

Additivity of explanations: Summing the effects of all feature
attributions approximates the output of the original model. Addi-
tivity, therefore, enables aggregating explanations, e.g., on a group
level, towards an accurate and consistent attribution for each of the
modalities in the study. We note again that our image features are
conceptual (class labels). Hence, the features highlighted by SHAP
can immediately be named.

We perform a basic hyper-parameter tuning of the Gradient
Boosted Regression Trees offered by Ke et al. [31] on the full com-
bination of feature groups (denoted as YIEPACT) and fix these
parameters across ablation experiments to ensure fair comparison.
We cap the number of leaves at 256, set the feature sampling at
every iteration to 0.5 (expecting many noisy features to slow down
the training otherwise), limit the number of bins when building the
histograms to 255 (dictated by the GPU implementation [65]) and
set the learning rate to 0.05. We train the 108 models of the ablation
study (36 combinations in 3-fold CV) in a distributed environment
of Apache Spark. The cluster consists of 3 nodes, each powered by
a 6-core Intel Xeon CPU and an NVidia Tesla V100 GPU.

4 RESULTS AND MAIN FINDINGS
In Figure 4, the average absolute SHAP value for each feature aggre-
gated within each group of features are displayed for each model
together with the corresponding SRC. The base model CT, consist-
ing of Content and Temporal, features achieving an SRC of 0.417 is
displayed in the upper left corner. It is seen that the content fea-
tures affect the prediction more than the temporal features, since
the content bar is higher than the temporal bar.

Author features are essential. For the columns in Figure 4, we
add author features (A), IIPA (I), and the combination of the two
(IA). If we examine the first rowwith the base model CT, we observe
that adding I to the base model increases the performance from
0.417 to 0.435 SRC, whereas adding A gives a very high increase in
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Figure 4: Average absolute SHAP value for each feature ag-
gregatedwithin each feature group displayed for themodels.
The upper left plot shows the base model with Content (C)
and Temporal (T) features. In the three columns, Author (A)
and IIPA (I) features are added, and for each row the groups
EfficientNet (E), Places365 (P), and YOLO (Y) - corresponding
to concepts, scenes, and objects respectively - are added. For
each model, the Spearman’s Rank Correlation is shown.

the performance reaching an SRC at 0.501. In fact, by looking at all
rows in the second and fourth column, we see that all these models
with the author features do indeed score an SRC above 0.5. The
author features appear essential for reaching strong performance.

EfficientNet has the largest effect on the predictions. In the
rows below, the base model CT in Figure 4, the different semantic
concepts, scenes, and objects are added to the model in the form of
EfficientNet (E), Places365 (P), and YOLO (Y) resp. Comparing the
three models YCT, ECT, and PCT, it is seen that E on average, has
the largest effect on the predictions. In the lower half of the column,
we have the models combining these features, and again it appears
that E has the largest effect. However, it should be noted that E
has 1000 features, whereas P and Y only have 468 and 80 resp. In
other words, the features in E combined affects the prediction more,
but a single feature from P and Y might contribute more than a
single feature from E. If we examine the other columns, it is indeed
observed that EfficientNet on average has the largest effect on the
predictions across all models.

Visual semantics are correlated. Adding combinations of the
semantic groups gives a decrease in the contribution for a single
group, e.g. in YEPCT the effect of both E, P, and Y are lower than for
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the other models in this column in Figure 4. At the same time, we
see that the SRC is increased every time new features are added to
the model, indicating that the different features are complementary.
However, the decrease in the different bars together with the in-
crease in the SRC also indicate that the groups are slightly correlated
and that the model might learn a better representation such that
some of the features within the different groups are disregarded.
In other words, this illustrates the synergy between the groups
and how some features are substituted by including other features.
These observations can be validated across the other columns.

If we briefly examine the three other columns, the second row
shows that the effect of Y decreases as we add A, I, and IA. The same
is true for E and P as the model is combining the visual semantics.
In fact, the more features we combine, the lower is the contribution
from each feature group. In particular, the largest model YIEPACT
has the lowest contributions for each feature group.

Object detection works better with author features. In the
second column in Figure 4, we add the author features (A) to the
base model CT. We observe a sudden increase in the performance
reaching an SRC at 0.501, which is 0.04 higher than the best model
YEPCT from the first column. We have already conducted this
performance increase obtained by adding author features and will,
therefore, instead examine the effect of A on the visual semantics
here. But first, note thatmodels with EfficientNet features (E) always
give the same or better performance than Places365 features (P)
across all models, e.g. YIEACT has a higher SRC than YIPACT. If
we examine the models without A starting with the first column,
we see that the increase in performance is higher when adding E or
P instead of Y, e.g. the model EPCT achieve a higher SRC than both
YECT and YPCT. The same patterns are seen in the third column.
However, if we examine the models with A starting with the second
column, the pattern is more cluttered, since YACT achieves a higher
SRC than both EACT and PACT. Moreover, we see that adding
either E or P to YACT results in a decrease in performance, but
adding all them in YEPACT gives the highest performance in this
column. Furthermore, we do see that the combination of EP in
EPACT achieves the same performance as YACT.

From these observations, we hypothesise that if you should
only add one semantic feature to ACT, then Y gives the highest
performance, but if you can add two features, then E and P will
be equally good. However, there is no performance gain in using
EP instead of Y. Lastly, even though both YEACT and YPACT have
lower performance than YACT, adding all three visual semantics in
YEPACT gives a small increase in performance. These hypotheses
are validated by the fourth column, where again Y as a single feature
is better than E and P, but adding the combination EP gives similar
performance to adding Y. However, here, no performance gain
is obtained by combing YIACT and IEPACT into YIEPACT. All
these three models achieve the highest observed SRC at 0.510. In
summary, we see how objects together with authors features are
very powerful, but also how the combination of concepts and scenes
is indeed powerful with and without author features.

In the following, we will investigate the features affecting the
prediction most by finding the top-30 most prominent features
based on the average absolute SHAP value across all models. More
precisely, we aggregate the average absolute SHAP value for each
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Figure 5: Average absolute SHAP value for top 30 features.
The features are chosen by highest average absolute SHAP
values across all models, but normalised by the number of
appearances of that feature group.

feature across all models, and then divide by the number of times
that feature is present in the models.

In Figure 5 the top-30 features are shown coloured after each
feature group. The two features hashtag count and posted day by far
have the largest average absolute SHAP value and thereby affect a
prediction the most. The author features followers and followers per
post come right after with high contribution as well. Note how the
two computed ratios followers per post and followers per following
both are high and are actually affecting the prediction more than
the two features following and posts. The three temporal features
all have a high effect on the prediction which both shows that the
day of the week and the time of the day is important information
for predicting the popularity. The content features users tagged and
has geolocation also have a relatively high effect.

Among the visual features, IIPA and Person have the largest effect
and are both comparable to the social features. Yet, in general, all
the visual features have a smaller effect than the social features. The
social features are explained using the SHAP values individually.
We summarise the SHAP values in two numbers computed as the
mean of all positive and all negative SHAP values separately. In
this way, we both preserve the sign and the deviation of the SHAP
values. In contrast, SHAP values of different signs will cancel out
each other in a regular mean calculation. In Figure 6, the positive
and negative mean SHAP values for the social features are visu-
alised.

Hashtag count and posted day are good discriminators. In
Figure 6, the base model CT consisting of content and temporal
features indicate that hashtag count and posted day are good dis-
criminators. The reason is two-fold: firstly, they have high positive
and negative means (e.g. the bars are large) and secondly, the mag-
nitude of the positive and negative mean is similar, meaning that
features can affect a prediction in a positive and negative direction,
equally. The feature users tagged also has a high impact on the
prediction, but the effect is mainly in a positive direction, since the
positive mean is of larger magnitude than the negative mean and,
consequently, it is not as good a discriminator as the two aforemen-
tioned. Moreover, has geolocation seems to be a good discriminator,
filter mainly affects the prediction in a negative direction, whereas
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Figure 6: Average positive and negative SHAP values for
most prominent social features displayed for each model.

language mainly affects the prediction in a positive direction. Re-
garding the size of the bars, similar trends from the top features in
Figure 5 are observed in the figure.

Language is important with visual semantics. If we consider
the first column in Figure 6, only small changes are observed down
the rows. The size of the bars is decreasing slightly as we add vi-
sual features, e.g word count is larger in CT than YEPCT. Adding
objects (Y) only seem to have very small effects on the bars and is
not changing the relative distribution, whereas adding concepts (E)
and scenes (P) give an increase in the positive mean of language.
In fact, all the features are smaller in YEPCT than in CT except
language, which is slightly higher. This indicates that language is
more important when visual semantics are added to the model. The
other columns validate the observation. We hypothesise that the
visual predictors of popularity vary across cultures.

The caption is less important with visual features. If we com-
pare the models in the first row with the models in the last row
in Figure 6, attribution of the feature word count has decreased.
This indicates a connection between the visual features and the
word count, which suggests that the visual information can partly
substitute the information in the word count. Word count is the
number of words in the caption, and thus, we observe how the
caption is less important when visual features are present.

Language ismore important with IIPA. In the last two columns
in Figure 6, IIPA is added to CT and ACT, resp. Like E and P, IIPA
also affects the positive mean of language in a positive direction,
e.g. comparing CT with ICT. This is also seen for other rows though
the increase is smaller due to the increase from E and P. Therefore,
we observe that language is more important with IIPA, suggesting
that the definition of intrinsic popularity varies across cultures.

Visual features have a small impact on social features. Over-
all, only small changes are observed across the models in Figure 6,
indicating that the visual features only have a small effect on the
impact of social features on a prediction. If we compare the models
in the first row with the models in the last row, the features lan-
guage has increased and word count has decreased. If we compare
ACT with YIEPACT, it is observed that the majority of the features
have a smaller impact and word count is very small but the two
author features followers and followers per post are unchanged, and
the content feature language is actually larger. This suggests that
author features are important no matter the visual information,
that language might capture some sort of user segment, and that
word count and visual information are highly related.
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Figure 7: Performance for models getting an SRC higher
than 0.5. The boxes shows ±2 standard deviations. (A) Spear-
man’s Rank Correlation (SRC) and Root Mean Square Error
(RMSE). (B) 𝑅2 and training time.

The performance of the models is quantified using Spearman’s rank
correlation (SRC), Root Mean Square Error (RMSE), the 𝑅2, and
the training time. In the top panel of Figure 7, the performance ±2
standard deviations for the 16 best models are shown. As expected,
the SRC and RMSE are inversely related. The standard deviations
of performance between crossvalidation folds form a conservative
(too large) estimate of the standard error of the mean. YIACT has
the highest SRC, but also a high standard deviation, while the model
IEPACT has similar performance but more robust. If we also include
the 𝑅2 and the training time in the bottom panel of Figure 7, we
note that the models ACT, YACT, IACT, and YIACT are fast with
training times below 200 seconds. All the other models have more
than four times as many features, which is reflected in the increased
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training time. If 𝑅2 is also taken into account, YIACT has the highest
values but IACT has similar performance with much lower standard
deviation. The model IACT enjoys a low training time, a high 𝑅2,
and a high SRC with a small confidence interval. Hence, it is a good
candidate for a strong, robust, and efficient baseline for Instagram
popularity prediction. If we accept the somewhat larger training
time (about 20 minutes), the model IEPACT is an excellent and
robust candidate with a strong, consistent SRC performance across
cross-validation folds. For a real-time application, the prediction
time is a central metric. The prediction time includes the feature
extraction, and we assume that if you want to predict the popu-
larity of a new post, you have the image, content and temporal
information at hand. The author features are crawled from WWW
and the visual features are obtained via a propagation through the
networks. In parallel, all LightGBM models run in less than one
tenth of a millisecond. In Table 3 and Table 4, the prediction time
for a single evaluation of a post is seen. Though the author fea-
tures are relatively slow, they are vital for good performance. The
visual features contribute only slightly to the prediction time and
therefore, they do not change the conclusion.

Table 3: Ablation study with features groups removed. Per-
formance metrics are given by Spearman’s rank correlation
(SRC) and root mean square error (RMSE) together with the
training and prediction time. All standard deviations with
respect to RSME and SRC are below 0.002.

Perf. Time
Group removed SRC RMSE Train (s) Pred. (ms)

Author 0.463 1.202 1075 186
EfficientNet 0.509 1.158 421 1055
Places365 0.509 1.158 772 1111
YOLOv3 0.510 1.157 1170 1051
IIPA 0.509 1.159 1105 1104

5 CONCLUSION
In this paper, we address the hard problem of multi-modal popu-
larity prediction in Instagram using population wide models. We
design a comprehensive ablation study including transfer learn-
ing to represent visual semantics with the explainable features
concepts, scenes, and objects. The approach is strong, since we
show robustness and consistency across models that take advan-
tage of the synergy between the visual semantics. Additionally, the
lower bounds of the Spearman’s rank correlation above 0.5 on a
generalisable data set without the usage of a given user’s earlier
popularity. The approach is explainable both on a high-level based
on feature groups and on low-level with individual features. We
use SHAP analysis to quantify the feature importance. In particular,
we find that object detection works better with author features, and
language is important with visual semantics. Based on the many
combinations of multi-modal models, we can make these recom-
mendations: If training time is of importance, we recommend a
model (IACT) that combines author, content and temporal features
with a single dimension measure of image popularity. This model

Table 4: Quantitative evaluation of all models given by
Spearman’s rank correlation (SRC), root mean square error
(RMSE), R squared (𝑅2), and the prediction time given inmil-
liseconds. Abbreviations: author (A), content (C), temporal
(T), EfficientNet (E), Places365 (P), YOLOv3 (Y), and IIPA (I).

SRC RMSE R2 Time
Features 𝜇 𝜎 𝜇 𝜎 𝜇 𝜎 Pred. (ms)

T 0.261 0.001 1.306 0.001 0.086 0.001 <1
C 0.305 0.002 1.291 0.001 0.108 0.001 <1
A 0.349 0.002 1.266 0.001 0.141 0.001 935

CT 0.417 0.001 1.231 0.001 0.188 0.000 <1
AT 0.425 0.001 1.219 0.002 0.204 0.001 936
AC 0.426 0.000 1.216 0.001 0.207 0.000 936
CT
YCT 0.433 0.000 1.222 0.001 0.200 0.000 71
ICT 0.435 0.001 1.219 0.001 0.204 0.000 18

YICT 0.444 0.001 1.214 0.001 0.211 0.001 88
PCT 0.452 0.001 1.210 0.001 0.216 0.001 33
ECT 0.455 0.000 1.208 0.001 0.219 0.001 89

YPCT 0.456 0.000 1.207 0.002 0.220 0.001 103
IPCT 0.456 0.000 1.206 0.001 0.221 0.001 50
YECT 0.457 0.000 1.206 0.002 0.221 0.001 159
IECT 0.458 0.001 1.205 0.001 0.222 0.000 106

YIPCT 0.459 0.000 1.204 0.001 0.224 0.001 120
EPCT 0.460 0.001 1.205 0.001 0.223 0.000 99
YIECT 0.461 0.000 1.204 0.001 0.224 0.001 176
YEPCT 0.461 0.000 1.204 0.002 0.224 0.001 169
IEPCT 0.462 0.001 1.202 0.001 0.226 0.001 116

YIEPCT 0.463 0.000 1.202 0.001 0.227 0.001 186
ACT
ACT 0.501 0.000 1.163 0.001 0.276 0.000 936
PACT 0.504 0.001 1.162 0.001 0.277 0.001 968
EACT 0.505 0.001 1.162 0.002 0.277 0.001 1024
IPACT 0.505 0.000 1.160 0.001 0.279 0.001 985
YEACT 0.506 0.001 1.160 0.002 0.279 0.001 1094
YPACT 0.506 0.001 1.160 0.002 0.279 0.002 1038
IEACT 0.507 0.001 1.160 0.002 0.280 0.001 1041
YACT 0.508 0.001 1.158 0.002 0.282 0.001 1006

EPACT 0.508 0.000 1.159 0.002 0.280 0.001 1034
YIPACT 0.508 0.000 1.158 0.002 0.282 0.001 1055

IACT 0.508 0.001 1.156 0.001 0.284 0.001 954
YEPACT 0.509 0.001 1.159 0.002 0.281 0.001 1104
YIEACT 0.509 0.001 1.158 0.001 0.282 0.001 1111
IEPACT 0.510 0.000 1.157 0.002 0.283 0.001 1051

YIEPACT 0.510 0.001 1.157 0.002 0.283 0.002 1121
YIACT 0.510 0.003 1.155 0.002 0.285 0.003 1023

trains in less than three minutes. If the focus is on robust perfor-
mance and less on time to train, we recommend a model (IEPACT)
that combines author, content, temporal, intrinsic image popular-
ity, with the EfficientNet and Places visual embeddings, which is
about seven times slower in training. However, the latter model
enjoys both high and consistent Spearman’s rank correlation across
cross-validation folds.
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Appendix D

Commercial Potential

(as seen in 2016)

The age of the customer is here. More and more companies realize that their
competitive position depends on customer insight and experience [Sor15], due to
their strong correlation with loyalty and revenue. According to a recent survey,
companies around the world are increasingly looking to Big Data analytics to
help them boost consumer and end-user satisfaction through positive experi-
ence in every phase of sales, service and support [BB15, BSB14]. Big Data is an
emerging paradigm that focuses on architecting analytic applications that can
harness the petabytes of complex information flowing in from social media and
other new and traditional sources [Jam11]. This is considered by Forbes as the
biggest game-changing opportunity for marketing and sales since the Internet
went mainstream 20 years ago [GPS13]. The biggest players have recognized
the possibilities. Financial institutions alone, are expected to spend $3.2 billion
in 2017 on Customer Analytics [Kee15]. From tech firms like Google, LinkedIn,
Amazon, and Uber, to legacy firms like the Gap, Zurich Insurance, General
Motors, Clorox, and AIG, organizations in every industry are turning to data
science for business critical insights [Bur15].



136 Commercial Potential

Businesses today must excel at transforming the data derived from customer
interactions into insights that fuel improved customer understanding [BSB14],
but most smaller companies lack the know-how, can’t afford a ground-up im-
plementation, or try and fail. Report by CBS estimates that Danish companies
loose at least 1 billion kr. a year, due to failed CRM projects. In 2013 only
15% of Danish companies had an actual customer strategy, and 25% of them
admitted to having no strategy at all [Jac13]. Gartner and Forrester identify
the three biggest obstacles to building a successful CRM strategy, founded on
Big Data customer analytics: fragmentation of available data, lack of sophis-
tication of available tools [MSM14], and most importantly, shortage of talent
[PSM+15]. McKinsey projects a shortage of 140,000 to 190,000 “deep analytic
talent positions” plus a deficiency of 1.5 million analysts and analytics managers
by 2018 in the US [MCB+11]. In Denmark alone, there will be an estimated
shortage of 13.500 engineers by 2025, with big data skills among top 5 required
capabilities, as estimated by Dansk Industri [Cor15]. Microsoft in Denmark to-
gether with DTU Compute are uniquely positioned to address these obstacles,
and democratize customer analytics, for hundreds of Danish companies and over
40.000 worldwide. Through software innovation, we aim to reduce their reliance
on elusive talent, cut the costs of integrating data sources, and train local spe-
cialists through internships.

The CBS study emphasizes the importance of understanding different segments
of existing and prospective customers [Jac13]. Established methods such as
behavioral customer segmentation and churn analysis can inform acquisition,
retention, and loyalty strategies, but more accurate predictions of complex cus-
tomer behaviors require multidimensional analysis. In our approach we blend
proven methods like machine learning, social media analysis and dynamic net-
work analysis (which DTU Compute specializes in) and create a hybrid approach
not yet explored, by either competition or academia. Social media analytics
yields brand sentiment, while social network analytics provides peer influence;
both methods can increase the accuracy of a customer lifetime model through
additional dimensions of analysis [MSM14]. In statistics and machine learning
this method is known as ensemble modeling, where multiple models are com-
bined to gain better predictive performance than could be achieved with the
individual source models. Between 2006 and 2009, various contenders and the
eventual winners of the $1 million Netflix prize used ensemble learning to im-
prove the performance of the movie recommendation algorithm by more than
10% [Sri14].

Microsoft is committed to enable any business to transform itself through the
power of data. A new suite, called Cortana Analytics, is designed to "democ-
ratize big data" says Microsoft CEO Satya Nadella [Nad15]. Microsoft’s dona-
tion of $1 billion worth of Cloud computing services, including analytics, was
announced in January 2016 [Win16], further emphasizing our commitment to
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collaborations with Academia (such as DTU Compute). In the Cloud + En-
terprise Division, which includes our Danish development center, we consider
intelligent features leveraging big data as the biggest opportunity to differenti-
ate our products. In Denmark, we have, over the last 3 years, dedicated a team
of 21 engineers to developing Social Analytics features for the Microsoft Social
Engagement (MSE) product. MSE along with Dynamics CRM, developed in
Lyngby, is our delivery vehicle for these features, to 3551 of the largest compa-
nies in Denmark, and over 40.000 worldwide.

Given the scale of potential impact, and alignment with Microsoft’s overall
vision, for us, it is no longer a question “if” or “when” to democratize customer
analytics - but “where”. Our candidate for your program received his Master’s
degree at the age of 22, is published and certified in relevant fields, has 7 years
of engineering experience at Microsoft and CERN, and 2 years in Social Ana-
lytics. We have a close relationship with DTU, welcome 15 students for practice
periods, 20 hours a week, and are willing to train more, within this project.
The areas of expertise within the Cognitive Systems Group at DTU Compute
create an ideal match for this venture. In the end though, it’s the existence and
support of a public Innovation’s Fund, which makes a deciding argument for
this project to be conducted in Denmark.

1number of Danish enterprise grade accounts implementing Dynamics CRM, including 24
municipalities and 70% of labor unions
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