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ABSTRACT
An implementation of a complex solver for the solution of the linear equations required to compute the complex response functions of
damped response theory is presented for the resolution-of-identity (RI) coupled cluster singles and approximate doubles (CC2) method. The
implementation uses a partitioned formulation that avoids the storage of double excitation amplitudes to make it applicable to large molecules.
The solver is the keystone element for the development of the damped coupled cluster response formalism for linear and nonlinear effects
in resonant frequency regions at the RI-CC2 level of theory. Illustrative results are reported for the one-photon absorption cross section of
C60, the electronic circular dichroism of n-helicenes (n = 5, 6, 7), and the C6 dispersion coefficients of a set of selected organic molecules and
fullerenes.
Published under license by AIP Publishing. https://doi.org/10.1063/5.0042759., s

I. INTRODUCTION

Damped response theory1 and the conceptually equivalent
complex polarization propagator (CPP) approach2–11 are increas-
ingly popular frameworks to compute resonance convergent
response functions and thereby simulate a variety of spectroscopic
effects. They have proven particularly convenient in cases where
traditional calculations of explicit excited states (i.e., of individ-
ual excitation energies as eigenvalues and corresponding oscillator
strengths, also known as “stick” spectra) are impractical due to a
large density of states—a prototypical example being the absorp-
tion spectrum of large molecules with many equivalent atoms
in extended basis sets over a broad frequency range. They allow
to specifically target a given spectral region, hereby bypassing
the calculation of lower-lying states. They are also advantageous
in that they give access to molecular properties in (additional)
resonant conditions, as in two-photon absorption (TPA)7,12 and

resonant inelastic x-ray scattering (RIXS).10,13 In addition, the CPP
approach can be used to compute, e.g., polarizabilities at imagi-
nary frequencies that are needed for the calculation of C6 dispersion
coefficients.8,14,15

Damped response/CPP frameworks have been successfully
implemented at various levels of theory, from Hartree–Fock and
time-dependent density functional theory2–4,16 to multiconfigura-
tional self-consistent field,2,3 Algebraic Diagrammatic Construction
(ADC),15,17 and Coupled-Cluster (CC) theory.8–10,18 Extensions to
solvated environments (embedding and solvation models)19,20 and
the relativistic domain21,22 have also been presented.

Applications to date include linear properties such as one-
photon absorption (OPA) and electronic circular dichroism (ECD)
in different frequency regions (from UV to x ray),5,6,9,18,23,24 C6
dispersion coefficients computed from polarizabilities at imaginary
frequencies,8,14,15 non-linear effects such as magnetic-field induced
circular dichroism (MCD) and nuclear-spin induced circular
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dichroism (NSCD),25–27 magneto-chiral dichroism (MChD) and
magneto-chiral birefringence (MChB) dispersion,28 two-photon
absorption in both UV–Vis and x-ray regimes,7,12 and resonant
inelastic x-ray scattering.10,13,24,29

A keystone element of all damped response/CPP frameworks
is the solution of the (linear) response equations for a complex,
or damped, frequency.11 An implementation of a complex linear
response solver within a coupled cluster framework was presented
by Kauczor et al.18 for the response of the cluster amplitudes and
later extended to the response of the Lagrange multipliers by Faber
and Coriani,10 in both cases using an algorithm that assumes the
storage of amplitudes or multipliers for all excitation classes (vide
infra). Specific strategies to eliminate convergence issues in the x-ray
frequency range have been discussed by Faber and Coriani24 and
by Nanda et al.29 Here, we extend the complex solver of Ref. 18
to the case of the resolution-of-identity (RI) coupled cluster sin-
gles and approximate doubles (CC2) method as implemented in the
Turbomole package,30,31 which employs a partitioned formula-
tion that avoids the storage of amplitudes and multipliers for
double excitation. This is important for large scale applica-
tions of CC2, which would otherwise be hampered by I/O and
storage demands. As illustrative results, we report the UV–Vis
OPA spectra of C60, the ECD spectra of three helicenes, and
the ground-state C6 dispersion coefficients of a set of organic
molecules previously studied in the literature with other ab initio
methods.

II. THEORY
A. The CC complex linear response function:
Definitions and properties of interest

In CC damped linear response theory,8–10,18 we compute the
complex polarizability as

⟨⟨x; y⟩⟩ω+iγ =
1
2
Ĉ±ω{ηxty(ω + iγ) + ηytx(−ω − iγ)

+ Fty(ω + iγ)tx(−ω − iγ)}, (1)

where Ĉ±ω is a symmetrization operator, defined as Ĉ±ωf (ω)
= f (ω) + f ∗(−ω). Note that the symmetrization operator only turns
the sign of the real frequency ω. In Eq. (1), F is the matrix of sec-
ond derivatives (at zero field strength) of the CC Lagrangian L with
respect to cluster amplitudes, Fμν = ( ∂2L

∂tμ∂tν
), and the vector ηy is the

second derivative of the Lagrangian with respect to cluster ampli-
tudes and the field strength εy, ηyμ = ( ∂2L

∂tμ∂εy
). We refer to, e.g.,

Ref. 32 for the general definitions of vectors and matrices of response
functions in CC response theory. The specific CC2 expressions can
be found, e.g., in Ref. 33. The solution of the response equations
yielding the amplitudes ty(ω + iγ) within the RI-CC2 framework is
discussed in Sec. II B. Here, we only note that F and (for real oper-
ators x and y) also ηy are purely real, while the amplitude responses
fulfill the symmetry

tx(ω + iγ)∗ = tx(ω − iγ). (2)

If both operators are real and only diagonal components are con-
sidered, the real and imaginary parts of the complex dipole–dipole
polarizability in Eq. (1) are

R⟨⟨x; x⟩⟩ω+iγ = η
x
R txR(ω + iγ) + ηxR txR(−ω − iγ)

+ FtxR(ω + iγ)txR(−ω − iγ)
− FtxI(−ω − iγ)txI(ω + iγ), (3)

I⟨⟨x; x⟩⟩ω+iγ = η
x
R txI(ω + iγ) + ηxR txI(−ω − iγ)

+ FtxI(ω + iγ)txR(−ω − iγ)
+ FtxI(−ω − iγ)txR(ω + iγ), (4)

where we have explicitly split the complex response amplitudes into
real and imaginary parts,

tx(ω + iγ) = txR(ω + iγ) + i txI(ω + iγ). (5)

The imaginary part of polarizability can be used to compute, for
instance, OPA cross sections,

σOPA(ω)∝ ω I⟨⟨μα;μα⟩⟩ω+iγ, (6)

where μα is the α-component of the electric dipole operator, and the
incident frequency ω is chosen within the specific region of interest,
e.g., UV–Vis or x ray. The polarizability dispersion profiles, illustrat-
ing the variation of the dipole polarizability over a given frequency
range, can conversely be obtained from the real part of the complex
dipole polarizability.

If one of the two operators in the linear response function, say,
X, is purely imaginary, we have

tX(ω + iγ)∗ = −tX(ω − iγ), (7)

and it is the real part of the complex response function that yields
the absorption component,

R⟨⟨x;X⟩⟩ω+iγ = 1
2{η

x
R tXR(ω + iγ) − ηxR tXR(−ω − iγ)

− ηXI txI(−ω − iγ) + ηXI txI(ω + iγ)
+ FtxR(−ω − iγ)tXR(ω + iγ) + FtxR(ω + iγ)
× tXR(−ω − iγ) − FtxI(−ω − iγ)tXI (ω + iγ)

− FtxI(ω + iγ)tXI (−ω − iγ)}. (8)

A prototypical case described by such a response function is the ECD
cross section—most often expressed as the difference Δε in extinc-
tion coefficients for left and right circularly polarized light—in the
length gauge (lg),

Δεlg(ω)∝ ωR⟨⟨mα;μα⟩⟩ω+iγ, (9)
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whereas the optical rotation dispersion (ORD) profile is given by the
imaginary part,

σlg
ORD(ω)∝ ω I⟨⟨mα;μα⟩⟩ω+iγ. (10)

We note in passing that, in cases such as ORD and ECD, the sym-
metric form of the (complex) polarizability requires solving the
complex response equations for both imaginary and real operators.
Alternatively, one can resort to the asymmetric form

⟨⟨X; x⟩⟩ω+iγ =
1
2
Ĉ±ω{t̄x(ω + iγ)ξX + ηXtx(ω + iγ)}, (11)

which, thus, requires the solution of the CPP equations for the left
response multipliers t̄x(ω + iγ),

t̄x(ω + iγ)[A + (ω + iγ)1] = −ηx − Ftx(ω + iγ), (12)

along with those for the response amplitudes tx(ω + iγ), for the
real operator x. This allows one to bypass the solution of the
response vectors for the imaginary operator. The first-order (com-
plex) Lagrange multipliers are also needed for higher-order response
and transition properties, such as the previously mentioned two-
photon absorption, RIXS, and MCD.10,34

The length-gauge expressions of the optical rotation (OR) ten-
sor and of the rotatory strengths within resonant response theory
are gauge-origin dependent. Conversely, the velocity-gauge forms,
which involve two imaginary operators, namely, the linear momen-
tum pα and the magnetic moment mα, are origin independent.35

Within CC theory, the “modified” velocity gauge expression of the
OR tensor is typically used,36,37

Gmv
αα (ω) = ω−1{⟨⟨pα;mα⟩⟩ω − ⟨⟨pα;mα⟩⟩0}, (13)

which ensures that the thus-computed OR tensor is zero in the
limit of zero frequency, as it should be according to exact theory.
We generalize the above expression to obtain the CPP optical rota-
tory dispersion and the electronic circular dichroism in the modified
velocity gauge,

σmv
ORD(ω)∝ R{⟨⟨pα;mα⟩⟩ω+iγ − ⟨⟨pα;mα⟩⟩0} (14)

and

Δεmv(ω)∝ I{⟨⟨pα;mα⟩⟩ω+iγ − ⟨⟨pα;mα⟩⟩0} = I⟨⟨pα;mα⟩⟩ω+iγ. (15)

Note that the correction to the ECD expression is redundant, since
the imaginary part of the (real) response function is zero at the static
limit. An alternative choice of CPP expression is to use a lifetime
parameter that is scaled with the real frequency,

⟨⟨pα,mα⟩⟩ω(1+iγ) − ⟨⟨pα,mα⟩⟩0. (16)

This is a slightly different approach than the one typically used with
the CPP, again with no correction for ECD. It would have the formal

advantage of conserving the symmetry σORD(−ω) = −σORD(ω). This
alternative expression would only be advantageous over the first one
in practical applications where ω and γ are of similar magnitude,
or when γ > ω, for instance, because one scans with ω through
0. If one is interested in computing, for instance, σECD(ω) for the
UV–Vis region with γ of the order of 0.1 eV, the first expression is
to be preferred. This is the case here, so all ECD results presented in
the following are obtained according to Eq. (14).

Finally, within damped linear response theory, one can also
straightforwardly compute the isotropic dipole–dipole polarizability
at purely imaginary frequencies, α(iω), by setting the real frequency
equal to zero and γ = ω in Eq. (1). From the isotropic averaged polar-
izability at imaginary frequency, one can then obtain coefficients to
describe the long-range part of London dispersion interactions, e.g.,
the C6 dispersion coefficients,8,14,15

C6 =
3h̵
π ∫

∞

0
αA(iω)αB(iω)dω, (17)

where A and B label the interacting systems. The C6 dispersion
coefficients can be used, e.g., to compute the long-range dispersion
interaction energy between A and B, also known as the Casimir–
Polder potential, according to the simplified expression valid in the
van der Waals region,15 as ΔE(RAB) = −

̵h
π

C6
R6
AB

, and to determine
long-range dispersion interaction corrections to density functional
theory.38–40

B. The complex linear response equations
for (RI-)CC2

The properties defined in Sec. II A entail the solution of com-
plex response equations to obtain the real and imaginary com-
ponents of the response amplitudes tx(ω + iγ) and multipliers
t̄x(ω + iγ),

{A − (ω + iγ)1}tx(ω + iγ) = −ξx, (18)

t̄x(ω + iγ){A + (ω + iγ)1} = −ηx − Ftx(ω + iγ), (19)

where A is the CC Jacobian, Aμν = ( ∂2L
∂ t̄μ∂tν

), and ξxμ = ( ∂2L
∂ t̄μ∂εx

).32

We refer once again to, e.g., Refs. 33, 41, and 42 for specific defi-
nitions of the CC2 right-hand-side (RHS) vectors ξx and ηx and of
the matrices A and F. We will in the following concentrate solely on
the solution of Eq. (18) within RI-CC2 without storing any double
excitation amplitudes, multipliers, or trial vectors. For this, we start
from the complex linear response equations in the matrix form of
Ref. 18 and explicitly partition them in singles (S) and doubles (D)
blocks. For ease of notation, we omit in the following the frequency
argument on the response amplitudes and write

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ASS − ω1SS ASD γ1SS 0
ADS ADD − ω1DD 0 γ1DD
−γ1SS 0 ASS − ω1SS ASD
0 −γ1DD ADS ADD − ω1DD

⎤⎥⎥⎥⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎢⎢⎢⎢⎣

txR,S
txR,D
txI,S
txI,D

⎤⎥⎥⎥⎥⎥⎥⎥⎦

= −

⎡⎢⎢⎢⎢⎢⎢⎢⎣

ξxR,S
ξxR,D
ξxI,S
ξxI,D

⎤⎥⎥⎥⎥⎥⎥⎥⎦
(20)
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equivalent to the system of equations

⎧⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

(ASS − ω1SS) txR,S + γ txI,S = −ξxR,S −ASDtxR,D, (21a)

(ADD − ω1DD)txR,D + γ txI,D = −ξxR,D −ADStxR,S, (21b)

(ASS − ω1SS) txI,S − γ txR,S = −ξxI,S −ASDtxI,D, (21c)

(ADD − ω1DD) txI,D − γ txR,D = −ξxI,D −ADStxI,S. (21d)

Assuming we work with canonical molecular orbitals, the
doubles–doubles block ADD of the CC2 Jacobian is diagonal,
and so is in this case the doubles–doubles resolvent matrix,41

RDD = −[ADD − (ω + iγ)1DD]−1. We, therefore, define

Δ = (ADD − ω1DD), (22)

with the diagonal elements

Δij
ab = (εa − εi + εb − εj − ω). (23)

We isolate txI,D from Eq. (21d) and txR,D from Eq. (21b), and introduce
each resulting expression into the other, to arrive at

txR,D = −
Δ

γ2 + Δ2 (ξ
x
R,D + ADStxR,S) +

γ
γ2 + Δ2 (ξ

x
I,D + ADStxI,S), (24)

txI,D = −
Δ

γ2 + Δ2 (ξ
x
I,D + ADStxI,S) −

γ
γ2 + Δ2 (ξ

x
R,D + ADStxR,S). (25)

Inserting Eq. (24) into Eq. (21c) and Eq. (25) into Eq. (21c), we
finally obtain the effective CC2 CPP linear response equations in the
compact matrix form,

⎡⎢⎢⎢⎢⎣

Aeff
SS(ω, γ) − ω1SS −Γeff

SS(ω, γ) + γ1SS

Γeff
SS(ω, γ) − γ1SS Aeff

SS(ω, γ) − ω1SS

⎤⎥⎥⎥⎥⎦

⎡⎢⎢⎢⎣

txR,S

txI,S

⎤⎥⎥⎥⎦
= −
⎡⎢⎢⎢⎢⎣

ξx,eff
R,S (ω, γ)

ξx,eff
I,S (ω, γ)

⎤⎥⎥⎥⎥⎦
, (26)

where

Aeff
SS(ω, γ) =ASS −ASD

Δ
Δ2 + γ2 ADS, (27)

Γeff
SS(ω, γ) = −ASD

γ
Δ2 + γ2 ADS (28)

and

ξx,eff
R,S (ω, γ) = ξxR,S −ASD

Δ
Δ2 + γ2 ξ

x
R,D + ASD

γ
Δ2 + γ2 ξ

x
I,D, (29)

ξx,eff
I,S (ω, γ) = ξxI,S −ASD

Δ
Δ2 + γ2 ξ

x
I,D −ASD

γ
Δ2 + γ2 ξ

x
R,D. (30)

Thus, the CPP(-RI)-CC2 building blocks are the same as in the
standard linear response case,42,43 just with slightly different gener-
alized values for the diagonal elements of the resolvent as scaling

factors. These scaling factors are exactly the same as used in the
preconditioning step in Ref. 18.

III. IMPLEMENTATION
A. The iterative CPP solver

The general strategy for the implementation of our solver con-
sists in working exclusively with real trial vectors, generating two
new vectors at each iteration from the real and imaginary parts
of the preconditioned residual vectors, and solving the complex
linear response equation (27) in the reduced space. In detail, the
fundamental steps of the iterative solver are the following:

1. Generation of the start trial vectors by preconditioning the
effective RHS vectors:

(b̃1)ai =
εa − εi − ω

(εa − εi − ω)2 + γ2 ξ
x,eff
R,ai +

γ
(εa − εi − ω)2 + γ2 ξ

x,eff
I,ai

(31)

and

(b̃2)ai =
εa − εi − ω

(εa − εi − ω)2 + γ2 ξ
x,eff
I,ai −

γ
(εa − εi − ω)2 + γ2 ξ

x,eff
R,ai,

(32)

followed by orthonormalization.
2. Computation of the linearly transformed vectors:

σR1 = Aeffb1, σR2 = Aeffb2, σI1 = Γeffb1, σI2 = Γeffb2. (33)

3. Computation of the reduced-space building blocks:

Ared
ij = bTi σRj , Γred

ij = bTi σIj , (34)

ξx,red
R,i = b

T
i ξ

x,eff
R , ξx,red

I,i = b
T
i ξ

x,eff
I , (35)

where i and j run on the number of trial vectors. Note that
nred = 2n, where n is the iteration number.

4. Construction and solution of the CPP equation in the reduced
space:

[A
red − ω1 −Γred + γ1

Γred − γ1 Ared − ω1][
xR

xI
] = −[ξ

x,red
R (ω)
ξx,red
I (ω)]. (36)

The CPP reduced equation is solved using standard library
solvers to obtain xR and xI.

5. Construction of the solution and residual vectors in the full
(singles) space: The solution vectors at iteration n are linear
combinations of the trial basis with the reduced space solution
vectors as coefficients,

tx,(n)
R =

nred

∑
i
xRi bi, tx,(n)

I =
nred

∑
i
xIi bi. (37)

They are formally introduced in the effective CPP equation to
yield the residual vectors
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R(n)R,S =
nred

∑
i
xRi σ

R
i,S − ω tx,(n)

R,S −
nred

∑
i
xIi σ

I
i,S + γ tx,(n)

I,S + ξx,eff
R,S , (38)

R(n)I,S =
nred

∑
i
xIi σ

R
i,S − ωtx,(n)

I,S +
nred

∑
i
xRi σ

I
i,S − γ tx,(n)

R,S + ξx,eff
I,S . (39)

Solution and residual vectors are, alike the linearly transformed
one, stored as vectors that are twice the size of a singles
amplitude.

6. Generation of the new trial vectors from the preconditioned
residuals: If the residual vectors of step 5 are larger than a preset
threshold, new trial vectors are generated and a new iteration is
made. In practice, we split the (tentative) trial vector into two
vectors,

(b̃2n−1)ai =
εa − εi − ω

(εa − εi − ω)2 + γ2 ⋅ R
(n)
R,ai

+
γ

(εa − εi − ω)2 + γ2 ⋅ R
(n)
I,ai , (40)

(b̃2n)ai =
εa − εi − ω

(εa − εi − ω)2 + γ2 ⋅ R
(n)
I,ai

− γ
(εa − εi − ω)2 + γ2 ⋅ R

(n)
R,ai, (41)

which are normalized and then orthogonalized onto the previ-
ous trial vectors. If, after this step, their norm is smaller than
a linear-dependence threshold, they are discarded; otherwise,
they are normalized once more and added to the set of trial
vectors.

7. Extension of the reduced space and iteration until convergence:
If the residuals for all equations have decreased below a user-
defined threshold, the procedure is stopped, or else the reduced
space is extended as in step 3 and steps 4–6 are repeated until
convergence.

B. Building blocks: The RHS vectors
The perturbation operators are in general assumed to be either

real or purely imaginary. As a consequence, the (not partitioned)
RHS vectors ξx for the first-order amplitude equations are either real
or purely imaginary. In the case of real perturbations (e.g., electric
dipole), the effective RHS vectors simplify to

ξx,eff
R,S (ω, γ) = ξxS −ASD

Δ
Δ2 + γ2 ξ

x
D, (42)

ξx,eff
I,S (ω, γ) = −ASD

γ
Δ2 + γ2 ξ

x
D. (43)

Within RI-CC2, the doubles elements of the RHS vector ξxD are com-
puted only on the fly and immediately contracted with the elements
of the singles–doubles block of the Jacobian matrix ASD, in a loop
either over pairs of occupied or over pairs of virtual orbital indices.
This entails computing

(ξ̃xR)ijab =
−Δaibj

Δ2
aibj + γ2 ξ

x,ij
ab , (44)

(ξ̃xI)ijab =
−γ

Δ2
aibj + γ2 ξ

x,ij
ab , (45)

where the elements of the unmodified doubles part of the RHS
vector are33

ξx,ij
ab = P̂

ij
ab(∑

c
tijacĥ

x
cb −∑

k
tikabĥ

x
kj). (46)

Here, tijab are the zero-order double amplitudes and ĥxpq are the inte-
grals of the one-electron operator x, similarity transformed with the
exponential function of the single excitation cluster operator (for
their definition, see Appendix B). P̂ij

ab is a symmetrization operator,
defined by P̂pr

qs fpq,rs = fpq,rs + frs,pq.33

Then, we contract ξ̃x,ij
R,ab and ξ̃x,ij

I,ab with the elements of the
singles–doubles matrix ASD. In general, the contraction of ASD with
a doubles vector bklcd can be written as33

∑
ckdl

Aai,ckdlb
kl
cd = +∑

cdk
(2bikcd − bikdc)(kd∣̂ac) −∑

dkl
(2bklad − bklda)(ld∣̂ki)

+∑
ck
(2bikac − bikca)F̂kc, (47)

where F̂kc is the Fock matrix43 and (ld∣̂ki) are the two-electron inte-
grals of the T1-similarity transformed Hamiltonian operator (see
their definition in Appendix B). Within RI-CC2, the two-electron
integrals are approximated as44–47

ˆ(pq∣rs) =∑
Q
B̂Q,pqB̂Q,rs, (48)

where

B̂Q,pq =∑
P
(pq̂∣P)V−

1
2

PQ =∑
μν

Λp
μpΛ

h
νq∑

P
(μν∣P)V−

1
2

PQ . (49)

In the last equality, (μν|P) are three-index electron-repulsion
integrals (ERIs) for the atomic orbitals μ, ν and the auxiliary basis
function P and VPQ = (V|P) is a matrix containing as elements the
two-index ERIs in the auxiliary basis. The Λp and Λh matrices are the
T1-transformed molecular orbital coefficients, whose definition is
given in Appendix B. With this, the first two terms can be rewritten,
e.g., as

∑
cdk
(2bikcd − bikdc)(kd∣̂ac) =∑

Qc
(∑

dk
(2bikcd − bikdc)B̂Q,kd)B̂Q,ac

=∑
Qc

ȲQ,ciB̂Q,ac, (50)

where we introduced the Ȳ intermediate

ȲQ,ai =∑
bj
(2bijab − b

ij
ba)B̂Q,jb. (51)
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In the case of the CPP RHS vectors, these intermediates become

Ȳx,R
Q,ai =∑

bj
(2ξ̃x,ij

R,ab − ξ̃
x,ij
R,ba)B̂Q,jb, (52)

Ȳx,I
Q,ai =∑

bj
(2ξ̃x,ij

I,ab − ξ̃
x,ij
I,ba)B̂Q,jb, (53)

and the real and imaginary parts of the effective singles RHS vectors
are computed as

ξx,eff
R,ai = ξai +∑

ck
(2ξ̃x,ik

R,ac − ξ̃
x,ik
R,ca)F̂kc +∑

cQ
Ȳx,R
Q,ciB̂Q,ac −∑

kQ
Ȳx,R
Q,akB̂Q,ki,

(54)

ξx,eff
I,ai =∑

ck
(2ξ̃x,ik

I,ac − ξ̃
x,ik
I,ca)F̂kc +∑

cQ
Ȳx,I
Q,ciB̂Q,ac −∑

kQ
Ȳx,I
Q,akB̂Q,ki. (55)

In case of an imaginary perturbation X (e.g., the magnetic
dipole moment or the linear momentum), the effective RHS vector
reads

ξX,eff
R,S (ω, γ) = ASD

+γ
Δ2 + γ2 ξ

X
D , (56)

ξX,eff
I,S (ω, γ) = ξXS + ASD

−Δ
Δ2 + γ2 ξ

X
D , (57)

that is,

ξX,eff
R,ai = −∑

ck
(ξ̃X,ik

R,ac − ξ̃
X,ik
R,ca)F̂kc −∑

cQ
ȲX,R
Q,ci B̂Q,ac +∑

kQ
ȲX,R
Q,akB̂Q,ki, (58)

ξX,eff
I,ai = ξ

χ
ai +∑

ck
(2ξ̃X,ik

I,ac − ξ̃
X,ik
I,ca)F̂kc +∑

cQ
ȲX,I
Q,ciB̂Q,ac−∑

kQ
ȲX,I
Q,akB̂Q,ki. (59)

C. Building blocks: The Jacobian transformation
To build the reduced-space quantities needed in the CPP solver,

we need, for each trial vector b, the result of its transformations
with the effective matricesAeff

SS(ω, γ) and Γeff
SS(ω, γ), typically referred

to as σ vectors. To keep the overhead for the CPP small, the
transformations with the two matrices are done together.

We express the result of the transformation of a singles trial
vector b with the doubles–singles Jacobian matrix ADS as one-index
transformed two-electron integrals,

∑
ck
Aaibj,ckbck = ⟨ijab∣[Ĥ, τck]HF⟩bck = (aī∣bj), (60)

(aī∣bj) = P̂ab
ij ∑

αβγδ
(Λ̄p

αaΛ
h
βi + Λp

αaΛ̄
h
βi)Λp

γbΛ
h
δj(αβ∣γδ), (61)

where Λ̄p and Λ̄h are defined as in Appendix B, with the singles
trial vector b1 in place of the singles response amplitudes tx1 . These

four-index integrals are evaluated on the fly from three-center inter-
mediates43 [B̂Q,ai, Eq. (49), and B̄Q,ai, given in Appendix B] and
combined with the energy denominators from Δ into intermediate
doubles amplitudes. In other words, for the CPP implementation,
the following intermediate doubles amplitudes are built:

b̃R,ij
ab =

−Δaibj

Δ2
aibj + γ2 (ai∣bj), (62)

b̃I,ij
ab =

−γ
Δ2
aibj + γ2 (ai∣bj). (63)

With these, the transformations withAeff
SS and Γeff

SS can be expressed as

Aeff
SS(ω, γ)bS = ASSbS +∑

ckdl
AS,ckdlb̃

R,kl
cd , (64)

Γeff
SS(ω, γ)bS =∑

ckdl
AS,ckdlb̃

I,kl
cd . (65)

The contribution ASSbS is unchanged compared to the standard
(non-CPP) solver.41 The other contributions are evaluated in a way
similar (and partially using the same routines) to the contributions
to the effective right-hand sides discussed in Sec. III B,

σeff
R,ai =∑

ck
Aeff
ai,ck(ω, γ)bck

=∑
ck
Aai,ckbck +∑

ck
(2b̃R,ik

ac − b̃R,ik
ca )F̂kc

+∑
cQ

ȲR
Q,ciB̂Q,ac −∑

kQ
ȲR
Q,akB̂Q,ki +∑

ck
(2tikac − tikca)F̄kc (66)

and

σeff
I,ai =∑

ck
Γeff
ai,ck(ω, γ)bck

=∑
ck
(2b̃I,ik

ac − b̃I,ik
ca )F̂kc +∑

cQ
ȲI
Q,ciB̂Q,ac −∑

kQ
ȲI
Q,akB̂Q,ki. (67)

The real and imaginary Ȳ intermediates are, as in Eq. (51), using
the real and imaginary intermediate doubles amplitude trial vectors
defined above.

D. The first-order perturbed densities
Once the real and imaginary response amplitudes have been

obtained, we can build the real and imaginary linear response func-
tions needed for the properties and spectra discussed in Sec. II A.
This entails computing contractions of the (complex) response
amplitudes with the ηx vectors and with the F matrix.

The contributions from the terms of the type ηx ⋅ ty are formu-
lated as contractions of densities and one-electron integrals of the
perturbation operator,33,43

ηx ⋅ ty =∑
pq

Dη
pq(ty)ĥxpq. (68)
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We do so as, for large systems, we do not want to store the doubles
parts of ηx and ty. In addition, to recalculate the doubles parts of both
vectors for every dot product, i.e., for every pair of perturbations x
and y, would require a number of N 5-scaling steps that increase with
the number of operator pairs. Via densities, on the other hand, the
number of N 5-scaling steps increases only linearly with the number
of operators. The explicit density blocks are43

Dη
ij(t

x) = −∑
a
t̄jatxai − Xx

ij, (69)

Dη
ia(t

x) = Cx
ai −∑

k
txakXik −∑

b
Ybat

x
bi, (70)

Dη
ai(t

x) = 0, (71)

Dη
ab(t

x) =∑
i
t̄iatxbi + Yx

ba. (72)

The real part of Dη(tx) is computed from the real part of tx as in
the standard response case.43 The imaginary part of Dη(tx) is done
in the same way using the imaginary part of tx. The contributions
to the densities from the singles amplitudes are straightforward to
compute since the singles are stored on disk and can be read from
the file when needed. Complications arise from the doubles response
amplitudes tx,ij

ab , as they should also be implemented with O(N2)-
scaling memory demands. The expression of the doubles part of the
response amplitudes is

tx,ij
ab = −{P̂

ij
ab(∑

c
tijacĥ

x
cb −∑

k
tikabĥ

x
kj)

+ (aī∣bj)x}/(εa − εi + εb − εj − ω − iγ). (73)

The (complex) txS-dressed four-index integrals are evaluated within
the RI approximation as

(aī∣bj)x = P̂ij
ab

⎧⎪⎪⎨⎪⎪⎩
∑
Q
B̄x,R
Q,aiB̂Q,bj + i∑

Q
B̄x,I
Q,aiB̂Q,bj

⎫⎪⎪⎬⎪⎪⎭
, (74)

where the three-center intermediates B̄x,R and B̄x,I are built with,
respectively, the real and imaginary parts of the singles amplitudes
txai, see Appendix B.

As described elsewhere,33,48 the ground-state double ampli-
tudes are evaluated on the fly within the RI approximation and with
a numerical Laplace transformation of the denominators,

tijab =
−∑Q B̂Q,aiB̂Q,bj

(εa − εi + εb − εj)
≈ −∑

m
∑
Q
K̂m
Q,aiK̂

m
Q,bj, (75)

with K̂m
Q,ai = B̂Q,ai

√
ωm exp{−(εa − εi)θm}, where θm are the Laplace

sampling points and ωm are the weights.33 This allows us to do the

transformation with the one-electron integrals for the perturbation
operator x at the level of the K̂ intermediates,33

K̄m,x
Q,ai =∑

c
K̂m
Q,ciĥ

x
ac −∑

k
K̂m
Q,akĥ

x
ki (76)

(assuming that x is purely real), so that we can compute the real and
the imaginary response double amplitudes on the fly as

tx,ij
R,ab = P̂

ij
ab

⎧⎪⎪⎨⎪⎪⎩
−∑

m
∑
Q
K̄m,x
Q,aiK̂

m
Q,bj +∑

Q
B̄x,R
Q,aiB̂Q,bj

⎫⎪⎪⎬⎪⎪⎭

×
−Δaibj

Δ2
aibj + γ2 − P̂

ij
ab∑

Q
B̄x,I
Q,aiB̂Q,bj ⋅

−γ
Δ2
aibj + γ2 , (77)

tx,ij
I,ab = P̂

ij
ab

⎧⎪⎪⎨⎪⎪⎩
−∑

m
∑
Q
K̄m,x
Q,aiK̂

m
Q,bj +∑

Q
B̄x,R
Q,aiB̂Q,bj

⎫⎪⎪⎬⎪⎪⎭

× −γ
Δ2
aibj + γ2 + P̂ij

ab∑
Q
B̄x,I
Q,aiB̂Q,bj ⋅

−Δaibj

Δ2
aibj + γ2 . (78)

The doubles of the first-order response amplitudes are constructed
in a loop over pairs of occupied orbitals i and j. In the same loop,
the doubles of the ground-state Lagrange multipliers t̄ijab are built.
The response amplitudes tx,ij

bc are then contracted with the Lagrange
multipliers to the intermediates

Yx
ab =∑

cij
t̄ijact

x,ij
bc (79)

and

Cx
ai =∑

bj
(2tx,ij

ab − t
x,ij
ba )t̄jb. (80)

Then, the same procedure is repeated within a loop over pairs of
virtual orbital indices a and b (with occupied and virtual orbitals
interchanged) to calculate

Xx
ik =∑

abk
t̄ jkabt

x,ik
ab . (81)

The real and imaginary parts for the doubles are computed together
to avoid having to compute the doubles multipliers twice, and
thus, the real and imaginary parts of Cx, Yx, and Xx are evaluated
together. Eventually, the individual blocks of the density Dη(tx) are
put together from these intermediates and the singles parts for the
response amplitudes and Lagrange multipliers.

E. The F-matrix contractions
Similar to the evaluation of ηx ⋅ ty, also the F-matrix contrac-

tions are organized such that all O(N 5)-scaling steps only depend
on one perturbation, and only cheap, low-scaling, steps depend on
both amplitude response vectors. The F-matrix contraction is first
rewritten as
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Ftxty = σx ⋅ ty, (82)

with

σxμ = ∑
ν=ν1 ,ν2

Fνμtxν . (83)

The singles and doubles blocks of σx are partitioned as summarized
in Table I. Algorithm 1 in Appendix B summarizes the main steps
in the actual evaluation of the F-matrix contribution to the linear
response function. Different from standard response theory, in the
CPP case, all intermediates depending on the response amplitudes,
i.e., carrying an upper index x or y, are complex. The contributions
to the real and imaginary parts of the intermediates are evaluated
with the real and imaginary parts of tx, respectively, as described for
standard response theory in Ref. 33.

The explicit evaluation of the doubles blocks is avoided by
reformulating the contraction of σxiajb with ty,ij

ab as in the following:

1
2∑ijab

σI,xiajbt
y,ij
ab =

1
2∑iajb

P̂ij
ab[t̄ia(2t

y,ij
ab − t

y,ij
ba )]F̄

x
jb =∑

ia
Cy
aiF̄

x
ia, (84)

1
2
P̂ij
ab(σ

G,x
iajb + σH,x

iajb)t
y,ij
ab =∑

jbQ
[−∑

ck
(t̄jctxckBQ,kb + txck t̄kbBQ,jc)]Yy

Q,bj

=∑
jbQ

B̆x
Q,jbY

y
Q,bj. (85)

For the definition of the intermediates, we refer to
Appendix B.

IV. RESULTS AND DISCUSSION
A. Computational details and cost estimates

The CPP solver for RI-CC2 has been implemented in a
development version of the Turbomole program package.31,49 The
standard response calculations were performed using previously
implemented RI-CC2 functionalities in Turbomole.42,43 The exci-
tation energies and strengths are given in the supplementary
material.

The structure of C60 used in the OPA calculations was taken
from Ref. 50. It originates from geometry optimization at the level
of second-order Møller–Plesset Perturbation (MP2)51 theory with

TABLE I. Singles and doubles blocks of σx . We refer to Appendix B for further definitions of intermediates.

σxia = σ0,x
ia + σF,x

ia + σ JG,x
ia + σ JH,x

ia + σI,xia + σ J′ ,x
ia

σ0,x
ia = 2F̄x

ia

σF,x
ia =∑

cdk
t̄kicd(ck̄∣da)x −∑

ckl
t̄klca(ck̄∣il)x =∑

dQ
(Y̆x

Q,idB̂Q,da + Y̆Q,idB̄
x
Q,da) −∑

lQ
(Y̆x

Q,alB̂Q,il + Y̆Q,alB̄
x
Q,il)

σ JG,x
ia = −∑

j
t̄jaF̄x

ij −∑
j
t̄ja∑

cdk
(2tx,jk

cd − t
x,kj
cd )(kd∣ic) = −∑

j
Ēx,2
ij t̄ja

σ JH,x
ia =∑

b
t̄ibF̄

x
ba +∑

b
t̄ib∑

dkl
(2tx,kl

bd − t
x,lk
bd )(ld∣ka) =∑

b
t̄ibĒ

x,1
ba

σI,xia =∑
ck
Cx
ck[2(kc∣ia) − (ic∣ka)] =∑

Q
(2∑

ck
BQ,ckC

x
ck)BQ,ia −∑

Qk
(∑

c
BQ,icCx

ck)BQ,ka

=∑
Qβ
{2mx

QCβi −∑
k
Mx

Q,ikCβk}BQ,βa

σ J′ ,x
ia =∑

bj
t̄jb[2(bj̄∣ia)x − (ij̄∣ba)x]

= 2∑
Q

⎛
⎝∑jb

B̄x
Q,bj t̄jb

⎞
⎠
BQ,ia −∑

Qb

⎛
⎝∑j

B̄x
Q,ij t̄jb
⎞
⎠∑β

Λp
βbB̂Q,βa −∑

Qb

⎛
⎝∑j

B̂Q,ij t̄jb
⎞
⎠∑β

Λ̄p,x
βb B̂Q,βa

= 2∑
Q
ĭxQBQ,ia −∑

Qb

⎛
⎝∑j

B̄x
Q,ij t̄jb
⎞
⎠∑β

Λp
βbB̂Q,βa −∑

Qb

⎛
⎝∑j

B̂Q,ij t̄jb
⎞
⎠∑β

Λ̄p,x
βb B̂Q,βa

σxiajb = σI,xiajb + σG,x
iajb + σH,x

iajb

σI,xiajb = 2t̄iaF̄x
jb − t̄jaF̄x

ib

σG,x
iajb = −∑ck t̄jct

x
ck[2(kb∣ia) − (ka∣ib)]

σH,x
iajb = −∑ck t

x
ck t̄ka[2( jb∣ic) − ( jc∣ib)]
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Dunning’s cc-pVTZ basis set.52 The structures of the molecules con-
sidered for the C6 coefficients (alkanes, unsaturated hydrocarbons,
aldehydes, and ketones) are also MP2/cc-pVTZ optimized structures
from the literature.15 The Cartesian coordinates of all molecular sys-
tems considered are reported in the supplementary material. The
structures of the helicenes37 in the ECD calculations are MP2/cc-
pVTZ optimized ones. According to the standard convention for
helicoidal systems, we used (−)-5-helicene (M), (−)-6-helicene (M),
and (+)-7-helicene (P) structures. The structures of the fullerenes in
the C6 calculations are the same B3LYP/cc-pVDZ optimized ones
used in Ref. 53. In the calculations of the OPA spectra of C60, we
adopted the aug-cc-pVDZ basis set. The calculations of C6 disper-
sion coefficients of the fullerenes were carried out using the cc-
pVDZ basis set unless otherwise specified. For all other molecules,
the aug-cc-pVTZ basis set was used. This also applies to the ECD
calculations on the helicenes. The frozen-core approximation was
used for the helicenes and in the calculations of the C6 coeffi-
cients of the selected set of fullerenes. An optimized auxiliary basis
set matching the chosen atomic orbital basis was employed in all
calculations.54

For comparison with the CPP spectra, the individual oscilla-
tor strengths (and energies) were broadened using the Lorentzian
function

gj(ω) =
γ

(ω − ωj)2 + γ2 , (86)

with half width at half maximum (HWHM) value γ = 0.004 556 a.u.
The frequency steps in the CPP calculations varied between 0.0025
and 0.01 a.u. A cubic spline was used for the interpolation between
the computed points to obtain the CPP spectrum.

The C6 coefficients were obtained according to Eq. (17), with
A = B. The integral was evaluated using a Gauss–Legendre inte-
gration scheme, with a transformation of variables as suggested in
Ref. 55 and followed by a Gauss–Legendre quadrature in the interval
−1 ≤ t ≤ +1. A 12-point scheme was adopted.

To conclude this section, a brief comment is in place concern-
ing the computational cost of a CPP calculation. The overall costs
of response calculations depend, in addition to the system size and
computed response properties, on several other factors, e.g., point
group symmetry and the number of iterations for convergence. This
makes a direct comparison between CPP and non-CPP calculations
difficult as these calculations are in general quite different in nature
and aim for different properties or, in the case of spectra, for differ-
ent cases. However, the largest fraction of the computational time
is usually spent for the solution of the response equations, which
is dominated by the time needed for the linear transformations of
trial vectors with the Jacobian matrix, σi = Abi. In the limit of a
large system size N, the operation count for these transformations
is dominated by a few (N 5)-scaling steps:

● the integrals (aî∣bj) ( 1
2O

2V2X) and (aī∣bj) (mO2V2X)
● the intermediates ȲQ,ci (mO2V2X for the real case and

2mO2V2X for the complex case)

where m is the number of trial vectors, O is the number of occupied
orbitals, V is the number of virtual orbitals, and X is the number

of auxiliary basis functions (typically X ≈ 3 N) and a system with-
out point group symmetry is assumed. The simultaneous transfor-
mation of many trial vectors (m ≫ 1) should thus, in the limit of
a large system size for the CPP case, take ≈50% longer than for
the (normal) non-CPP case, ≈44% longer for two trial vectors, and
≈40% longer for a single trial vector. Some exemplificative tim-
ings for C60 are collected in Table IV in Appendix A. The table
summarizes the total time per response vector (in min) and the
averaged time per vector and per solver iteration when computing
the response amplitudes needed to calculate one component of the
dipole polarizability of C60, using either the standard or the CPP
solver. Three frequency values ω were considered: 0.0 a.u. (static
case), 0.07 a.u. (far from resonance), and 0.2 a.u. (close to reso-
nance). For the imaginary frequency γ, only two values were consid-
ered: 0.0 and 4.6 × 10−3 a.u. (1000 cm−1). For C60, the lower scaling
steps are, in particular, because D2h symmetry was used, not yet neg-
ligible. For these steps, the extra costs for the CPP case are lower,
and we thus observe for C60 overheads for the CPP case of ≈20%.
The standard solver is (obviously) more convenient in the static
case and at frequencies far from resonance. Close to resonance, the
standard solver clearly struggles, and a larger number of iterations
are needed for convergence. This effect is smaller with a non-zero
gamma.

B. One-photon absorption: C60

The UV spectrum of C60 obtained at the CPP-RI-CC2/aug-cc-
pVDZ level (all electrons correlated) is shown in Fig. 1. The spec-
trum is compared with the CPP-KS-TDDFT result of Ref. 16. C60
is a prototypical case where the application of the CPP algorithm is
particularly advantageous. The molecular point group symmetry of
C60 is Ih, and the dipole allowed transitions belong to the T1u irrep. If
the quantum chemistry code used for the spectral calculations only
supports Abelian symmetry, the symmetry descent from Ih to D2h
implies that the dipole allowed transitions belong to the same irrep
(B1u) as several other forbidden excitations. Thus, straightforward
calculation of excitation energies and oscillator strengths results in
an exceedingly large number of roots with no intensity to be con-
verged. Moreover, C60 is an example for a material with a large
number of atoms in a similar chemical situation and, thus, a dense
spectrum, which makes it costly to compute the spectrum for a given
energy or frequency range in the traditional way. C60 already has (at
the CC2/aug-cc-pVDZ level) about 500 states below 7 eV (60 of them
in B1u). For larger fullerenes, this number will increase, roughly lin-
early with the number of C atoms. With the CPP approach, on the
other hand, the number of points will not increase with the system
size.

In the example below, we converged 60 B1u states (D2h point
group), which covered an energy range up to 6.90 eV, and only
obtained four states with non-zero intensity at ∼3.6, ∼4.6, ∼5.5, and
∼6.4 eV, which are shown in Fig. 1 as red vertical sticks. The spec-
trum computed with our CPP-RI-CC2 and the one from a previously
reported CPP-B3LYP study (obtained using the pol-Sadlej [10s6p4d|
5s3p2d] basis)16 also cover the frequency region up to 7 eV and show
four peaks of varying intensity. The intensity of the bands is slightly
larger in RI-CC2 compared to CPP-B3LYP. The CPP-B3LYP spec-
trum is blue-shifted by ∼0.3 eV with respect to the one obtained with
CPP-RI-CC2.
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FIG. 1. C60: RI-CC2/aug-cc-pVDZ UV–
Vis OPA spectra from standard linear
response (red) and CPP (blue) calcu-
lations. The red sticks (RI-CC2/aug-cc-
pVDZ/frozen core) are the only excita-
tions with non-zero intensity up to 6.9 eV
(first 60 B1u roots in the D2h point group).
The CPP spectrum shown as a blue
line is a cubic spline of the computed
CPP grid points. The dashed green line
is the CPP-B3LYP/pol-Sadlej spectrum
re-digitized from Ref. 53.

C. Electronic circular dichroism: Helicenes

Helicenes are prototypical systems that show chiro-optical
activity not because of the presence of chiral centers (e.g., asym-
metric carbon atoms), but because of the handedness of their helical
structure, also known as axial chirality, as the clockwise and coun-
terclockwise helices are non-superposable. By convention, a left-
handed helix is minus, (−), and labeled M, whereas a right-handed
helix is plus, (+), and labeled P. The n-helicenes are also a proto-
typical example of overcrowded aromatic chromophores, and the
enantiomers possess a strong optical activity,56–60 which makes them
ideal test systems for our CPP-RI-CC2 computational scheme. ECD
spectra of helicenes were theoretically studied before,61–65 e.g., in
2000 at the TDDFT level by Furche et al.61 and, for 5-helicene and 6-
helicene, in 2003 by Köhn62 at the CC2 level using the aug-cc-pVDZ
basis supplemented with center of mass functions. The standard
response spectra in the latter study included the lowest 24 and 20
states, respectively. In 2012, a combined theoretical and experimen-
tal study on several helicenes was also presented by Nakai, Mori,
and Inoue,65 where the computed ECD spectra were obtained at the
RI-CC2 level using the TZVPP basis set and 40 excited states. To
illustrate the CPP approach, we here extend the RI-CC2 studies of
Refs. 62 and 65 by investigating the penta-helicene, hexa-helicene,
and hepta-helicene using the larger aug-cc-pVTZ basis set. Experi-
mental spectra were re-digitized from the original references and are
shown together with the calculated ones.

The ECD spectra of (−)-5-helicene are shown in Fig. 2. By con-
verging 40 excited states, we could obtain the standard (broadened)
linear response spectrum up to approximately 6.3 eV. Experimen-
tal56,60,65 and CPP spectra cover the frequency range up to 6.2 and
7.7 eV, respectively. One56,60 of the shown experimental spectra was
recorded in iso-octane. Note that we re-digitized the experimental
spectrum reported in Fig. 2 of Ref. 56. According to the authors,56

this experimental spectrum was taken from the work of Goedicke

and Stegemeyer,60 even though no image of the spectrum is actu-
ally given by Goedicke and Stegemeyer, who only report individual
values of Δε at given wavelengths. Spectral data from both articles
are presented as a green continuum line and triangles in Fig. 2. We
observe small inconsistencies at around 4 and 5.5 eV between the
spectrum re-digitized from Ref. 56 and the spectral points taken
from Ref. 60 (green triangles). The experimental spectrum from Ref.
65, recorded in 98:2 n-hexane/2-propanol, is shown as a dashed
green line.

The stick spectrum starts with one positive peak of symmetry A
and very low intensity (marked by an arrow). Roughly in the same
region, the experiment56,60 shows two low intensity positive features
(∼50 times weaker than the rest of the spectrum).56,60 The CPP and
the Lorentzian broadened spectra are practically indistinguishable
up to around 5.85 eV, where differences start to emerge, as indi-
vidual excitations may be missing in the latter. The computed and
experimental spectra have similar features: two negative bands, one
at around 4 eV and one just above 5 eV, two positive overlapping
bands at around 4.5–4.7 eV, and a feature-rich positive band, start-
ing in between 5 and 6 eV, clearly due to a large number of transi-
tions. The computed spectra (in vacuo) are slightly blue-shifted and
of lower intensity compared to the experimental data in iso-octane.60

The ECD spectra for (−)-6-helicene are presented in Fig. 3.
Note that the experimental measurement from Ref. 57 was carried
out in methanol on the P structure, so we have reversed its sign
when comparing it in Fig. 3 with the spectra computed for the
M enantiomer (solid green line). The experimental CD spectrum
recorded in acetonitrile from Ref. 65 is also shown as a dashed green
line.

As the system size increases, it becomes progressively more
challenging to converge the standard response spectra. For 6-
helicene, the first 20 excited states were explicitly calculated. This,
however, only covers the region up to 5.2 eV. The CPP spectrum was
computed up to 7.3 eV. The CPP and broadened standard response
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FIG. 2. (−)-5-Helicene (M): (frozen-
core) RI-CC2/aug-cc-pVTZ ECD spec-
tra from resonant linear response and
CPP calculations. The individual excita-
tion energies and rotatory strengths and
their Lorentzian broadened spectrum are
reported in red. The blue circles are
the CPP points, and the blue line is a
cubic spline of the CPP points. The solid
green line is the experimental spectrum
re-digitized from Ref. 56, which is (sup-
posedly) derived from the measurement
in iso-octane in Ref. 60 (green triangles).
The dashed green line is the experimen-
tal spectrum re-digitized from Ref. 65,
recorded in 98:2 n-hexane/2-propanol.

spectra start to differ at around 5.2 eV. Indeed, the intensity of the
strongest positive peak predicted by the CPP spectrum is slightly
lower than the one obtained from broadening the individual exci-
tation energies and rotatory strengths, probably the effect of the
broad negative band, located in between 5.5 eV and 5.7 eV, clearly
not present in the broadened spectrum as the corresponding excited
states were not computed.

All in all, as for 5-helicene, the computed and experimental
spectra of 6-helicene have rather similar features: a relatively strong
negative peak at around 3.8 eV and two (partly overlapping) posi-
tive peaks in between 4.8 and 5.3 eV, followed by a bisignate band
in between 5.5 and 6.3 eV. The computed first negative peak at

3.9 eV is marginally blue-shifted with respect to the experimen-
tal band. The band intensities in the simulated spectrum are only
slightly larger than the corresponding ones in the experimental spec-
trum recorded in methanol. The lowest-energy band is practically
overlapping with the same band from the experimental measure-
ment in acetonitrile.65

The ECD spectra for (+)-7-helicene are presented in Fig. 4.
The mirror image of the experimental spectrum of (−)-7-helicene,
recorded in ethanol by Brickell et al.,58 is shown as a solid green
line in Fig. 4. The experimental spectrum in chloroform reported by
Nakai, Mori, and Inoue,65 originally taken from the study of Martin
and Marchant,66 is also shown as a dashed line. The CPP spectrum

FIG. 3. (−)-6-Helicene (M): (frozen-
core) RI-CC2/aug-cc-pVTZ ECD spec-
tra from standard linear response and
CPP calculations. The individual excita-
tion energies and rotatory strengths and
their Lorentzian broadened spectrum are
reported in red. The blue circles are
the CPP points, and the blue line is a
cubic spline through the CPP points. A
mirror image of the experimental spec-
trum of (+)-6-helicene (P) from Ref. 57,
recorded in methanol, is shown as a solid
green line. A dashed green line shows
the experimental spectrum recorded in
acetonitrile, re-digitized from Ref. 65.
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FIG. 4. (+)-7-Helicene (P): (frozen-
core) RI-CC2/aug-cc-pVTZ ECD spec-
tra from resonant linear response and
CPP calculations. The individual excita-
tion energies and rotatory strengths and
their Lorentzian broadened spectrum are
reported in red. The blue circles are
the CPP points, and the blue line is a
cubic spline through the CPP points. A
mirror image of the experimental spec-
trum of (−)-7-helicene (M) from Ref. 58,
recorded in ethanol, is shown as a solid
green line. The experimental spectrum
in chloroform65,66 is given as a dashed
green line.

was obtained up to 6.25 eV and shows a well-separated positive peak
between 3 and 3.7 eV; a feature-rich negative band between 3.7 and
5 eV, clearly with contributions from several transitions of different
intensity and with maximum at 4.7 eV; and two positive peaks at
5.44 and 5.99 eV, respectively. All peaks are of comparable intensity.
Not surprisingly, with the increase in complexity of the system, our
ability to solve for the individual excited state energies and rotatory
strengths deteriorates. Indeed, for 7-helicene, we only succeeded in
converging 12 states, which cover the region up to 4.5 eV, thus only
reproducing the first (positive) peak and half of the negative broad
band.

Despite the different environments, the experimental spectral
profiles are, as in the previous two cases, quite similar to the com-
puted one, with a broad positive band at lower energy, a structured

negative one in the intermediate region, and two positive bands in
the upper frequency region. The experimental intensity of the spec-
trum in ethanol is, on the other hand, roughly two times lower,
whereas the one in chloroform is more intense, in particular in the
intermediate frequency region.

D. The C 6 dispersion coefficients
In Table II, we present the C6 dispersion coefficients for the

dimers of a set of ten organic molecules. In Table III, the results for
six different fullerenes are collected.

The RI-CC2 values for the C6 coefficients of the organic
molecules are in line with the results of a previous theoretical study
at the ADC(2)/Sadlej-pVTZ level.15 The percentage difference

TABLE II. RI-CC2/aug-cc-pVTZ C6 dispersion coefficients (a.u.) of the dimers of ten organic molecules and comparison
with previous theoretical results, obtained at the ADC(2)/Sadlej-pVTZ15 and CCSD/Sadlej-pVTZ15 levels of theory, and with
DOSD results. %ΔCADC(2)

6 = 100 × (CCC2
6 − CADC(2)

6 )/CADC(2)
6 , %ΔCDOSD

6 = 100 × (CCC2
6 − CDOSD

6 )/CDOSD
6 .

Molecules RI-CC2 ADC(2)15 %ΔCADC(2)
6 CCSD15 DOSD %ΔCDOSD

6

Acetaldehyde 432.8 434.3 −0.4 407.2 401.867 7.7
Acetone 834.0 832.0 0.24 787.4 794.567 5.0
Benzene 1874 1926 −2.7 1786 172368 8.8
Butane 1285 1263 1.7 1224 126869 1.3
Ethane 374.5 365.9 2.4 357.3 381.869 −1.9
Ethene 305.9 299.8 2.03 287.3 300.270 1.9
Formaldehyde 154.0 157.6 −2.3 144.8 165.267 −6.8
Methane 126.3 122.7 2.9 120.7 129.671 −2.5
Pentane 1950 1918 1.7 1855 190569 2.4
Propane 759.9 745.1 2.0 724.2 768.169 −1.1
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TABLE III. RI-CC2 C6 dispersion coefficients [a.u.×10−3] for a set of fullerene dimers and comparison with previous literature
results.53,72

RI-CC2/ B3LYP/ CAM-B3LYP/ TD-HF/
Molecule cc-pVDZ pol-Sadlej53 pol-Sadlej53 pol-Sadlej53 DOSD72

C60 97.08a 100.8 98.8 100.1 100.3
C70 141.4 143.0 139.8 141.6
C78 179.1 180.0 176.1 178.2
C80 191.3 193.1 189.4 192.5
C82 197.9 199.1 194.8 196.8
C84 208.6 209.8 205.4 207.7

a117.7 × 103 (aug-cc-pVDZ); At MP2 geometry, 96.00 × 103 (cc-pVDZ); 116.3 × 103 (aug-cc-pVDZ); 115.4 × 103 (aug-cc-
pVTZ).

between CC2 and ADC(2) values varies between −2.7% (benzene)
and +2.9% (methane). The smallest differences between the two
methods are observed for acetaldehyde and acetone. Note, how-
ever, that we did not use the same basis set in our CC2 calculations
as used in the ADC(2) study. Both RI-CC2 and ADC(2) results
are systematically larger than corresponding CCSD/Sadlej-pVTZ
results from the literature,15 which were obtained using a Lanczos-
based implementation of the polarizability at imaginary frequencies9

and a moderate chain length. We also compare our CC2 values to
estimates from the literature obtained using the dipole oscillator
strength distribution (DOSD) approach.72 In the DOSD approach,
the C6 coefficients are derived from the dipole oscillator strength
distributions constructed from theoretical and experimental pho-
toabsorption cross sections, combined with constraints provided by
the Kuhn–Reiche–Thomas sum rule and molar refractivity data. In
this case, the differences in percentage range from ∼−1% (propane)
to +9% (benzene).

The CC2/cc-pVDZ results for the C6 coefficients of the
fullerenes, see Table III, are compared to literature results at the
CAM-B3LYP, B3LYP, and TD-HF levels of theory,53 obtained with
the pol-Sadlej basis set. We note that our basis set is on the small
side, so our results are probably not fully converged. Indeed, adding
one set of augmented functions increased the coefficient for C60 to
117.7 × 103. At the MP2 geometry used in the OPA calculations,
the C6 coefficient of C60 changes from 96.00 × 103 (cc-pVDZ) to
116.3 × 103 (aug-cc-pVDZ) to 115.4 × 103 (aug-cc-pVTZ). A ref-
erence value, obtained using the DOSD approach, is available for
C60.72 As already commented upon in Ref. 53, the TD-HF/pol-
Sadlej result is the closest to the DOSD value, but good agreement
is probably fortuitous.

In Fig. 5, the C6 coefficients are plotted as a function of the
number N of carbon atoms in the considered fullerenes. In the inset,
a plot of the ratios C6(CN)/C6(C60) vs N/60 is given. Figure 6 reports
the base-10 logarithm of C6 coefficients as a function of logN. The

FIG. 5. C6 coefficients (a.u. × 10−3) of
six fullerenes as a function of the number
of carbon atoms N, plotted for four dif-
ferent electronic structure methods. The
inset shows the ratios C6(CN)/C6(C60) vs
N/60. Red: RI-CC2; blue: B3LYP; gray:
CAMB3LYP; green: TD-HF results. The
lines are linear regressions of the C6
points. The regression coefficients for
the lines in the main panel are r = 0.9995
(RI-CC2), r = 0.9986 (HF), r = 0.9991
(B3LYP), and r = 0.9989 (CAM-B3LYP).
Those of the lines in the inset are
r = 0.9995 (RI-CC2), r = 0.9988 (HF),
r = 0.9991 (B3LYP), and r = 0.9988
(CAM-B3LYP).
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FIG. 6. Base-10 logarithm of the C6 coef-
ficients of six fullerenes as a function of
log N, for four different electronic struc-
ture methods. Red: RI-CC2 (this work,
r = 0.9992); blue: B3LYP (r = 0.9994);
gray: CAMB3LYP (r = 0.9994); green:
TD-HF (r = 0.9991) results. The inset
shows the data without consideration of
C80, which slightly improves the linear
regression coefficient: r = 0.9998 for HF,
r = 0.9998 for B3LYP, r = 0.9998 for
CAM-B3LYP, and r = 0.9994 for RI-CC2.

latter figure is used to determine the exponent η at the RI-CC2 level
of the ansatz C6 ∝ Nη, as also reported by Kauczor, Norman, and
Saidi.53 Kauczor, Norman, and Saidi53 found that the C6 coefficients
were non-additive and scaled roughly as N2.2 for the three meth-
ods they considered. The exponent for the C6 power-dependence on
N was, therefore, much smaller than the values predicted based on
a classical-metallic spherical-shell approximation of the fullerenes
(≈2.75).73 In a later study, some of the same authors74 proposed a
model based on classical electrodynamics that yielded C6 ∝ N2.8.
Our results at the CC2 level, based on small-size fullerenes, give
η = 2.3, i.e., only marginally larger than the HF/DFT estimates of
Kauczor, Norman, and Saidi. Removing C80 from the series slightly
improves the linear regression coefficients but does not significantly
change the value of η.

V. CONCLUSIONS
We have presented an implementation of a damped linear

response solver and of the damped linear response function within
the resolution-of-identity CC2 method in Turbomole.31 The LR-
CPP-RI-CC2 approach allows us to directly compute, e.g., ECD
and OPA spectra of systems with a high density of excited states,
where a standard response approach is hardly or not applica-
ble. The combination of the RI approximation with a partitioned
formulation that avoids the storage and I/O of four-index two-
electron integrals and double excitation amplitudes (employing a
Laplace transformation of orbital energy denominators) together
with an OpenMP parallelization makes the LR-CPP-RI-CC2
approach applicable to molecular systems as large as fullerenes and
helicenes.

Examples of application of the approach included the OPA
spectra of C60, the ECD spectra of n-helicenes (n = 5, 6, 7), and

the C6 dispersion coefficients for a sample of organic molecules and
fullerenes.

The CPP solver for RI-CC2 is also a fundamental stepping
stone for the implementation of higher-order response properties
in a RI-CC2 CPP framework, e.g., RIXS and MCD, as well as for the
extension to excited state properties.

SUPPLEMENTARY MATERIAL

The following additional information is found in the supple-
mentary material: Cartesian coordinates of all studied molecules
and raw spectral data (excitation energies and oscillator/rotatory
strengths) for C60, 5-helicene, 6-helicene, and 7-helicene.
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APPENDIX A: TIMINGS
Table IV presents computational timings (t, min) to converge

one response amplitude for the calculation of one component of the
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TABLE IV. Computational timings (t, min) to converge one response amplitude for the calculation of one component of the
dipole polarizability of C60 using the damped and the standard linear response solvers. Niter is the number of iterations and
Nvect is the number of response vectors timings are normalized to one response vector. All calculations were performed using
Central DTU HPC Cluster, on the node “Lenovo ThinkSystem SD530” with the following configuration: 2 x Intel Xeon Gold
6126 (12 cores, 2.60 GHz); 12 × 192 GB/11 × 384 GB/1 × 768 GB memory; 480 GB SSD. The convergence threshold
was 10−6.

Solver Total t/vect Niter Nvect t/(iter ⋅ vect)

Standard (ω = 0.00 a.u.) 28.0 10 1 2.80
Standard (ω = 0.07 a.u.) 24.6 14 2 1.76
Standard (ω = 0.20 a.u.) 119.7 74 2 1.62
Damped (ω = 0.00 a.u., γ = 0.0 a.u.) 32.83 9 1 3.65
Damped (ω = 0.07 a.u., γ = 0.0 a.u.) 34.50 13 2 2.65
Damped (ω = 0.20 a.u., γ = 0.0 a.u.) 109.7 54 2 2.03
Damped (ω = 0.20 a.u., γ = 4.60 × 10−3 a.u.) 84.56 43 4 1.97

dipole polarizability of C60 using the damped and the standard linear
response solvers.

APPENDIX B: ADDITIONAL DEFINITIONS

● T1-similarity-transformed MO coefficients:

Λp = C(1 − tT1 ), Λh = C(1 + t1).

● T1-similarity-transformed one-electron integrals:

ĥxpq =∑
αβ

Λp
αpΛ

h
βqh

x
αβ.

● T1-similarity-transformed two-electron integrals:

(pq̂∣rq) = ∑
αβγδ

Λp
αpΛ

h
βqΛ

p
γrΛ

h
δs(αβ∣γδ).

● The elements of F̂ are defined as the elements of the usual
Fock matrix, but evaluated with T1-similarity-transformed
one-electron and two-electron integrals.

● One-index transformed Λ̆p and Λ̆h matrices:

Λ̆p
βi =∑

a
Λp
βa t̄ia and Λ̆h

βa = −∑
i
Λh
βi t̄ia.

● tx-dressed one-index transformed Λ̄p,x and Λ̄h,x matrices (∗):

Λ̄p,x
βa = −∑

i
Cβit

x
ai and Λ̄h,x

βi =∑
a
Cβat

x
ai.

● Barred one-electron and three-center and four-center two-
electron integrals (∗):

h̄xpq =∑
αβ
(Λ̄p,x

αpΛ
h
βq + Λp

αpΛ̄
h,x
βq )hαβ,

B̄x
Q,pq =∑

P
(pq∣P)V−

1
2

PQ

=∑
αβ
(Λ̄p,x

αpΛ
h
βq + Λp

αpΛ̄
h,x
βq )∑

P
(αβ∣P)V−

1
2

PQ ,

¯(pq∣rs)x = P̂pr
qs ∑

αβγδ
(Λ̄p,x

αpΛ
h
βq + Λp

αpΛ̄
h,x
βq )Λ

p
γrΛ

h
δs(αβ∣γδ).

Here, it is understood that Λ̄p,x
αp vanishes if p is an occupied

index and Λ̄h,x
βq vanishes if q is a virtual index.

● Barred Fock matrices and E intermediates (∗):

F̄x
ia =∑

ck
[2(ia∣kc) − (ic∣ka)]txck,

F̄x
ab = −∑

j
txajF̂jb +∑

ck
[2(ab∣kc) − (ac∣kb)]txck,

F̄x
ij = +∑

b
F̂jbt

x
bi +∑

ck
[2(ij∣kc) − (ic∣kj)]txck,

Ēx,2
ij = F̄x

ij +∑
cdk
[2tx,jk

cd − t
x,jk
dc ](kd∣ic),

Ēx,2
ba = F̄

x
ba +∑

dkl
[2tx,kl

bd − t
x,kl
db ](ld∣ka).

An asterisk (∗) indicates that the respective intermediates
depend linearly on the complex response amplitude tx and have
been generalized to the CPP case such that their real and imaginary
parts are evaluated, respectively, with the real and imaginary parts
of tx.
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ALGORITHM 1. Main steps in the evaluation of the F-matrix contraction terms. An asterisk (∗) indicates the terms that have
been generalized to the CPP case (complex).

• Compute Y̆Q,ck = ∑dj t̄
jk
dc B̂Q,dj (standard code)

• Compute F̄x
ia, Ēx,1

ab , Ēx,2
ij , B̄x

Q,bj, B̄
x
Q,ij, C

x
ck, Yx

Q,ai (∗)

• Compute dressed integrals B̆x
Q,jb= −∑ck(t̄jctxckBQ,kb + txck t̄kbBQ,jc) (∗) [Eq. (85)]

• Compute σ0,x
ia = 2F̄x

ia, σ JG,x
ia and σ JH,x

ia (∗)

• Compute intermediates:

–Λ̆p
βi, Λ̆

h
βa and B̆Q,ia = ∑αβP Λ

h
αaΛ̆

p
βi(αβ∣P)V

−1/2
PQ −∑kB̂Q,ik t̄ka (standard code)

–t̄ijab = (2 − P̂ij)P̂
ij
ab(∑Q B̆Q,aiBQ,jb + t̄iaF̂jb)/(εi − εa + εj − εb) (standard code)

–Y̆x
Q,ia = ∑bj t̄

ij
abB̄

x
Q,jb (∗)

–mx
Q = ∑ck BQ,ckCx

ck and Mx
Q,ik = ∑c BQ,icCx

ck (∗)

–ĭxQ = ∑jb B̄
x
Q,bj t̄jb (∗)

–Γ̆xQ,βi = ∑Pa(Y̆x
P,ia −∑j t̄jaB̄

x
P,ij)V−1/2

PQ Λp
βa −∑PkM

x
P,ikV

−1/2
PQ Λp

βk + 2∑P(mx
P + ĭxP)V−1/2

PQ Λp
βi (∗)

–σIJ
′

12F1 ,x
iα = ∑Qβ Γ̆

x
Q,βi(Q∣βα)

• Compute σIJ
′

12F1 ,x
ia = ∑α σ

IJ′12F1
iα Cαa (σI,xia + first term of σF,x

ia + first and second term of σ J′ ,x
ia ) (∗)

• Compute σF3 ,x
ia = −∑lQ Y̆

x
Q,alB̂Q,il (third term of σF,x

ia ) (∗)

• Compute intermediate Γ̆x
′′

Q,iβ = ∑Pd(Y̆P,id −∑j B̂P,ij t̄jd)Λ̄p,x
βdV

−1/2
PQ (∗)

• Compute σF2J′3 ,x
iα = ∑Qβ Γ̆

x′′
Q,iβ(Q∣βα) (∗)

• Compute σF2J′3 ,x
ia = ∑α σ

F2J3 ,x
iα Cαa (second term of σF,x

ia + third term of σ J′ ,x
ia ) (∗)

• Calculate σF4 ,x
ia = −∑lQ Y̆Q,alB̄x

Q,il (∗)

• Contract with single amplitudes and add the doubles contributions

Ftxty = ∑ai σ
x
iat

y
ai +∑ai F̄

x
iaC

y
ai +∑Q,bj B̆

x
Q,jbY

y
Q,bj (∗)
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