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Trajectory surface-hopping photoinduced dynamics from Rydberg
states of trimethylamine�

MÆtyÆs PÆpai,�a;b Xusong Li,a;c Martin M. Nielsen,d and Klaus B. Młllera

We present a computational study on nonadiabatic excited-state dynamics initiated from the 3p
Rydberg states of trimethylamine (TMA). We utilise a methodology based on full-dimensional
(39 D) trajectory surface-hopping (TSH) simulations, in which propagation is carried out on on-the-
�y density functional theory (DFT)/time-dependent DFT (TD-DFT) potentials. Both our electronic
structure benchmarks to high-level ab initio methods (EOM-CCSD, CASPT2) and TSH simulations
demonstrate high-accuracy of the applied CAM-B3LYP functional for the description of Rydberg ex-
cited states. Based on our excited-state simulations, we construct the following mechanistic picture:
when pumped resonantly to the 3p Rydberg manifold, TMA coherently vibrates along the planari-
sation mode with a period of 104 fs and an exponential coherence decay time constant of 240 fs.
Nonadiabatic dynamics occur on a faster (� 1 ps) and a slower (� 3 ps) timescale, along the N-C
stretching mode by mixing with a dissociative s�N�C state. As a minor relaxation channel, 3p! 3s
internal conversion occurs via branching at the s�N�C=3s intersection. We �nd that photodissociaton
is hardly observable within 3 ps (1%), which is a failure of the range-separated hybrid CAM-B3LYP
functional, as a consequence of its static electron correlation de�ciency at long range. In contrast,
pure DFT (GGA-BLYP) provides an accurate long-range description (19 % dissociation yield), also
supported by comparison to recent ultrafast experiments, even if the Rydberg state energies are
signi�cantly underestimated (> 1 eV). Finally, we reveal the crucial role of vibrational coherence and
energy transfer from the planarisation mode for N-C bond activation and resulting nonadiabatic dy-
namics. The present work illustrates the importance of nuclear-electronic coupling for excited-state
dynamics and branching at conical intersections.

1 Introduction
Ultrafast excited-state dynamics have received great attention in
the past decades due to their vital role in fundamental and ap-
plied research �elds, such as photochemistry,1 solar energy con-
version,2,3 and molecular data storage.4,5 Excited-state simula-
tions constitute a powerful toolbox to obtain a thorough under-
standing and complement ultrafast experiments. The most rigor-
ous theoretical approach for these simulations is the framework
of quantum dynamics (QD), i.e., solution to the molecular time-
dependent Schrödinger equation. While this leads to the numer-
ically exact solution, exponential scaling with the number of nu-

a Department of Chemistry, Technical University of Denmark, Kemitorvet 207, DK-2800
Kongens Lyngby, Denmark. E-mail: papai@kemi.dtu.dk.
b Present address: Wigner Research Centre for Physics, P.O. Box 49, H-1525 Budapest,
Hungary.
c CAS Key Laboratory of Biobased Materials, Qingdao Institute of Bioenergy and Bio-
process Technology, Chinese Academy of Sciences, Qingdao 266101, China.
d Department of Physics, Technical University of Denmark, Fysikvej 307, DK-2800 Kon-
gens Lyngby, Denmark.
y Electronic Supplementary Information (ESI) available: animation of the most im-
portant normal modes in MPEG format. See DOI: 10.1039/cXCP00000x/...

clear degrees of freedom (DoF) limits QD to be applicable only to
very small molecules (�6 DoF). For multidimensional problems,
advanced numerical QD methods, such as the multicon�guration
time-dependent Hartee (MCTDH) method,6,7 exist, but still suffer
from the dimensionality bottleneck, even if it is slightly alleviated
to treat 10�20 DoF. An alternative and complementary technique
is based on semiclassical trajectories, which enables the treatment
of the complete nuclear con�gurational space. However, the price
to pay is the lack of rigorous description of quantum effects, such
as nonadiabatic transitions, interferences, and tunneling.

Excited-state dynamics very often involve electronic transi-
tions, such as internal conversion (IC, no spin change) and in-
tersystem crossing (ISC, spin transition due to spin-orbit cou-
pling). These dynamics occur in the vicinity of conical intersec-
tions (CIs) and surface crossings, where the Born-Oppenheimer
approximation breaks down, as the nuclear-electronic (nonadi-
abatic) coupling becomes non-negligible. Nonadiabatic effects
are essentially treated correctly by QD but not by classical dy-
namics. The latter can be extended by describing nonadiabatic
transitions as stochastic hops between potential energy surfaces
(PESs), leading to the term trajectory surface hopping (TSH).8
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Here the nuclear wavepacket is approximated by a swarm of clas-
sical trajectories and hopping between different electronic states
is allowed; thus, certain quantum effects, such as wavepacket
splitting can be accounted for. However, there is no guarantee
that the simulation converges to the correct quantum solution,
even if all possible trajectories could be considered. Nevertheless,
TSH has been successful to simulate the excited-state dynamics
of various molecules including small organic model systems,9,10

nucleobases,11,12 and even transition metal complexes,13�15 the
results in reasonable agreement with those of ultrafast experi-
ments. Furthermore, TSH is well-suited for processes accompa-
nied by large structural changes, such as bond dissociation and
photochemical reactions, and energy transfer, i.e., internal vibra-
tional energy redistribution (IVR) and vibrational coooling. This
is a clear advantage over QD, for which a modi�ed Hamiltonian is
necessary from the widely-utilised vibronic-coupling model using
normal modes.

Excited states possessing Rydberg character, typically observ-
able for small organic molecules, are electronic states whose ex-
cited electron is highly diffuse, converging to the ionised cationic
state. Ultrafast excited-state dynamics between Rydberg states
are intriguing, as their PESs are parallel, separated by a signi�-
cant energy gap for the Rydberg series (s, p, d, etc.); this ques-
tions how IC can occur between Rydberg states. A prototype for
such dynamics is the case of the trimethylamine (TMA) molecule
(Figure 1). Upon excitation into the 3p Rydberg manifold at 208
nm, Cardoza et al. found IC into the 3s state with a time con-
stant of 2:9� 0:2 ps, as determined by gas-phase ionisation elec-
tron spectroscopy.16 The authors did not observe photodissoci-
ation of TMA. In a recent time-resolved X-ray scattering exper-
iment, pumped at 200 nm, Ruddock et al. reported branching
photodissociation dynamics, with a major slow 74�6 ps and a mi-
nor fast 640�130 fs component.17 Onitsuka et al. performed ion-
imaging experiments on TMA, from which they concluded that
the photodissociation yield is highly sensitive to the excitation
wavelength in the 200�236 nm region.18 These results indicate
that photodissociation also occurs upon excitation to the 3s Ry-
dberg state, but the yield is several times smaller, relative to the
case when the 3p excitation dominates. In this work, we present a
TSH study on the excited-state dynamics of TMA, promoted to the
3p Rydberg manifold. Our goal is twofold: i) to complement the
quoted time-resolved experiments, and ii) analyse the applicabil-
ity of TSH to dynamics initiated and involving Rydberg states.

2 Computational methodology

2.1 Electronic structure calculations

In all electronic structure calculations, we utilise the aug-cc-pVDZ
basis set; the included diffuse functions are essential for the de-
scription of Rydberg states. In the present work, we only con-
sider singlet states. The ground and excited-state geometries
were fully optimised using the density functional theory (DFT)
CAM-B3LYP19/aug-cc-pVDZ method, and its time-dependent DFT
(TD-DFT) variant, for the excited states. We selected CAM-B3LYP
based on its known accuracy for Rydberg states.20,21 Harmonic
vibrational frequencies were calculated to ensure that the opti-

Fig. 1 Molecular pyramidal structure of the TMA molecule in its elec-
tronic ground state. Also depicted are the two key nuclear coordinates
of the molecule: the N-C bond length R and the C-C-C-N dihedral angle
J (umbrella angle).

mised geometry corresponds to a true minimum on the given po-
tential energy surface (PES). At the optimised ground-state ge-
ometry, i.e., the Franck-Condon (FC) geometry, we assess the
performance of different quantum chemical methods for verti-
cal excitations to the Rydberg states. In addition to CAM-B3LYP,
we employ equation-of-motion coupled cluster with singles and
doubles (EOM-CCSD), complete active space self-conistent �eld
(CASSCF), and multicon�gurational second-order perturbation
theory (CASPT2). For DFT/TD-DFT and EOM-CCSD we approx-
imate two electron integrals using the split resolution of identity
(RI-J) and chain of sphere (COSX) methods. In the TD-DFT com-
putations, we employ the Tamm-Dancoff approximation (TDA).22

For CASSCF, we constructed an active space, in which 6 electrons
were distributed on 14 active orbitals (6e,14o). The 14 active
orbitals are the orbitals required to describe i) the Rydberg ex-
cited states: the nitrogen lone pair (n), the 3s, 3px, 3py, and 3pz
Rydberg (Ryd) orbitals, ii) N-C bond dissociation for the calcula-
tions of potential energy surfaces (PESs) along the N-C stretching
coordinate: the two lowest bonding sN�C and correlating anti-
bonding s�N�C orbitals, and iii) 5 additional orbitals required to
maintain the active space at elongated N-C distances, with N-3dxz,
N-3s/N-3dz2 (Ryd), and three orbitals with N-4s/H-3s (Ryd) char-
acter. The CASSCF calculations were averaged over 10 states.
In the CASPT2 calculations, we froze the N-1s and C-1s core or-
bitals and applied an imaginary level shift of 0.2 a.u. to eliminate
intruder states. We set the IPEA shift (shift to the zeroth-order
Hamiltonian, with a default value of 0.25 a.u.) to zero, as it
was found that its use is not justi�ed and not bene�cial for the
excited states of organic molecules.23 We performed multi-state
MS-CASPT2 calculations for 10 states.

For the calculation of one-dimesional DFT/TD-DFT and
CASPT2 PESs, we generated structures from the CAM-B3LYP-
optimised geometry of the ground state and the lowest singlet
excited state (S1). These structures were obtained by varying a
single nuclear coordinate while keeping all the others �xed. We
here note that throughout this article we use two notations for
electronic states: i) adiabatic, based on the energetic order (S0,
S1, S2, etc. ), and ii) electronic character � (GS, Ryd, etc.). For
instance, the character of the adiabatic S1 state at the FC and opti-
mised S1 geometry is Ryd-3s, but the character may and will vary,
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as seen later, depending on the nuclear geometry. We calculate
two types of PESs: relaxed, in which case all nuclear coordinates
except the scanned one, at each point, are optimised for the given
electronic state (in this work, S0 or S1); and rigid, here only a sin-
gle point calculation is performed at each geometry.

All electronic structure calculations were carried out using the
ORCA4.2 quantum chemistry package,24,25 with the exception of
the CASSCF/CASPT2 computations, for which we utilised Open-
Molcas18.09.26,27

2.2 Nonadiabatic dynamics simulations

This work is centered on the excited-state dynamics of TMA. We
employ a framework of full-dimensional (39 D) TSH. As TSH
nowadays is a standard method for nonadiabatic dynamics, we
summarise the method only brie�y, and for details, refer to the
literature.8,28 In TSH, the nuclei are propagated classically, by
solving Newton’s equations of motion; the nuclear motion is dic-
tated by the forces, which are determined by quantum chemistry,
through solution to the time-independent electronic Schrödinger
equation within the Born-Oppenheimer approximation. Nonadi-
abatic transitions are approximated by stochastic hops between
PESs during the propagation of trajectories. The hopping proba-
bility is proportional to the nonadiabatic coupling, which is large
when the energy gap between two electronic states is small, i.e.,
in the vicinity of conical intersections and avoided crossings. The
electronic wave function is expressed as linear combination of
electronic basis states, whose coef�cients are propagated accord-
ing to the time-dependent electronic Schrödinger equation.

We follow Tully’s fewest switches scheme,29 which minimises
the number of hops in a Dt time step, to calculate the hop-
ping probabilities. For these probabilities and electronic propaga-
tion, we utilise wave function overlaps (local diabatisation30,31),
which circumvents the often complicated computation of nonadi-
abatic coupling vectors, and is numerically more stable than prop-
agation by nonadiabatic couplings. We utilise a Dt = 0:5 fs and
0:005 fs for nuclear and electronic propagation, respectively. For
the nuclear propagation, we integrated Newton’s second law us-
ing a Velocity Verlet algorithm. We perform the TSH simulations
within the adiabatic electronic basis (MCH = molecular Coulom-
bic Hamiltonian, as no external couplings, such as spin-orbit cou-
plings, or couplings with an electric �eld, are present), for 5 sin-
glet states (GS) plus the lowest 4 excited states. We account for
quantum decoherence correction using the energy-based scheme
of Granucci et al. with a decoherence (exponential damping) pa-
rameter equal to 0.1 a.u.32 We generated 200 initial conditions
sampled from a Wigner distribution based on the ground-state
normal modes. We used a stochastic algorithm to determine the
initial electronic state, based on excitation energies and oscillator
strengths calculated at the sampled geometries. Here, we applied
an energy window that allows all GS! 3p excitations, but no GS
! 3s. This led to the selection of 156 initial conditions, for which
we ran the trajectories for 3 ps.

We propagate the trajectories on on-the-�y DFT/TD-DFT po-
tentials. We made this choice based on the reliability of CAM-
B3LYP for Rydberg states20,21 and the results presented in Sec-

tions 3.1 and 3.2. It is known that the DFT/TD-DFT description
of conical intersections involving the electronic ground state is
problematic due to the fact that it is referenced to a single Slater
determinant.28,33 In our simulations, such intersections are ap-
proached, and we indeed observed failure to converge DFT in
these situations. We overcome this de�ciency by forcing an irre-
versible hop to the S0 whenever the S1-S0 energy gap is smaller or
equals 0.15 eV. This value is based on our recent TSH study of a
ring-opening reaction, for which forcing the hops to S0 with 0.15
eV threshold led to reliable dynamics, in comparison to CASSCF
TSH simulations and time-resolved experimental data.34 For rea-
sons detailed later, we performed a second set of TSH simulations
using the pure (GGA) BLYP exchange-correlation functional35,36

both for generating the initial conditions (Wigner distribution)
and propagating the trajectories.

All TSH simulations were carried out using the SHARC2.137�39

program with the SHARC-ORCA interface, to couple the on-the-
�y electronic structure calculations to the propagation of trajec-
tories.

2.3 Normal mode analysis

In order to study the structural and energy �ow dynamics, we
carry out a normal mode analysis on the obtained trajectories.
This is realised by projecting the Cartesian nuclear displacements
from the FC geometry and Cartesian velocities onto the GS nor-
mal modes. The normal mode matrix DDD is obtained by diago-
nalisation of the mass-weighted Hessian matrix; then, the mass-
weighted normal mode coordinates and velocities are calculated
as:

qqq(t) = DDDT Drrr(t) (1)

�qqq(t) = DDDT vvv(t) ; (2)

with Drrr(t) and vvv(t) being the time-dependent Cartesian nuclear
displacements and velocities, respectively; qqq(t) and �qqq(t) are the
time-dependent mass-weighted normal mode coordinates and ve-
locities, respectively. Finally, we calculate the average nuclear
coordinates and kinetic energies by averaging qi(t) and �q2

i (t)=2,
where i runs over the normal modes, over all trajectories. Note
that by construction, this projection technique separates transla-
tional and rotational motion from vibrations. We also mention
that normal mode here are only used as a projection technique,
thus energy transfer between the modes is possible (in the TSH
simulations, energy dissipation is allowed).

3 Results and discussion

As the underlying electronic structure is decisive for excited-state
simulations, in Sections 3.1 and 3.2, we explore the relevant elec-
tronic states of TMA using quantum chemistry. Afterwards, we
present and analyse the results of TSH simulations in Sections
3:3�3:6.
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Fig. 2 Natural transition orbitals (NTOs) of the Rydberg excited
states. Calculated at the 3s (S1) equilibrium geometry at the TD-CAM-
B3LYP/aug-cc-pVDZ level of theory. All 4 excited states are purely
described by a single n! Ryd transition.

3.1 Vertical excitations and optimised geometries of the Ry-
dberg states

The four lowest-lying excited states of TMA at its equilibrium
ground-state geometry are the Rydberg 3s, 3px, 3py, and 3pz
states. Table 1 compares the excitation energies and oscilla-
tor strengths, calculated at various levels of theory, at the CAM-
B3LYP/aug-cc-pVDZ-optimised GS geometry, to experimental val-
ues.

The TD-DFT, EOM-CCSD, and MS-CASPT2(6e,14o)-calculated
excitation energies are in excellent agreement with each other, as
well as the experimental values; this evidences accurate descrip-
tion of the excited states at the Franck-Condon (FC) geometry.
For state-averaged CASSCF, ca. 1 eV lower excitation energies
are obtained, which is attributed to the lack of dynamical elec-
tron correlation. Importantly, all calculated 3p� 3s energy gaps
are in good agreement, with a largest discrepancy of ca. 0.25 eV.
We note that the excitation energies can be considered to be con-
verged with respect to the applied basis set, differences between
aug-cc-pVDZ and aug-cc-pVTZ-calculated values, even for EOM-
CCSD, are below 0.1 eV. The ratio of 3s=3p oscillator strengths are
in good agreement with the experimental absorption strengths,
identifying the absorption maximum as transition to 3pz and a
one order of magnitude smaller contribution from 3s.

The R(N-C) and J values corresponding to the DFT-optimised
structures of the GS and excited states are given in Table 2. In
its electronic ground state, TMA has a trigonal pyramidal struc-
ture due to the repulsion of the N-lone pair and the electrons in
N-C bonds. This is well-reproduced by the DFT GS optimisation,
yielding J = 32:1 deg. In case of the 3s and 3px;y Rydberg excited
states, the optimised structures are planar, i.e., J � 0 deg. This is
due to the fact that in these states, an electron is excited from the
nitrogen lone pair (n) to a Rydberg orbital (see the natural tran-
sition orbitals in Figure 2), which lifts the repulsion interaction.
In the case of the 3pz Rydberg state, the structure is less planar
(J = 9:6 deg.) The differences between the optimised excited and
ground-state structures are dominated by the J -planarisation, all
other changes, including the N-C stretching are smaller. Com-
parison of the energies of the optimised excited-state structures
(Table 2) to the vertical excitations at the FC geometry (Table 1)
reveals ca. 0:6� 0:8 eV reorganization, mainly attributed to the
J -relaxation.

3.2 Ground and excited-state potential energy curves
As the dynamics occur on potential energy surfaces along distor-
tions from the FC geometry, we here explore the relevant ground
and excited-state PESs.

Above, we identi�ed J to account for the main changes be-
tween the optimised ground and excited-state structures, thus,
we �rst discuss the PESs along J . Fig. 3 presents the DFT/TD-
DFT (CAM-B3LYP) PESs along J , relaxed in the adiabatic S1 state.
We note that relaxation to the ground state and the other excited
states results in rather similar PESs. The ground-state PES is a
double-well potential, i.e., two minima at �32 deg. connected by
a saddle point at J = 0 deg. with a barrier of 0.31 eV, in agree-
ment with amine inversion. The excited-state PESs clearly show
the characteristics of Rydberg states: parallel potentials without
any crossings and a large 3s-3p separation (ca. 0.9-1.0 eV around
J = 0 deg.), the 3px;y�3pz gap is much smaller (ca. 0.1 eV). The
Rydberg potentials are �at around their minima, which are cen-
tered around J = 0 deg., consistent with GS! Ryd excitation (for
S4-3pz, two very shallow minima exist, slightly shifted from the
perfectly planar geometry). The Rydberg PESs exhibit signi�cant
nuclear gradient at the FC point, forecasting strong planarisation
dynamics upon GS! Ryd excitation.

Fig. 3 Adiabatic PESs along J , relaxed in the S1 state (R � 1:43 ¯).
Calculated at the CAM-B3LYP/aug-cc-pVDZ level of theory. The pyra-
midal and planar structures of TMA are also shown. Due to degeneracy,
to the blue curve is hidden behind the yellow one.

Figure 3 also reveals that the Rydberg character of the excited
states is preserved along J , which is the reason for the absence
of surface crossings. It is known for alkyl and cyclic amines, how-
ever, that dissociative states can mix into Rydberg states at elon-
gated N-C distances.20,21 To investigate this, we calculated the
PESs of TMA along the R(N-C) stretching coordinate. Fig. 4 dis-
plays the CAM-B3LYP potentials along R, relaxed in the ground
state, a situation which occurs during the very initial dynamics.
Importantly, the S2/S1 potentials exhibit an intersection at R = 1:8
¯ (appearing as an avoided crossing in the 1D adiabatic poten-
tials; a similar but less apparent crossing for the S3/S2 states
appears at R = 1:7 ¯). These intersections are due to mixing of
the dissociative n ! s�N�C state into the Rydberg states. As R
elongates, the antibonding s�N�C orbital, depicted in Fig. 5, is
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