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Abstract 

This project explores polycrystalline photovoltaic thin-film microstructure through three-

dimensional X-ray diffraction (3DXRD), focusing on the absorber layer of Cu2ZnSnS4 

(CZTS) thin-film solar cells.  

CZTS is a promising non-toxic, earth-abundant, and inexpensive material for third-

generation solar cells. Through the CZTS formation process, secondary phases may arise, 

which cannot be identified with conventional methods such as powder diffraction because of 

the significant overlap of diffraction peaks. Hence, the motivation to apply 3DXRD is to 

reveal the thin-film structural properties, texture, and effect on solar cell efficiency.  

In this work, the implementation of 3DXRD analysis on a CZTS solar cell and other types of 

photovoltaic thin-films provides the structural characterization of the grains composing the 

film, such as grain size, orientation, strain, and twin boundaries. The study of the 

microstructure of an Ag-alloyed CZTS and a CIGS solar cell are examples of how 3DXRD 

can be applied to other chalcogenide thin-films. Additionally, to compare the microstructure 

variations of different processing methods, kesterite samples prepared by sputtering, 

solution-processed, and Pulsed Laser Deposition (PLD) were measured. 

Multiple setups of 3DXRD are employed according to the capabilities of the beamlines 

visited at APS, ESRF, and SPring-8. These setups allow the following analyses: 

● Statistical analysis on an ensemble of grains to obtain sizes and orientations 

● Determination of sample texture through the orientation of grains 

● Characterization of twin boundaries to improve grain growth models and reveal their 

influence on device performance 

● Determination of strain in the sample 

● Reconstruction of a grain map by employing the scanning modality 3DXRD 

In general, 3DXRD can advance the microstructural characterization of polycrystalline thin-

films with a grain size of about 1 µm.  
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Resumé 

Dette projekt studere polykrystallinske fotovoltaik tyndfilms mikrostrukturer ved hjælp af 

tredimentionel røntgenstrålings diffraktion (3DXRD) med fokus på absorberings laget på 

Cu2ZnSnS4 (CZTS) tyndfilms solceller. 

CZTS er et lovende materiale. Det er billigt og består af ufarlige, hyppigt forekommende 

grundstoffer som kan benyttes til fabrikering af tredje generations solceller. I formations 

processen af CZTS, kan sekundære faser opstå. Disse kan ikke identificeres ved hjælp af 

konventionelle metoder såsom pulverdiffraktion, grundet et signifikant overlap af 

diffraktionstoppe. I stedet anvendes her 3DXRD til at afdække tynd-filmens strukturelle 

egenskaber, teksturer og effekten af solcellen. 

I denne afhandling udarbejdes en 3DXRD analyse af en CZTS solcelle samt andre typer 

fotovoltaik solceller. Analysen resulterer i en strukturel karakterisering af de korn der udgør 

tyndfilmen. Herunder korn størrelse, orientering, tøjning og tvillinge grænser. Et studie af 

mikrostrukturerne af en sølvlegeret CZTS og en CIGS solcelle præsenteres som eksempler 

på hvordan 3DXRD kan anvendes til andre chalcogenide tyndfilm. Yderligere anvendes 

teknikken til at måle og sammenligne de mikrostruktur variationer der fremkommer ved 

forskellige fremstillingsmetoder. Herunder sputter deponering, vådkemisk deponering og 

pulseret laser deponering (PLD). 

Varierende opsætninger af 3DXRD anvendes i overensstemmelse med egenskaberne for den 

enkelte synkrotron ved faciliteterne APS, ESRF og Spring-8. Disse opsætninger muliggøre 

følgende analyser: 

- Statistisk analyse på en gruppe korn med formål at bestemme kornenes størrelse og 

orientering. 

- Bestemmelse af prøvens tekstur ud fra orientering af kornene. 

- Karakterisering af tvilling grænser for at forbedre korn vækstmodeller og klarlægge 

deres indflydelse på solcellens ydeevne 

- Bestemmelse af tøjning i prøven 

- Rekonstruering af kornmap ved at anvende skanning modalitet 3DXRD 

Generelt kan 3DXRD forbedre den mikrostrukturelle karakterisering af polykrystalinske 

tyndfilm med en korn størrelse på omkring 1 µm.  
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Preface 

This thesis is submitted in candidacy for the PhD degree from the Technical University of 

Denmark (DTU). The work was carried out at the Department of Energy Conversion and 

Storage from November 15th, 2017, to December 31st, 2020. The project was supervised by 

Professor Jens Wenzel Andreasen and co-supervised by Professor Henning Friis Poulsen and 

Dr Christian Rein. A collaboration with scientist Dr Jonathan Wright during a three-month 

external stay at the European Synchrotron Radiation Facility was established. The work 

presented in this thesis is part of the larger project SEEWHI, financed by the H2020 European 

Research Council through the SEEWHI Consolidator grant, ERC-2015-CoG-681881.  

This work aims to characterize the structural properties of thin-film solar cells, which are 

tightly related to their deposition process. The final film microstructure influences the 

physical properties of the film. Therefore, characterizing the grains in the film allows a better 

understanding of the material and leads to the control and optimization of the engineering of 

these materials. Here, we assess the application of 3DXRD on polycrystalline thin-films with 

grain sizes in the order of 1 µm. 

Research objectives: 

• Identify secondary phases 

• Characterize grain properties: size, orientation, strain, twinning relations between 

grains 

• Compare different fabrication processes 

Structure of the thesis 

This thesis advances the characterization of thin-film solar cells and the analysis of the 

individual grain properties that constitute the polycrystalline thin-films. It envisions the 

application of this methodology to other polycrystalline thin-films.  

Chapter 1 introduces the concepts of microstructure in polycrystalline thin-films and their 

influence on the film's physical properties. It presents some of the thin-film photovoltaic 

technologies and the challenges to control the defects that form during the film fabrication. 

The final section focuses on the promising kesterite solar cells, describing the material 

properties and fabrication methods. Finally, the crystallographic phases that form during the 

kesterite device fabrication and the resulting microstructure are also discussed. 

In Chapter 2, we explain the methodology of this work. We present the principles of 3DXRD 

and describe the experiments carried out. We also present the samples that were examined. 

After that, the available analysis tools and the analysis pipeline are explained. In the last 
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section, we discuss an alternative algorithm for data processing. We show its application on 

simulated data and the optimistic results.  

Chapter 3 is divided into six sections that comprehend the analysis of different samples and 

different experimental setups. Starting with the kesterite solar cell, we dive into the 

challenges for analyzing this material, as we discover the unsurprising presence of secondary 

phases. We determine statistical information about the grain properties and discuss their 

influence on device performance. Next, we reconstruct a grain map of a kesterite solar cell 

using the 3DXRD scanning modality. We explain the principles of this technique and the 

advantages of this approach. The following section includes the analysis of a silver alloyed 

kesterite thin-film. We implement a similar methodology applied in the analysis of the 

kesterite solar cell and obtain a statistical report on the grain sizes, orientations, and twin 

boundaries. Subsequently, we describe an approach to refine the crystal structure of a 

kesterite grain extracted from the 3DXRD data. Additionally, we also study a different type 

of solar cell made of Cu(In, Ga)Se2. In this solar cell, we recognize the chalcopyrite structure 

of the main material and two secondary phases. We can also distinguish different types of 

twin boundaries. Finally, we describe the design of the last experiment at SPring 8 and the 

expected outcome from the samples that were examined. 

Chapter 4 concludes this work. It summarizes the results of this thesis and discusses the 

challenges of analyzing thin-films using 3DXRD.   

 

 

Mariana Mar Lucas 

December 2020 
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1 Introduction 

1.1 THE PROBLEM 

The world electricity consumption increments steadily, and projections estimate growth from 

18 TW/y in 2012 to 24 TW/y by 2040 [1]. Current technologies based on fossil fuels cannot 

cover this demand before depleting these resources. Therefore, renewable technologies such 

as photovoltaics (PV) are ideal candidates to cover the global need for electricity. Solar 

energy is abundant, and PV technology can transform it into electricity.  

Thin-film Solar Cells (TFSC) have many advantages over the dominant silicon solar cells 

(Si). TSFC requires less material and less energy to fabricate an efficient device. 

Consequently, production costs are considerably reduced, and the fabrication processes are 

scalable with a short energy payback time [2]. Ultimately, the device is lighter than Si-cells 

and can be fabricated on flexible substrates. TFSC can supply power to remote areas with 

limited electricity access, be an integrated part of buildings, lower installation costs, or be 

part of portable electronics [3]. 

Although TSFC technology provides exceptional characteristics, it remains a challenge to 

master and optimize the fabrication methods. Different variables can change the film 

properties and microstructure. To make efficient, low-cost, sustainable solar cells, we need 

to understand the influence of the fabrication parameters on the film microstructure and the 

correlation between the film microstructure and the film physical properties. 

Furthermore, some TFSC technologies utilize expensive, scarce, and sometimes toxic 

materials. A relatively new type of TFSC that overcomes these challenges is kesterite solar 

cells. However, the absorber layer has secondary phases, crystals of different sizes and 

orientations, grain boundaries, and strained grains that affect the device efficiency. Recent 

reviews about this material mention the lack of studies about kesterite solar cells 

microstructure, specifically the bulk/absorber layer [4], [5]. Electron microscopy (EM) is 

typically the chosen technique to characterize the microstructure of TFSC. However, the 

device is inevitably destroyed to access the buried absorber layer. Despite the high spatial 

resolution of EM, the sensitivity of the grain strain measurements is lower than X-ray 

Diffraction methods [6]. EM strain analysis of TFSC fabricated on flexible substrates could 

be affected by the sample preparation requirements, which unavoidably would alter the finely 

structured films. 
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For these reasons, we propose a non-destructive technique that can provide information about 

the structural properties of the films and that could potentially allow dynamical experiments 

such as measuring in-operando solar cells or in-situ recrystallization.  

The technique here employed is Three-Dimensional X-ray Diffraction, 3DXRD. After 

analyzing TFSC, our results show a high potential to employ this technique to other types of 

polycrystalline coatings. 

1.2 A GENERAL OVERVIEW OF POLYCRYSTALLINE THIN-FILMS 

Thin-films are coatings with a thickness between tenths of nanometers to several 

micrometres. This technology has steadily been evolving, as narrated in one of the latest 

reviews about thin-film coating technology [7]. They have several applications providing 

unique properties in different fields: mechanical, optical, electronic, superconducting, and 

photovoltaic technologies.  

Overall, the fabrication of thin-films is by chemical or physical deposition techniques. In the 

chemical methods, a fluid precursor (gas or solution) reacts with the substrate surface and 

solidifies as a thin-film. Some conventional chemical deposition techniques are chemical 

vapour deposition, chemical bath deposition, and spin coating. In the physical processes, the 

precursor material transitions from a solid phase (a target) to a vapour phase, and finally to a 

thin-film as a solid phase onto the substrate. Sputtering and Pulsed Laser Deposition (PLD) 

are some physical fabrication techniques commonly used in photovoltaic thin-films. 

Depending on the chosen fabrication process, the film structural properties vary, such as 

phase composition, grain size, grain boundaries, stress, and strain. These properties have a 

direct impact on the performance of the films.  

The complexity of polycrystalline thin-films resides in controlling the manufacturing 

processes to obtain the desired properties and minimize structural defects in the films. Hence, 

the characterization of their structural properties is vital. Measuring their microstructure can 

create models that predict critical parameters to optimize the thin-films.  

TFSC are not the exception to this rule. Their design consists of several layers, which are 

illustrated in Figure 1.1. Each layer is fabricated sequentially utilizing different deposition 

methods and heat treatments. As a result, the absorber layer endures many processing 

methods that modify its microstructure, improving device performance. Studying the 

resulting microstructure is necessary to understand the film structural properties linked to 

their physical properties and improve the engineering of the films. In this work, we present 

a characterization technique, 3DXRD, that can measure the microstructure of any 

polycrystalline thin-film with a thickness of about 1µm.  
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Figure 1.1. Architecture of a thin-film solar cell. 

1.3 STRUCTURAL PROPERTIES OF POLYCRYSTALLINE THIN-FILMS 

Polycrystalline thin-films are an ensemble of small grains or crystals with different sizes and 

orientations. Atoms are arranged inside the crystals in three dimensions and are 

symmetrically associated by rotations, translations, or other symmetry operations. In 

crystallography, this 3D arrangement of atoms in space is called a crystal lattice. The minimal 

entity of this arrangement is the unit cell. The geometrical definition of a unit cell is given 

by three lattice vectors a, b, and c, and the angles between them, α, β, γ. The atoms inside the 

unit cell occupy positions described by fractional coordinates along the cell edges measured 

from a reference point. The rest of the atoms are generated by the symmetry operations that 

characterize the symmetry of the unit cell.  

In Figure 1.2, we illustrate a triclinic unit cell to display the unit cell parameters. Moreover, 

the representation of the most relevant unit cells for this work is shown, the cubic face-

centred and the tetragonal body-centred unit cells. The face-centred unit cell has lattice points 

on the faces of the cube. In contrast, the body-centred unit cell has a point in the centre of the 

unit cell in addition to the eight corner points. 

 
Figure 1.2. Left: Triclinic unit cell [8]. Centre: Cubic face-centred unit cell [9]. Right: Tetragonal 

body-centred unit cell [10]. 
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The unit cell repeats systematically within a specific volume, forming a grain. Moreover, the 

unit cell characterized by a symmetric configuration and a specific set of atoms is defined as 

a crystallographic phase. In a thin-film, one can encounter different crystallographic phases 

generating a multiphase polycrystalline film. 

Optoelectronic, mechanical, and conducting properties vary depending on the crystal 

structure of the grain, establishing the film properties. Hence, the importance of identifying 

the crystallographic structure of the individual crystals. 

Microstructure variations in the polycrystalline thin-films, such as phase composition, size, 

shape, grain boundaries, anisotropy, stress, and strain, originate during the annealing and 

post-treatment processes. As these disparities strongly influence the macroscopic film 

properties, it is necessary to unveil the detailed structural information of the thin-film. This 

enables us to master their fabrication processes, for example, controlling the grain size and 

orientation with respect to the substrate and neighbouring grains. 

1.3.1 Recrystallization, grain growth, grain size, and grain boundaries 

This section discusses how each microstructure variation evolves during grain growth and its 

effect on thin-film performance.  As described in 1.2, it all starts with the deposition of the 

material; whether it is a physical or a chemical method, the deposited film undergoes a series 

of thermal processes that will ultimately define the film microstructure.  

After the material deposition onto the substrate, most thin-films are amorphous, with some 

nuclei of crystals. The transition to grains happens during the annealing step, consisting of 

heating the material at a high temperature, removing defects, and ordering atoms in lower 

energy configurations. The annealing step promotes recrystallization (formation of grains 

with a low density of linear defects such as dislocations) and grain growth (smaller grains 

are eliminated, larger grains grow, and grain boundaries assume a lower energy 

configuration) [11]. The result is an ensemble of grain structures and grain boundaries.  

The mechanisms involved in the thin-film fabrication start from surface diffusion of the 

adatoms (adsorbed atoms at the surface) [12] pinned by diverse deposition methods [13], 

nucleation [14], the kinetics of recrystallization and strain inflicted during the annealing 

process [11], and the grain growth driven by grain boundary mobility [15].   

The grain growth is influenced by different parameters such as temperature, pressure, 

impurities in the atmosphere. Low-temperature processes are characterized by small 

columnar grains. As the temperature increases, the size increases, and grain boundary 

migration is possible [16]. Such variations in microstructure are described in the structure 

zone model shown in Figure 1.3.  
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In Figure 1.3, the grain structures change at the various temperatures at increasing film 

thickness. In Zone I, the substrate temperature, Ts, is lower than the melting point of the film 

material Tm. A structure with a fine fibre texture develops with random orientations of the 

nuclei. The columns are generally not single grains but are composed of smaller, more 

equiaxed grains [17]. Zone T is characterized by 0.2 < Ts/Tm< 0.4, forming an 

inhomogeneous structure along the film thickness. The structure is fine crystalline at the 

substrate while columnar in the upper part of the film. Grain boundary migration is strongly 

limited. In Zone II, high substrate temperatures are implemented, creating a homogeneous 

structure along the film thickness composed of columns penetrating from the bottom to the 

top. The grain boundaries are nearly perpendicular to the film plane [18]. The mechanisms 

of grain growth can be competitive (different growth rates in different crystallographic 

directions) or by restructuration (minimisation of the surface and interface energy). 

 
Figure 1.3. Structure zone model at various film thicknesses. Reprinted from [18] with permission 

from Elsevier. 

Complications arise when multi-component films are fabricated as the kinetics of the process 

change. The grain size is modified, and secondary phases form inevitably once the material 

reaches an equilibrium. One example is the kesterite solar cell. During the formation of the 

active layer, secondary phases such as binary and ternary compounds grow. We will discuss 

this case in detail in section 1.6.2. 

Another exciting aspect of grain growth is the formation of grain boundaries, GBs. These are 

the interface between misoriented grains. The region with overlapping point lattices between 

the two adjacent grains is called the coincidence site lattice, CSL. The CSL is classified 

according to the multiplicity Σ, which is the ratio of the unit cell volume of the CSL and the 

unit cell of the crystal. In Figure 1.4, an example of a CSL with Σ5 is shown [19].  

Moreover, symmetry operations such as rotations and translations can transform one grain 

into another. With the CSL definition, one can identify the rotation axis shared by the two 

grains with respect to a reference coordinate system, the rotation angle, and the GB plane 

normal [20]. 
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Grain Boundary Engineering is a recent concept that aims at maximizing the number of 

favourable GBs. However, GB formation models and evolution mechanisms lack the 

experimental evidence [15], [21].  

 

Figure 1.4. Coincidence site lattice (Σ5) formed from two simple cubic lattices rotated by 36.9° about 

an <001> axis. Filled circles denote sites common to both lattices. Reprinted from [19] with 

permission from Elsevier. 

1.3.2 Strain 

One particular aspect of thin-films is the residual stresses that result from their fabrication or 

that manifest during their lifetime of service. They can be detrimental to the performance of 

thin-films and even diminish the material lifetime.  

Residual stress remains in the material after an original force has been applied, and it remains 

in equilibrium with the surroundings. As a result, the film structure is in a deformed state or 

a different configuration from a reference configuration; in other words, the film is strained 

[22]. 

The degree of the deformation caused by these remaining internal forces covers different 

length scales, as shown in Figure 1.5. At the macro-scale level, type I stress provides 

information on variations larger than the grain size. The mesoscale stresses, type II, describe 

the average strain of a grain. Type III stresses correspond to the micro-scale and are 

alterations within the grain, such as dislocations and crystalline defects [23]. 
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Figure 1.5. Types of residual stress with respect to the length scale of variation. Adapted from [23]. 

In this study, it is possible to measure strain due to type I and type II stresses using X-rays. 

For a strained crystal, the interplanar spacing varies, causing a displacement of the diffraction 

spot position, while peak broadening occurs due to defects within the grain. 

In solar cells, the films undergo multiple thermal gradients introducing stresses or relaxation 

to the films and changing their microstructure. The lattice mismatch between the substrate 

and the film, or between the multiple layers that constrain one another can also induce strain. 

In the methodology chapter, we discuss how to obtain the strain measurements from 3DXRD.  

1.3.3 Twin boundaries in polycrystalline thin-films 

As the grains grow in the film, their orientations evolve accordingly. However, the growth 

direction can change and start developing a grain with a different orientation. Similar to the 

CSL model in section 1.3.1, a geometrical operation, called "twin operation," relates these 

grains by transforming one grain into another. The theory of CSL is used to describe twin 

operations, and the twin index is the multiplicity of CSL, Σ. A twin boundary is also described 

by the misorientation angle between the twin grains, the rotation axis, and the GB plane 

normal. 

In chalcogenide thin-films, the occurrence of twin boundaries Σ3 is a common phenomenon. 

CdTe, with its cubic structure, has Σ3 boundaries characterized by a 60° rotation about axis 

<111>cubic [24], [25],  whereas Cu(In,Ga)(S,Se)2 and Cu2ZnSnS4, with tetragonal unit cells, 

have Σ3 boundaries with a 180° rotation about axis <221>tetragonal [26], [27], as depicted in 

Figure 1.6. Another recurrent twin boundary in chalcopyrites is the Σ3 with rotation 60° about 

the axis <221>tetragonal, also shown in Figure 1.6. For the latter, two configurations are 

proposed with anion- or cation-terminated twin boundaries. 
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Figure 1.6. Three constellations for 180°−〈221〉tetragonal and 60°−〈221〉tetragonal twin boundaries in the 

chalcopyrite-type structure: a 180° rotational (left), and two reflectional, anion- and cation-

terminated twin boundaries (right). Reproduced from [26] with permission from the International 

Union of Crystallography. 

Chapter 2 of this thesis demonstrates how to characterize twin boundaries by calculating the 

angle between grains and the corresponding axis of rotation from the grain orientation 

matrices. 

1.3.4 Pole figures 

The grain orientation matrices obtained by 3DXRD can be represented in the form of a 

stereographic projection. The pole OP intersects the surface of the sphere's northern point P. 

Then, P is projected to the sphere's equatorial plane, point p, by the line segment PS 

connecting P to the southern hemisphere, as shown in Figure 1.7.  

In general, the pole figures of the crystallographic planes {100}, {110} and {111} are used 

to describe cubic structures, whereas planes {100}, {110}, {001} describe the tetragonal 

structure in a xyz reference system. Figure 1.8 shows the pole figure {100} depicting the 

plane normals of the cube. 
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Figure 1.7. Stereographic projection 

 
Figure 1.8. Left: Projection plane, reference sphere in the XYZ system, and the points of intersection 

of the normal to the plane (100), (010), and (001) of the specimen. Right: The three poles 100, 010, 

and 001, as projected on the basic circle. 

1.4 PHOTOVOLTAIC THIN-FILMS 

Back in 1939, Edmond Becquerel discovered the photovoltaic effect using an 

electrochemical cell. In the late 1950s, silicon was already the primary material in solar cells 

with main applications in satellites and remote sites. Since 2010, the cost of Si-cells has 

declined dramatically due to the overcapacity of production; this contributed to its wide 

applications in PV power plants currently covering 95% of the PV market.  

Although silicon technology has improved the efficiency of the panels above 20% [28], the 

production of highly pure silicon wafers requires energy-intensive processes causing the 

generation of CO2. Moreover, silicon has an indirect bandgap, which lowers the capacity to 
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absorb light efficiently. The panel components, such as encapsulation and wiring, make the 

device rigid and heavy for certain applications that thin-film solar cells could cover. 

PV thin-films utilize less material (~ <1 µm thick layers), as the absorber layer has a direct 

bandgap and a high absorption coefficient. The fabrication processes require less energy than 

Si-cells and depending on the substrate, modules can also be flexible.  

One of the first types of TFSC is amorphous hydrogenated silicon, a-Si:H, with 2.4% 

efficiency [29]. Their steady development from laboratory to commercial panels, recounted 

in [30], shows PV thin-films potential in the PV market. This film microstructure is out of 

the scope of this work, as 3DXRD is limited to the polycrystalline materials. 

Meanwhile, chalcogenide1 materials, CdTe and Cu(In, Ga)Se2 (CIGS), are other types of 

semiconductors implemented in PV thin-films. Together with a-Si:H, they belong to the 

second generation of PV technology.  

Nonetheless, the scarcity of indium limits the production capacity of CIGS solar cells, 

whereas the toxicity of Cadmium imposes restrictions on its use in some countries. As an 

alternative, third-generation TFSC proposes an organic and new type of chalcogenide 

semiconductors with promising candidates to overcome these limitations.  

In this work, we focus on the chalcogenide film microstructure of Cu2ZnSnS4 (CZTS) and 

solve the challenging task of identifying secondary phases that arise during the film 

fabrication. As we describe the grain orientations and sizes, we will also analyze the texture 

and the twin boundaries in the coating. 

1.4.1 Principles of operation of a solar cell 

 Photogeneration. Photons with specific energy are absorbed, generating electron-

hole pairs in the material. This energy threshold, called the bandgap, Eg, is particular 

to the type of semiconductor. For example, silicon has an indirect bandgap (1.1 eV) 

and a low absorption coefficient (1.5 cm-1), [31], which requires thick wafers (~100 

- 150 µm) to absorb useful incident photons. In contrast, thin-film semiconductors 

such as CdTe (1.5 eV), CIGS (1.0 - 1.7 eV), and CZTS (1.4 eV) have a direct bandgap 

and high absorption coefficients. Therefore they require less material in the absorber 

layer (thickness: 1-5 µm).  

 

                                                 
1 Common chalcogenides are sulfides, selenides, and tellurides. 
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 Charge separation. Electron-hole pairs separate from each other because of the 

internal electric field created by the diode structure of the solar cell. The electric field 

originates at the p-n junction, the region where the p-type semiconductor (acceptor of 

electrons) and p-type semiconductor (donor of electrons) meet. The basic parameters 

to characterize the performance of the solar cell are given by: 

o Photocurrent, Jsc, which is limited by the flux of the absorbed photons, Jph.  

o Open-circuit voltage, Voc, defined by the Eg/q (q being the charge of an 

electron).  

o Fill-factor, FF, is determined as the area under the I-V curve of the solar cell. 

1.5 SECOND GENERATION THIN-FILM SOLAR CELLS: CdTe, CIGS 

CdTe has shown 22.1% and 19% efficiencies for a cell and a module, respectively [32], and 

because of its binary composition, this film is relatively easy to fabricate. The implementation 

of some schemes such as the activation treatment with CdCl2 to enlarge the grain size and 

passivate2 grain boundaries with Cl have optimized the device [24]. Alloying Se into the 

absorber layer has recently demonstrated a positive effect on increasing the current density 

and varying the bandgap [33]. The film microstructure of CdTe, which originates from the 

zincblende structure of CdTe, consists of grains between 1-40 µm and grains with (111) 

texture [34]. Interestingly, it has been observed that this texture is not favourable to the device 

efficiency, and the activation treatment combined with high annealing temperatures can fix 

this [35]. Moreover, the twin boundaries Σ3 (111) [24], Σ3 (112), and Σ5 (310) are also 

investigated by density functional calculation to find ways to passivate them [36].  

CdTe is typically built in the superstrate configuration, illustrated in Figure 1.9. a). The first 

layer applied onto the substrate, commonly glass, is the transparent conducting oxide layer 

(TCO), followed by the window layer (i-ZnO)  and the buffer layer (CdS). The absorber layer 

CdTe and the back contact complete the structure of the cell. 

Although CdTe is a stable compound, the toxicity of Cd limits the scalability of this 

technology. Moreover, disposal at the end-of-life and leaking risk in case of an encapsulation 

failure may raise concerns about its safety and sustainability. 

CIGS comes from the doping of CuInSe2 with Ga, allowing a bandgap variation from 1.04 

eV for CuInSe2 and 1.68 eV for CuGaSe2 [37], which enhances the device performance. 

Reaching 23.4% and 19.5% efficiencies for a cell and a module, respectively [32]. The 

sodium content in the glass diffuses into the absorber layer during the annealing step, 

                                                 
2 Inhibition of the defects states in the grain boundaries 
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producing larger grains with beneficial effects on the device properties [38]. Therefore, a Na-

treatment is included in the preparation of flexible substrates, which lack Na-content.  

CIGS grains originate from the tetragonal structure, chalcopyrite (I-42d). Electron 

Backscatter Diffraction, EBSD, studies have shown that the average grain size is below 1 

µm, varying according to the fabrication conditions. Twin boundaries Σ3 are the most 

common with the 180° - <221>tetragonal [26]. For CuGaSe2 absorber layers, the c-axis is 

preferably aligned to the substrate surface, as well as the Σ3 twin boundary of 60° -

<221>tetragonal and 70° - <110>tetragonal [39]. Other studies report preferred orientations (112) 

and (220) controlling the [Se]/[In + Ga] flux ratio during the deposition of precursors [40].  

In contrast to the CdTe solar cells layout, the CIGS cells use an inverted disposition, Figure 

1.9. b). The glass is coated by molybdenum, followed by the absorber layer CIGS, the buffer 

layer (CdS), and the window layer and TCO layer.  

 

Figure 1.9. Architecture of TFSC. a) CdTe, b) CIGS. 

1.6 THIRD-GENERATION SOLAR CELLS: Cu2ZnSnS4 

Cu2ZnSnS4, CZTS, is a promising material that can overcome the CIGS scalability and CdTe 

toxicity problems. Earth-abundant and non-toxic components form the polycrystalline CZTS 

absorber layer. Moreover, CZTS has a high absorption coefficient (104 cm-1) and a direct 

bandgap (1.45 eV) suitable for solar cells [41].  Similar to the CIGS cell architecture, CZTS 

also is deposited on a Molybdenum-coated soda-lime glass, Mo-SLG. The precursor 

elements are deposited via physical or chemical methods, typically with a Cu-poor, Zn-rich 

composition, and undergo an annealing step, promoting the CZTS phase formation. The 

subsequent layers, CdS, ZnO, and TCO, finalize the device.  
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Nevertheless, CZTS solar cell efficiency has only reached 11% for the sulfide type and 12.6%  

for the selenized Cu2ZnSn(S, Se)4 [32]. Some of the challenges regarding structural 

properties that might affect solar cell electrical properties are discussed in the following 

sections. 

1.6.1 Crystallographic aspects of CZTS 

The crystal structure of CZTS has been investigated as a single crystal [42]–[45], and 

powders [46]–[48], by X-ray and neutron diffraction, X-ray resonant single-crystal 

diffraction, and X-ray anomalous dispersion. In addition, first-principle calculations examine 

different structural variations that include kesterite, stannite, and wurtzite-type structures 

[49]–[51].  

There is an established agreement in the literature that CZTS crystallizes in the kesterite 

structure with space group (I-4). However, changes in the structure occur for thin-films with 

Cu-poor, Zn-rich composition. For the off-stochiometric CZTS, the stannite structure (I-

42m) has been assigned. However, by using neutron diffraction [46] and resonant single-

crystal diffraction [44], a third model, the "disordered kesterite" of Cu/ Zn atoms, is proposed. 

Kesterite, stannite, and disordered kesterite differ in the cations positions, as shown in Figure 

1.10. The kesterite structure alternates layers of CuSn (z = 0, ½) and CuZn (z =¼, ¾). In 

contrast, the stannite structure has a different cation layer arrangement in which ZnSn (z = 0, 

½), Cu2 (z =¼, ¾) interchange. Additionally, the anion position is different in kesterite (x,y,z) 

versus stannite (x,x,z). Disordered kesterite has the same cation layer distribution as kesterite, 

with only disorganized copper and zinc occupying z = ¼ and ¾ atomic planes. Ignoring the 

anion position in the space group (I-42m), disordered kesterite adopts this configuration with 

a statistical distribution of copper and zinc on the Wyckoff position 4d. The remaining copper 

will occupy the 2a site [52]. 

The atomic scattering factors of Cu+ and Zn2+ are similar; hence it is not possible to 

distinguish between kesterite, disordered kesterite, and stannite by X-rays. However, this is 

possible by neutron diffraction [46] or resonant X-ray diffraction [44]. One would expect to 

find a disordered kesterite structure through these techniques, given the off-stoichiometric 

and equilibrium conditions in which thin-films are grown. 



 

 

14 

 

 
Figure 1.10. Kesterite, Disordered kesterite, and Stannite cation layers viewed from a-b plane at 

different z-positions along the c-axis, (blue: Cu; orange: Zn; red: Sn) [52]. The crystal structures 

were drawn with the VESTA computer program [53]. 

When conducting 3DXRD experiments, the phases revealed by the XRD pattern will fit into 

kesterite, disordered kesterite, or stannite. However, based on the mentioned neutron studies, 

disordered kesterite should be a good choice to index the film grains. In principle, one can 

perform a structural refinement on a set of reflections that belong to the grain and determine 

which structure fits the best.  

 

1.6.2 Secondary Phases in CZTS 

CZTS is obtained through an equilibrium reaction in which product formation and 

decomposition into the initial reactants can happen, as shown in reaction (1.1) and (1.2). The 

coexistence of secondary phases is difficult to avoid. Moreover, CZTS can only be formed 

under sufficient partial pressures of S and SnS [54].  

 

 Cu2S(s)+ZnS(s)+SnS(g)+
1

2
 S2(g) ⇄ CZTS(s) (1.1) 

 

 SnS(s) ⇄ SnS(g) (1.2) 

Figure 1.11 shows the Cu2S-SnS2-ZnS equilibrium diagram at 400°C describing all the 

possible phases that can form. This diagram indicates that CZTS has low thermal stability 

and is straitened in a narrow single-phase region. The formation of secondary phases 

originates from an initially non-optimal film composition, outside the single-phase region, or 

from a film with an initially optimal composition that breaks down due to non-controlled 

equilibria conditions during the formation process [54].  
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Figure 1.11. Cu2S-SnS2-ZnS equilibrium diagram. Reprinted from [55] with permission from Elsevier. 

Secondary phases can have detrimental effects on the kesterite solar cell performance due to 

their different optoelectronic properties. The most common secondary phases and their 

bandgaps are listed in Table 1.1. High bandgaps are responsible for high series resistance 

when situated close to the back contact. On the other hand, low bandgaps at the p-n junction 

decrease Voc. 

Table 1.1. Bandgap of the secondary phases in CZTS films [54]. 

Compound Cu2ZnSnS4 Cu2SnS3 ZnS SnS2 SnS Cu2S CuS 

Bandgap (eV) 1.5 0.9 3.7 2.5 1-1.3 1.2 1.72 [56] 

 

XRD, Raman scattering, and Energy-dispersive X-ray spectroscopy (EDX) are usually 

combined to characterize the absorber layer. However, they can only offer qualitative and 

partial discrimination of phases, especially for ZnS and Cu2SnS3 [57]. Structurally, CZTS, 

Cu2SnS3 and ZnS are very similar. The first two phases have a body-centred tetragonal 

structure, whereas ZnS is a face-centred cubic. Their lattice parameters are also very close, 

doubling one of the cubic axis results in the tetragonal structure. Hence, X-ray powder 

Diffraction cannot distinguish among these three phases. The distinction between Cu2SnS3 

and CZTS is even more convoluted, since the isoelectronic cations Zn2+ and Cu+ are alike, 

and their scattering properties are nearly identical. 

 

3DXRD can distinguish between CZTS and ZnS and identify other crystallographic 

structures. Table 1.2 lists the possible secondary phases and their crystal structures taken 

from the inorganic crystal structure database (ICSD). These structures are used in the 

3DXRD data analysis to identify the crystallographic phases in the diffraction patterns.  
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Table 1.2. Crystal structures of CZTS and secondary phases from ICSD selected by the data quality 

Phase Crystal 

Structure 

Space 

group 

Lattice parameter 

(Å) 

ICSD Ref. 

Cu2ZnSnS4 Tetragonal I-4 a=5.434* c=10.843* 

α, β, γ=90° 

184358 

236246 

239674-81,83,85-86 

243666-67 

253249-50 

262388-89 

[48] 

[58] 

[47] 

[59] 

[60] 

[43] 

Tetragonal 

(Disorder 

kesterite) 

I-42m a=5.434*, c=10.843* 

α, β, γ=90° 

192110 

192815 

239682, 84 

[44] 

[61] 

[60] 

Tetragonal 

(Stannite) 

I-42m a=5.434*, c=10.856* 

α, β, γ=90° 

171983 [45] 

Cu2SnS3 Monoclinic c1c1 a=6.65, b=11.53, c=6.66 

α, γ=90, β=109.39 

91762 

258981 

[62] 

[63] 

Tetragonal I-42m a=5.413 c=10.824 

α, β, γ=90° 

50965 [64] 

Cu3SnS3.6 Tetragonal I-42m a=5.426, c=10.838 

α, β, γ=90° 

237555 [65] 

Cu4SnS4 

 

Orthorhombic 

(high temperature) 

P n m a a=10.06, b=13.49, c=10.09 

α, γ=90°, β=100.84° 

833 

432660 

[66] 

[67] 

Monoclinic  

(low temperature) 

P 1 21/c 1    a=13.57, b=7.69, c=6.42 

α, β, γ=90° 

432661 [67] 

CuSn7.5S8 Cubic F-43m a=10.393 

α, β, γ=90° 

32525 [68] 

Cu4SnS6 Trigonal R -3 m H a=3.739, c=32.941 

α, β=90°, γ=120° 

88972 [69] 

Cu4Sn7S16 Trigonal R -3 m H a=7.38, c=36.03 

α, β=90°, γ=120° 

50964 

154696 

[69] 

[70] 

ZnS Cubic F-43m a=5.434 

α, β, γ=90° 

77090 [71] 

 

a= 5.4032 

α, β, γ=90° 

230703 [72] 

Hexagonal 

(Wurtzite) 

P63mc a=3.823, c=6.261 

α, β=90°, γ=120° 

67453 [73] 

SnS2 Trigonal P-3m1 a=3.642*, c=5.887* 

α, β=90°, γ=120° 

100610 

252197 

[74] 

[75] 

SnS 

 

Orthorhombic Pbnm a=4.335*, c=3.979* 

α, β, γ=90° 

41739 

52108 

[76] 

[77] 

Cu2S Monoclinic P121/c1 a=15.246, b=11.884, 

c=13.494 

α, γ =90, β=116.35 

100333 [78] 

 Hexagonal P63/mmc    a=4.033, c= 6.739 

α, β=90°, γ=120° 

95397  [79] 

Cu1.78S Cubic Fm-3m a=5.582 

α, β, γ=90° 

106569 [80] 

Cu1.8S   a= 5.564 

α, β, γ=90° 

41142  

CuS Hexagonal P63/mmc    a=3.788, c=16.333  

α, β=90°, γ=120° 

67581 

 

[81] 

 
*averaged values of the available structures. 
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1.6.3 Fabrication methods of CZTS thin-films 

DTU's Department of Photonics Engineering provided the CZTS samples for this project. 

The absorber layer fabrication involves physical and chemical deposition methods, resulting 

in films with differences in their microstructures. 

 Pulsed laser deposition 

This method uses a laser to deposit thin-films via ablation. The extreme energy of the 

focused beam is absorbed by a small area of the target surface. The chemical bonds 

break down, and the elements on the surface are removed in the form of an expanding 

plasma cloud. The components of these layers travel at extreme speed through the 

vacuum chamber until they impinge on the substrate surface, Figure 1.12.  

A KrF laser beam (248 nm wavelength, 20 ns pulse-width, 15 Hz pulse repetition 

rate) is focused on a target that consists of sintered binary chalcogenides 

(2CuS:ZnS:SnS), and the substrate is typically a molybdenum-coated soda-lime 

glass, Mo-SLG [82]. Subsequently, the obtained film is annealed above 560 °C with 

a sulfur and SnS atmosphere. 

Alternatively, an oxide route for the production of CZTS is also employed, where a 

target of sintered oxide and sulfide binaries is used during the deposition [83]. The 

annealing conditions (temperature and pressure) are also adjusted to optimize the film 

microstructure. 

For further details about the PLD process for chalcogenide materials and examples 

of CZTS films, the reader is referred to [82]–[85]. 

 

Figure 1.12. PLD setup. Reprinted from  [86] with permission from Elsevier. 
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 Co-sputtering 

This technique is a physical vapour deposition process in which a plasma, created 

from an inert gas, is loaded into a vacuum chamber. The plasma bombards the target, 

made of the coating components, ejecting atoms that will deposit on the substrate and 

build up a thin-film. Two different types of sputtering were employed in the 

preparation of CZTS: Direct current (DC) sputtering for the deposition of Cu and 

radio frequency (RF) sputtering for SnS and ZnS. The DC process is usually for 

conducting materials, whereas RF is more effective for low-conductivity or insulating 

materials. It is important to emphasize that the sputtering of the three targets happens 

simultaneously, as shown in Figure 1.13, hence its name "co-sputtering." 

After the film deposition, the annealing process is carried out in two different ways 

[87]:  

o Annealing in a single step: Temperature at 575 °C for 45 min, and Sn and S 

atmosphere at 175 mbar. Cooling is by quenching at 300°C. 

o Annealing in two stages: First, the temperature at 200 °C for 30 min, and Sn 

and S atmosphere at 660 mbar. Second, the temperature at 575 °C for 30 min, 

and Sn and S atmosphere at 1000 mbar. Slow cooling for 8 hours. 

Sputtering involves many parameters, and making multi-component materials adds 

up to the complexity of the technique. For specific details on this process, the reader 

is referred to Martinho et al., which discusses the resulting solar cell morphology, 

composition, and optoelectronic properties [87]. 

 

Figure 1.13. Schematic diagram of the CZTS co-sputtering process for the deposition of Cu, SnS, and 

ZnS. 
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 Solution processing 

Hot-injection is a commonly adopted technique for the fabrication of CZTS [88]. The 

synthesis consists of mixing  CuCl2·2H2O, Zn(OAc)2, and SnCl4·5H2O with 

dyethylenglycol, DEG. Secondly, a preheated solution of elemental Sulphur 

dissolved in triethylenetetramine, TETA, and DEG is injected into the first solution 

forming the desired CZTS nanoparticles. The nanocrystals are then centrifuged and 

suspended in a solution of Deionized (DI) water and ethanol. The resulting ink is 

drop-casted on a Mo-SLG or Silicon substrate, which is then annealed at 600° C in a 

quartz tube vacuum oven at a nitrogen pressure of 100 mbar [89].  

One of the advantages of using CZTS nanoparticles dispersed in a solution is that 

they can be deposited on a substrate using printing techniques such as the roll-to-roll 

process. 

More details about the fabrication and characterization of these nanoparticles are 

found in [88], [89]. 

 

Figure 1.14. Synthesis of CZTS nanoparticles and deposition 

1.6.4 The microstructure of CZTS thin-films 

The resulting film microstructure differs as the growth mechanisms and conditions of the 

deposited films vary depending on the deposition method and annealing parameters. 

Chemical composition, temperature, pressure, processing time are all set to obtain the best 

possible efficient device.  

Apparent differences among the resulting films fabricated by the chemical and physical 

deposition methods in DTU photonics are shown in Figure 1.15. Besides the evident double 

layer (DL) formation among all the films, grain sizes, and film thickness fluctuates depending 

on the fabrication method. Solution processing of nanoparticles results in the smallest grains 

compared to the other fabrication methods. Meanwhile, the co-sputtered film electrical 

properties improve as the thickness decreases, and annealing conditions are optimized [87].  



 

 

20 

 

Finally, the PLD film fabricated using oxide targets forms a double layer, whereas PLD films 

created from a sulfur-target form a monolayer.  

 

Figure 1.15 SEM cross-sectional images of CZTS solar cells and absorbers exhibiting double-layer 

structures. (a) and (b) show full devices made by co-sputtering; (c) shows a full device from solution 

processing of metal salts; (d) shows an absorber from solution processing of nanoparticles; (e) shows 

a CZTS device from PLD  of a single oxide target. In (a), (b), (c), and (e), the solar cell structure 

consists of Mo/CZTS/CdS/i-ZnO/Al:ZnO, from bottom to top. The red dashed line marks the double-

layer (DL) interface. Reprinted with permission from [87], Copyright (2020) American Chemical 

Society.  

A small number of studies are dedicated to the characterization of the CZTS film 

microstructure, and another handful describes interesting features of CIGS films that could 

also show in CZTS films [90]–[92]. At first glance, the polycrystalline chalcogenide coatings 

have grain boundaries with favourable effects, acting as channels for current to flow rather 

than recombination sites [93]. However, not all grain boundaries have the same properties. 

Grain boundaries have been classified as twin boundaries of type Σ3, and random boundaries 

in chalcopyrite films [91], [94]. Likewise, CZTS films have Σ3 type boundaries that 

correspond to misorientations of 60° [27],[95]. Other experimental and theoretical studies 

address the electrical properties and passivation methods of GBs [96]–[98]. 

Hlaing Oo et al. observe an out-of-plane (112) fibre texture in CZTS films grown by 

sputtering [95]. A fibre texture consists of one axis preferentially aligned, whereas the other 

two are randomly distributed. In another study for co-evaporated CZTS films grown from a 
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ZnS precursor, Weber et al. notice a mixture of fibre texture in the directions <111>cubic and 

<100>cubic that are perpendicular to the planes {111}cubic and  {200}cubic. Kesterite is a 

distorted superstructure of the cubic sphalerite, so the mentioned planes are equivalent to the 

tetragonal planes {112}tetragonal and {200}/{004}tetragonal [99].  

The strain in co-sputtered CZTS films has been measured by the wafer-curvature method 

revealing compressive deposition stress of 100 MPa [100]. The study focuses on optimizing 

the Molybdenum deposition to reduce the stress and improve the adhesion of CZTS on low-

stress Mo layers. Moreover, theoretical studies have predicted the elastic constants of CZTS 

kesterite structure and the Poisson's and Young's modulus. Such magnitudes foresee the 

lateral deformation and the stiffness of the material [51], [101]. Moreover, the bandgap 

variations by applying the biaxial strain model are examined, concluding that the bandgap 

decreases with an increasing tensile biaxial strain [102], [103]. 

Despite the efforts of many groups to improve CZTS films, open questions remain about the 

influence of the absorber layer structural properties. For example, how fabrication processes 

and the resulting different grain sizes, orientations, and grain boundaries are correlated? What 

is the impact of the film microstructure on the electrical properties during the solar cell 

operation conditions?  

In addition, residual stresses are not studied much in the photovoltaic area, so little is known 

for the strain effect on the electrical properties. Finally, identifying secondary phases, which 

can induce bandgap fluctuations in the film, is difficult, and only qualitative assessment by 

indirect methods is possible.  

In summary, texture, identification of twin boundaries, and strain are studied separately. We 

aim at studying all these structural properties in the CZTS absorber layer by proposing a non-

destructive technique to create sustainable and highly efficient TFSC.
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2 Methodology 

What effect does the CZTS absorber layer microstructure have on the device efficiency? 

To answer this question, we need to characterize the grain properties in the polycrystalline 

film. Different techniques can do it; electron microscopy is notably popular because of the 

high spatial resolution and accessibility. Electron microscopy studies have examined the 

structural properties of cross-sections of thin-films extensively [24], [26], [27], [94]. This 

technique requires a destructive sample preparation that can induce additional structural 

defects in the specimen. Hence, a need for a non-destructive technique that reveals the 

internal microstructure of the material is desired. 

In this work, we take a different approach to conventional laboratory techniques. We 

investigate the microstructure of CZTS through a non-destructive technique, three-

dimensional X-ray Diffraction. 3DXRD is ideal for studying polycrystalline materials and 

their microstructure properties, providing the crystallographic orientation, position, 

morphology, and elastic strains of the grains.  

Another critical aspect of 3DXRD compared to other X-ray techniques is that it can illustrate 

the film heterogeneities by describing individual grain properties. Other X-ray techniques 

such as Powder X-ray diffraction or Grazing Incident X-ray Scattering probe the average 

properties of the ensemble of grains. 

PV thin-films have crystallites with a size below 3 µm, and in the case of CZTS, below 1 

µm. Third-generation synchrotron radiation facilities offer the required resolution to 

undertake this kind of experiment. We acquire diffraction data from three different radiation 

facilities, which have distinctive features.   

First, we identify secondary phases and correlate these findings to the device performance 

from previous studies. Secondary phases are not suitable in the absorber layer because of the 

different electronic properties. Therefore, identifying and quantifying the secondary phases 

can lead to a better assessment of the causes of failure in the device.  

Furthermore, the grain orientations and boundaries present in the final film texture can create 

better models of the absorber layer growth mechanisms. Moreover, the strain in the film can 

reveal the stresses that the film has undergone.  

In this chapter, we briefly describe the interaction of X-rays with crystals, the principles of 

3DXRD, the experimental methods, and the analysis tools employed in this project. Finally, 

the multigrain indexing approach, an alternative tool for analyzing 3DXRD data, is tested on 
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simulated CZTS grains. Multigrain is a potential alternative to recognize multiphase 

materials and grain properties with no a priori knowledge of the material. 

2.1 X-RAYS AND POLYCRYSTALLINE MATERIALS 

X-rays are a form of electromagnetic radiation characterized by short wavelengths ranging 

from 10-11 m to 10-9 m, or similarly high energies in the range 100 eV to 100 keV. They can 

be generated by accelerating electrons towards an anode over an electric field. The spectrum 

of the impinging electrons on the anode is composed of Bremsstrahlung and sharp lines 

corresponding to the characteristic X-rays generated by fluorescent radiation3.  

Nevertheless, X-ray tubes have some limitations. It is difficult to obtain high intensities and 

tune an optimal wavelength for the experiments. Synchrotron facilities can offer this 

flexibility and a higher brilliance4 than the laboratory sources. In a synchrotron, a large 

storage ring keeps electrons circulating at near light speed. The ring is composed of curved 

and straight sections. From the arced part, X-rays are generated by bending magnets 

accelerating the electrons. In the straight parts, insertion devices (undulators and wigglers) 

generate the most intense synchrotron radiation, also by the acceleration of the electrons 

[104].  

X-rays can penetrate solid materials nondestructively, depending on their energy and the 

electron density of the constituent elements of the material. An X-ray photon can be scattered 

or absorbed. We will discuss primarily the former interaction, in which X-rays are scattered 

by the electrons of the atoms in the material. This interaction can be elastic, also known as 

Thompson scattering, or inelastic, Compton scattering.  In the Thompson scattering, the X-

ray photon energy is much lower than the energy of the electron and does not change when 

scattered. In the Compton scattering, energy may be transferred to the electron, and the 

scattered photon has a lower frequency than the incident one. 

The elastic scattering of X-rays is exploited in the investigation of the structure of materials. 

Diffraction of X-rays can reveal how crystalline matter is build up. It happens when X-ray 

photons with the propagation direction �⃗�  are deviated by the electron cloud around the atom 

resulting in the direction 𝑘′⃗⃗  ⃗. The magnitude of these vectors |k⃗ | and |𝑘′⃗⃗  ⃗| is 2π/λ, where 

lambda is the wavelength of the photons, and the angle between the incident ray and the 

lattice plane of the crystal is equal to the scattering angle θ. The scattering vector �⃗�  is defined 

                                                 
3 Fluorescent radiation is the relaxation of an electron from an outer shell into the vacancy created by the 

collision of the electrons onto the anode. They may produce an X-ray with a characteristic energy equal to the 

difference in energy between the two shells.  
4 Brilliance determines how parallel and narrow the X-ray beam is correlated to its intensity. 
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by the difference of the wave vectors, �⃗� = �⃗� − 𝑘′⃗⃗  ⃗, and is perpendicular to the scattering 

planes. From the geometry depicted in Figure 2.1: 

 |�⃗� | = 2|�⃗� | 𝑠𝑖𝑛 𝜃 =
4𝜋 𝑠𝑖𝑛 𝜃

𝜆
 

(2.1) 

 
Figure 2.1. Scattering of an X-ray beam of wavelength λ by the lattice planes of a crystal. 

The lattice plane of the crystal can be represented by a vector perpendicular to this plane. 

The reciprocal lattice vector G⃗⃗  can be parameterized as: 

 𝐺 = ℎ𝑎∗⃗⃗⃗⃗ + 𝑘𝑏∗⃗⃗  ⃗ + 𝑙𝑐∗⃗⃗  ⃗ 
(2.2) 

Where a∗⃗⃗  ⃗, b∗⃗⃗⃗⃗ , c∗⃗⃗  ⃗ are the reciprocal lattice basis vectors and h, k, and l are the Miller indices, 

integers describing the family of planes within a crystal. The reciprocal lattice vectors care 

generated using Eqs. (2.3) - (2.5), where a⃗ ,  b⃗⃗⃗   and c  are the lattice vectors in direct space.  

 𝑎∗⃗⃗⃗⃗ = 2𝜋
�⃗� × 𝑐 

𝑎 ∙ (�⃗� × 𝑐 )
 

(2.3) 

 𝑏∗⃗⃗  ⃗ = 2𝜋
𝑐 × 𝑎 

�⃗� ∙ (𝑐 × 𝑎 )
 

(2.4) 

 𝑐∗⃗⃗  ⃗ = 2𝜋
𝑎 × �⃗� 

𝑐 ∙ (𝑎 × �⃗� )
 

(2.5) 
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When the Laue condition is fulfilled, 𝐺 = �⃗� , the interplanar distance, dhkl, can be obtained 

from the scalar product of the normal vector �⃗� = 𝐺 |𝐺 |⁄  and a vector describing a point in 

the lattice plane with respect to the origin, e.g. 𝑎 ℎ⁄ : 

 𝑑ℎ𝑘𝑙 =
𝑎 

ℎ
∙ �⃗� =

2𝜋

|𝐺 |
 (2.6) 

By applying the Laue condition, we can derive Bragg’s law using equation (2.1): 

 𝑑ℎ𝑘𝑙 =
2𝜋

|𝐺 |
=
2𝜋

|�⃗� |
=

4𝜋

(2𝜋 𝜆⁄ ) 𝑠𝑖𝑛 𝜃
=

𝜆

2 𝑠𝑖𝑛 𝜃
 ⇔ 𝜆 = 2𝑑 𝑠𝑖𝑛 𝜃 (2.7) 

The intensity of a given Bragg reflection is described by the scattering amplitude of a crystal. 

It considers the unit cell structure factor and the sum of the lattice planes, as described in 

Eq.(2.8). The index j identifies the different atoms, fj(𝐐) is the atomic form factor, rj is the 

positions of the atoms in the unit cell, and Rn represents the lattice vectors: 

 
  𝑈𝑛𝑖𝑡 𝑐𝑒𝑙𝑙 𝑠𝑡𝑟𝑢𝑐𝑡𝑢𝑟𝑒 𝑓𝑎𝑐𝑡𝑜𝑟     𝐿𝑎𝑡𝑡𝑖𝑐𝑒 𝑠𝑢𝑚  

 𝐹𝑐𝑟𝑦𝑠𝑡𝑎𝑙(𝑸) =       ∑𝑓𝑗(𝑸)𝑒
i𝐐∙𝒓𝑗  

𝑗

   ∑𝑒i𝐐∙𝑹𝑛

𝑛

 (2.8) 

The atomic form factor 𝑓𝑗(𝑸)  is the scattering from a single atom. 𝜌(𝑟)  represents the 

electron density of the atom at a position 𝒓, and e𝐢𝑸∙𝒓 the phase factor associated with the 

total phase-shift experienced by an incoming wave. 

 𝑓(𝑄) = ∫𝜌(𝑟)𝑒𝑖𝑸∙𝒓 𝑑𝒓 
(2.9) 

In summary, the theoretical background of X-ray diffraction has been laid out, describing the 

interaction of X-rays and crystals. Moreover, the sources of X-rays have been described, 

introducing the synchrotron facilities as the primary instrument in our experiments.  

2.2 THREE DIMENSIONAL X-RAY DIFFRACTION, 3DXRD 

This technique is suitable for the structural characterization of polycrystalline materials. It 

was first applied to metals, alloys, and ceramics with millimetre-sized grains [105].  With 

3DXRD, it was possible to determine the grain size, morphology, crystallographic 

orientation, centre-of-mass position, and strain tensor, from which one can obtain stress type 

II from the average strain of a grain [106]. 
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Different fields have used 3DXRD to recover structural information. Some examples are the 

determination of a metalorganic compound structure and the identification of nanocrystals in 

chalk.  The review of these cases can be found in [106]–[108].  

The overall setup consists of the specimen rotation around an axis perpendicular to the 

incoming X-ray beam. At every rotation angle, ω, a detector records the diffracted beam and 

their respective 2θ and η angles (Figure 2.2). An indexing algorithm classifies the spots, 

characterized by the angles ω, 2θ, and η, into groups that belong to the grain orientation. 

 
Figure 2.2. 3DXRD setup 

In 3DXRD experiments, a trade-off between spatial, angular, and time resolution determines 

the structural properties that can be studied. In a high angular resolution setup, one 

compromises the spatial resolution, obtaining a statistical study of grain properties without 

grain positions and morphologies. In contrast, prioritizing a high spatial resolution will cost 

time, resulting in a detailed grain map but preventing possible dynamical studies. Following 

these constraints, 3DXRD operates in four modes (see Figure 2.3): 

 Mode I, Statistical descriptions of the dynamics, allows statistical studies focusing on 

the high angular resolution to acquire detailed crystallographic information for each 

grain [106]. However, the positions of the grains cannot be retrieved. To obtain a 

statistical dynamical description, one can monitor changes in the volume, and 

selected orientation/strain components, recording a small ω range [108]. As the 

rotation range increases, one can acquire sufficient reflections to index grains and 

determine their full orientation and full strain tensor [106]. In this setup, a far-field 

detector is employed. 
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 Mode II, Centre-of-mass mapping, focuses on acquiring the phase, centre-of-mass 

position, volume, average orientation, and average elastic strain tensor of each grain 

[106]. The result is a low-resolution map made by Laguerre tessellation with the grain 

centres and volumes [109]. The position accuracy is determined by the grain size and 

the far-field detector pixel size.  

 Mode III, Grain-by-grain volumetric mapping, intends to precisely map the grain 

boundary network, obtaining 3D maps with a resolution of 2 µm [10]. The grain is 

assumed undeformed with a constant orientation. For this setup, a detector with a high 

spatial resolution is required.  

 Mode IV, Orientation imaging, is suitable to study deformed materials with 

orientation variations within each grain. Here a detector with a high spatial resolution 

is also employed. In this mode, each voxel in the sample is associated with its 

orientation. This configuration is comparable to Electron Backscattering Diffraction 

(EBSD) but non-destructive[108]. 

 
Figure 2.3. Different modes of operation in 3DXRD 

In this work, we primarily utilize mode II, optimized for a high angular resolution. However, 

the grain centre-of-mass positions were not retrieved due to the discrepancy between the 

detector pixel size (20 - 200 µm) and the grain size (0.5 - 1 µm). One would need a detector 

with pixels around the grain size to determine their centre-of-mass position. Currently, the 

spatial resolution of 3DXRD is limited by detector technology to 1.5 to 2 µm, or by the size 

of the beam in the scanning mode. 

2.2.1 3DXRD Principles 

The 3DXRD geometry follows the principles outlined in [110] and in the FABLE 

conventions, a suite of programs to analyze 3DXRD data. For operation mode II, a far-field 

detector is employed to obtain a full diffraction pattern. The diffraction images display the 

Debye-Scherrer rings, well known from powder diffraction, conformed by sporadic 
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diffraction spots. These reflections are associated with the reciprocal space by the reciprocal 

lattice vector 𝐺  that is described in different reference systems: 

 In the laboratory coordinate system (𝑥𝑙, 𝑦𝑙, 𝑧𝑙 ), the x-axis is pointing along the 

incoming X-ray beam. The z-axis is aiming upward parallel to the ω rotation axis. 

The y-axis results from the cross product 𝑦𝑙 = 𝑥𝑙  ×  𝑧𝑙  to obtain a right-handed 

system. 

 In the rotation coordinate system (𝑥𝜔 , 𝑦𝜔 , 𝑧𝑙), the z-axis coincides with 𝑧𝑙, whereas 

x and y rotate around z with ω angle. The relation between (𝑥𝑙, 𝑦𝑙, 𝑧𝑙) and (𝑥𝜔 , 𝑦𝜔 ,

𝑧𝜔) for a counterclockwise rotation viewed along the 𝑧𝑙-axis is: 

 (

𝑥𝑙
𝑦𝑙
𝑧𝑙
) = (

𝑐𝑜𝑠(𝜔) −𝑠𝑖𝑛(𝜔) 0
𝑠𝑖𝑛(𝜔) 𝑐𝑜𝑠(𝜔) 0
0 0 1

)(

𝑥𝜔
𝑦𝜔
𝑧𝑙
) 

(2.10) 

 

The transformation of the reciprocal lattice vector in the laboratory system to the 

rotation frame is represented as 𝐺𝑙⃗⃗  ⃗ = Ω𝐺𝜔⃗⃗⃗⃗  ⃗, where Ω is the rotation matrix indicated 

in equation (2.10). 

 The sample coordinate system (𝑥𝑠, 𝑦𝑠 , 𝑧𝑠) is identical to the rotation system unless a 

different frame (S) is defined. By default, S=I, the identity matrix. The reciprocal 

lattice vector is expressed as 𝐺𝜔⃗⃗⃗⃗  ⃗ = 𝑆𝐺𝑠⃗⃗⃗⃗ . 

 The crystal coordinate system  (𝑥𝑐, 𝑦𝑐 , 𝑧𝑐) relates to the sample reference by the 

orientation of a grain, denoted by 𝐺𝑠⃗⃗⃗⃗ = 𝑈𝐺𝑐⃗⃗⃗⃗ . The orientation matrix (U) is a 3-by-3 

rotation matrix. Moreover, the crystal frame is fixed to the reciprocal lattice(a*,  b*, 

c*, α*, β*, γ*) in the grain. Conventionally, the 𝑥𝑐-axis is parallel to a*, the 𝑦𝑐-axis is in 

the plane of a* and  b*, and the 𝑧𝑐-axis is perpendicular to that plane. Finally, the 

matrix B, described by equation (2.11), is the correspondence between the  reciprocal 

coordinate system (h, k, l) and the orthonormal crystal system represented by the 

lattice parameters (a, b, c, α, β, γ). Therefore, we obtain the expression: 𝐺𝑐⃗⃗⃗⃗ = 𝐵𝐺ℎ𝑘𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗ . 

  𝑩 = (

a∗ b∗ cos(γ∗) c∗ cos(β∗)

0 b∗sin(γ∗) −c∗sin(β∗) cos(α)

0 0 c∗sin(β∗) sin(α)
) 

(2.11) 

With, cos(α) =
cos(β∗) cos(γ∗) − cos(α∗)

sin(β∗) sin(γ∗)
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With the previous definitions, we obtain the general expression that describes the reciprocal 

lattice vector: 

 𝑮𝒍⃗⃗⃗⃗ =  𝜴𝑺𝑮𝑠⃗⃗ ⃗⃗ = 𝜴𝑺𝑼𝑩𝑮ℎ𝑘𝑙⃗⃗ ⃗⃗ ⃗⃗ ⃗⃗   
(2.12) 

 

The normalized reciprocal lattice vector in the laboratory system and the sample system is:  

 
𝐺𝑙⃗⃗  ⃗

|𝐺𝑙⃗⃗  ⃗|
= 𝛺𝑆

𝐺𝑠⃗⃗⃗⃗ 

|𝐺𝑠⃗⃗⃗⃗ |
= 𝜴𝑺𝑼ℎ⃗ = 𝑐𝑜𝑠(𝜃)(

− 𝑡𝑎𝑛(𝜃)

− 𝑠𝑖𝑛(𝜃)

𝑐𝑜𝑠(𝜂)
) 

(2.13) 

Here, ℎ⃗  is the unit vector defined by Bragg’s law as: 

 (

ℎ1
ℎ2
ℎ3

) =
𝜆

4𝜋 𝑠𝑖𝑛(𝜃)
𝐵 (
ℎ
𝑘
𝑙
) 

(2.14) 

As shown in equation (2.13), the grain orientation can be obtained from a (ω, 2θ, η)-

measurement of the corresponding (hkl) plane.  

2.3 EXPERIMENTAL METHODS 

In this project, different setups at three facilities were used, which offered different conditions 

and capabilities for the experiments. Some of the varying aspects were the energy of the X-

ray beam, its size and shape, and the type of detectors. In Table 2.1, we present the summary 

of the distinctive aspects of the measurements at each facility. 

Table 2.1. Overview of the 3DXRD experimental conditions at different facilities 

Facility APS ESRF SPring-8 

Date of the experiment November 2018 July 2018 July 2019 

Energy [kev] 52 40 25 

Beam size (h x v) 

[µm x µm] 
200 x 1.5 0.3 x 0.3 19.2 x 11.3 

Mode Scanning z-axis Scanning y-axis Full-field 

Detector pixel size 

[µm x µm] 
200 x 200 50 x 50 18.9 x 18.9 

Detector area 

[mm x mm] 
40.96 x 40.96 10.24 x 10.24 13.312 x 13.312 

Sample width [µm] ~ 30-50 ~ 600 ~ 10 

Sample thickness [µm] ~ 4 ~ 15 ~ 4 
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At the Advanced Photon Source (APS), a CZTS solar cell fragment was examined with a 

focused line beam and a flat panel detector area. Additionally, we collected data from a silver-

alloyed CZTS absorber layer and a CIGS solar cell.  

At the European Radiation Synchrotron Facility (ESRF), another piece of the same CZTS 

solar cell was tested, reconstructing a map of the scanned area.  

Finally, the experiment at Super Photon ring-8 (SPring-8) utilized an imaging detector and a 

box beam. Compared to the precedent APS investigation, the box beam increases the number 

of simultaneously illuminated grains.  

Besides, samples were prepared in different sizes for each experiment. As the number of 

simultaneously illuminated grains increases, spot overlap escalates in the diffraction images 

challenging the indexing process. Therefore, the sample size decreases, reducing the number 

of grains that the cross-section of the incoming X-ray beam probes. Depending on the beam 

dimensions, the sample width is modified in each experiment to limit the number of grains. 

2.3.1 Line beam scanning at APS 

This experiment aims to primarily identify secondary phases in the absorber layer of the thin-

film solar cell. As described in Section 1.6.2, the unit cells of ZnS and CZTS are very similar 

and share many symmetry properties. Moreover, we also investigate a CIGS solar cell to 

study the absorber layer microstructure and the applicability of this method to other types of 

solar cells. 

The grains are smaller than the detector pixel size, so the exact grain positions cannot be 

determined. We expect to quantify the primary and secondary phases and obtain the average 

grain volume, orientations, and strain statistics.  

2.3.1.1 Samples description 

The description of the samples scanned at APS is presented in Table 2.2. The overall sample 

size is approximately 30-50 µm wide and 1-2 mm in length. The vertical beam size and the 

sample width determine the effective studied sample area. Moreover, we reduce the substrate 

thickness by mechanical polishing to improve the signal to noise ratio. The thinnest part at 

the tip of the sample is further milled with a Focused Ion Beam (FIB).  

The CIGS solar cell is fabricated on a flexible polyimide substrate. The adherence of the 

films to the substrate is weak, and therefore the absorber layer peels off easily. We took a 

flake and milled the top edge with a FIB to obtain a 30-50 µm width. 
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Table 2.2. List of samples scanned at APS 

Sample ID 
Deposition 

technique 

Solar cell 

architecture 
Description 

PLD-CZTS PLD 

Mo (MoS2)/ 

CZTS/CdS/ZnO/

Al:ZnO/MgF2 

Ultra-thin solar cell, published in [82]. 

Sample width: 37 µm 

 

ACZTS PLD 
Mo (MoS2)/Ag-

CZTS 

Soda Lime Glass + Mo + annealed CZTS 

deposited via PLD 

Sample width: 30 µm 

CIGS 
Co-

evaporation 

Mo(MoS2)/CIGS/

CdS/ZnO/Al:ZnO

/MgF2 

Sample width: 51 µm 

 

a) b) c) 

   
Figure 2.4. SEM images of a) PLD solar cell, b) ACZTS absorber layer, c) flake of a CIGS solar cell. 

2.3.1.2 Experimental details 

The surface normal of the film is placed parallel to the incoming X-rays. The monochromatic 

focused line beam (52 keV, 200 µm x 1.5 µm) illuminates the thin-film in transmission mode, 

and a 2D detector records the diffraction images in the far-field regime. The sample rotates 

360° with a 0.1° step while a section of the sample (50 µm (H) x 1.5µm (V)) is continuously 

in the beam. Each sample was scanned 5 to 7 sections along the z-axis overlapping 0.5 µm, 

and we repeated the scans at two distances. At 1.4 m, the detector captures as many rings as 

possible, ensuring enough reflections per grain. At 2.2 m, the angular resolution is increased, 

the inner rings are separated more, but the outer rings are no longer visible. For the analysis, 

we use the datasets at 1.4 m. 
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2.3.2 Scanning 3DXRD at ESRF 

While the APS experiment provides statistical information about the absorber layer 

microstructure, scanning 3DXRD offers the spatial resolution that we were missing due to 

the discrepancy between grain size and pixel size (1 µm: 200 µm). 

The nano-focused beam size (300 nm x 300 nm) at ESRF is comparable to the grain size in 

the sample. The beam is centred at one position of the specimen while the specimen is rotated. 

Then the specimen is translated to the next position separated by step size similar to the 

beamwidth. One advantage of this modality is the reduction of the spot overlap in the 

diffraction patterns. Moreover, the reconstruction of a grain map with the exact grain 

positions and shapes is also possible. In this experiment, a scan of the tip of the solar cell was 

performed, as shown in Figure 2.5.  

 
Figure 2.5. Scanning 3DXRD setup. In addition to the typical layout, the sample is translated along 

the y-axis acquiring diffraction patterns as the sample rotates. 

2.3.2.1 Sample description 

The sample tested at ESRF serves to assess the experiment viability and ultimately includes 

the preliminary results in an experiment proposal for future beamtime. Unfortunately, the 

facility upgrade prevented us from carrying out this experiment in person. Instead, the 

experiment was carried out as a test by the beam scientist Jonathan Wright. 

The collected data at this facility comes from a cut piece of the sister device of the solar cell 

published in [82]. By decreasing the substrate thickness (~1 mm) to 10 µm using mechanical 

polishing, the signal to noise ratio improves for the experiment. Figure 2.6 depicts the sample 

studied in this facility. Some areas at the top edge have been milled using FIB showing the 

stack of layers. The sample shows a significant strip of the bare substrate due to the poor 

adherence of the film. This is a common problem during sample preparation for the 

experiment. 
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Figure 2.6. a) SEM image of the sample during FIB preparation; at this point, only one region has 

been milled. b) Optical microscope image of the sample taken at ESRF(courtesy of Jonathan Wright). 

The top edge shows multiple regions where the FIB milling was performed. 

2.3.2.2 Experimental details 

A nano-focused beam (40 keV, 300 nm x 300 nm) impinges at the tip of the device whose 

normal plane is placed parallel to the incoming beam. The sample was aligned with the 

rotation axis and every y-position (stepping 0.25 µm), rotation scans were performed in the 

range ω = [-180°, 180°] in steps of 1° clockwise-anticlockwise intercalation. The scans cover 

the tip of the sample, reconstructing a line of about 75 µm. 

 

2.3.3 Box beam at Spring-8 

For this experiment, we focus on the differentiation of secondary phases from the kesterite 

and the microstructure statistics of larger scanned areas. We studied films deposited by 

different methods and annealed at two distinctive temperatures to determine specific 

structural properties depending on the deposition method, precursors, and the annealing 

stage.  

2.3.3.1 Sample description 

The preparation of these samples is similar to the procedure described in section 2.3.1.1. The 

sample size is approximately 10 µm wide and about 1-2 mm long (see Figure 2.7f ). We 

reduce the thickness of the substrate by mechanical polishing to improve the signal to noise 

ratio. The thinnest part at the tip of the sample is further milled about 10-30 µm in length 

with FIB.  Because of the poor PLD film adherence, flakes peeled off easily by scratching 
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the surface. Peels of 10 µm wide were recovered. The films were prepared at DTU Photonics, 

as described in Table 2.3. 

Table 2.3. List of samples scanned at SPring-8 

Sample ID Precursors Annealing conditions 

PLD-CZTS fully annealed Sulfides to 575 °C @20 °C/min, 40min @575C, 

slow (normal) cooling 

PLD-CZTS fully annealed Oxides to 575 °C @20 °C/min, 40min @575C, 

slow (normal) cooling 

SP-CZTS 10 min annealed Oxides 20 °C/min to 600 °C, dwell 10 min, open lid 

SP-CZTS 60 min/fully annealed Oxides 20 °C/min to 600 °C dwell 60 min, natural 

cooling 

Sputtered-CZTS fully annealed Sulfides 575 °C for 45 min cooling to 60 °C 

 

 

Figure 2.7. Studied samples at SPring-8. a) Cross-section of PLD CZTS fully annealed (sulfide 

precursors), b) PLD CZTS fully annealed (oxide precursors), c) Solution-Processed CZTS, the first 

stage of annealing (oxide precursors), c) Solution-Processed CZTS fully annealed (oxide precursors), 

d) Sputtered CZTS fully annealed (sulfide precursors), f) Approximate dimensions of the cut samples. 
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2.3.3.2 Experimental details 

We used a box beam (25 keV, 19.2 µm (H) x 11.3 µm (V)) and collected diffraction images 

with an imaging detector at the far-field regime, rotating the samples 360° in 0.1° steps. We 

recorded the diffraction patterns at three different distances and used short exposure to avoid 

pixel saturation and prolonged exposure to recover weak reflections. Additionally, we 

measured a reference sample, the standard powder LaB6, to calibrate the distance between 

the sample and the detector. 

2.4 DATA ANALYSIS 

2.4.1 Analysis tools 

There are different available open-source software for the analysis of 3DXRD data. This 

work utilizes ImageD11, an indexing program for far-field data, developed at ESRF. It is part 

of FABLE (Fully Automatic BeamLine Experiments), a collection of packages built in 

collaboration with Risø [111]. Alternatively, GrainSpotter (Schmidt, 2014) is another 

indexing algorithm included in FABLE [112].  

The software package available at APS is MIDAS (Microstructural Imaging using 

Diffraction Analysis Software), which allows the analysis of near-field and far-field data 

[113]–[115]. Another program developed at Cornell University is HEXRD (High Energy X-

Ray Diffraction toolkit), which can index far-field data with a particular focus on strain 

analysis [116], [117]. 

In principle, these programs follow a similar methodology. Once the obtained diffraction 

images are reduced to a list of reflections, the indexing algorithm can identify the grains. 

Indexing consists of matching reflections to grains with an assumed space group and an 

orientation. Subsequently, it follows the refinement of the unit cell parameters, in which 

strain analysis can also be obtained. 

During my external stay at ESRF, I had the opportunity to familiarize myself with the 

software ImageD11. Therefore, it was the chosen program to analyze the diverse experiments 

during this PhD. 

2.4.2 Diffraction Images 

In this section, we show an example of the diffraction patterns recorded at the three different 

facilities. We also discuss the different image formats that each beamline utilizes and how to 

transform it into a format accepted by FABLE. 
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The image format of the APS data is converted to be readable by FABLE software. Each file 

with extension “.ge3” contains a wedge of the tomogram defined by a range of 60°. About 

601 images are stored as 16-bit unsigned integers (uint16) with a header of 8192 characters. 

We split this file into separate images and save them individually with the TIFF format. 

The images at ESRF have a format extension EDF and do not need further treatment as they 

are customized for the analysis on FABLE. The SPring-8 images have the TIFF format, 

accepted by FABLE.  

Figure 2.8 shows the diffraction images acquired in the three facilities. The reflections in the 

depicted APS data look smaller than in the other experiments because the pixel size (200 µm 

× 200 µm) is larger than the grain size. Thus, the diffraction spot covers only a few pixels. 

Moreover, the narrow line beam only illuminates around 100 grains with different 

orientations, and not all of them might fulfil the Bragg condition at a certain rotation angle. 

One single image might contain around 20 weak reflections, which makes it difficult to 

visualize. Therefore, Figure 2.8a is created to give an impression of the diffraction patterns 

produced in this experiment. Each pixel in this image shows the maximum intensity found 

in any single image from a set of 200 images. The 200 images correspond to a rotation of 

20°. This way, one can appreciate more reflections and the formation of the Debye-Scherrer 

rings. 

Figure 2.8b is generated in the same way as Figure 2.8a to depict a higher number of 

reflections. In this case, we use a set of 100 images from the ESRF data, which correspond 

to 50° rotation. In contrast, one single image comes from an illuminated area of 200 nm x 

300 nm and contains 20 reflections. Also, the detector had smaller pixels (50 µm x 50 µm). 

Hence, the diffraction spots spread over more pixels.  

Finally, a SPring 8 single exposure illuminates 200 grains (ca. 0.5 µm grain size) per scan 

with a box beam (11.3 µm (V) x 20 µm (H)). The imaging detector has the smallest pixel 

size (18.9 µm x18.9 µm) among all the experiments and the smallest area. However, this 

dataset needs a different segmentation due to the high signal to noise ratio perceived in the 

background. 
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Figure 2.8. Illustration of the diffraction images acquired by three facilities: a) APS scan of a CZTS 

solar cell (stack of 200 images), b) ESRF scan of a CZTS solar cell (stack of 100 images), c) SPring-

8 scan of a CZTS absorber layer (1 image). The corresponding samples were fabricated via PLD. 

2.4.3 From peak search to a list of reflections 

The analysis begins with the segmentation of the diffraction images. In this step, the 

diffraction spots are collected into a list containing the rotation angle, ω, the two-theta angle, 

2θ, and the azimuthal angle η of each diffraction spot. 

The peak search routine in FABLE consists of two steps. First, obtaining a “dark field” image 

to be subtracted from each frame. Secondly, collecting diffraction spots characterized as 

connected regions of pixels above a chosen threshold value [118]. 

The script ‘bgmaker.py’ creates the dark field image by averaging the minimum values of a 

series of images. Secondly, the script ‘peaksearch.py’ identifies the individual reflections 

once the background has been removed, labelling and storing them in a list. The reflections 

with a pixel value above a certain threshold (usually defined by the standard deviation of the 

pixel values) are kept. The application of different thresholds allows the separation of peaks 

that might have merged when the threshold is too low, whereas a higher threshold value 

distinguishes two peaks.     

However, these procedures do not apply to the SPring-8 images due to the high signal-to-

noise ratio background. In the jupyter notebook, ‘process_many.ipynb,’ reflections are 

labelled with a watershed algorithm, and the background is removed by applying a Gaussian 

filter to the image. 
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2.4.4 Indexing 

2.4.4.1 Tuning the detector parameters 

The reflection positions in terms of 2θ, η, and ω angles depend on the detector calibration. 

The calibration of the detector depends on the following parameters:  

 sample-detector distance  

 tilts in x and y-direction 

 detector area  

 beam centre coordinates 

 pixel size 

Usually, one can use the examined sample as a reference to determine those parameters. In 

our case, we tested a standard powder with known lattice parameters, LaB6. We recorded a 

wedge of 10° to collect enough reflections and form the Debye-Scherrer rings.  

In this small dataset, the reflections are collected by the routines of ‘peaksearch.py.’ Then, 

the program ‘ImageD11_gui.py’ adjusts the detector parameters to fit the reflections to the 

LaB6 unit cell.  

 
Figure 2.9. Plots of the azimuthal angle vs the two-theta angle: a) LaB6 reflections without 

calibration, and b) after the detector parameters have been calibrated. 

One important step is to determine the orientation of the image, which varies depending on 

the detector read-out and the experiment geometry. ‘ImageD11_gui.py’ includes different 

orientation matrices that transform the images into the FABLE geometry. The coordinates of 

the diffraction spots are given as fast (f), and slow (s) coordinates to indicate how the pixel 

intensities are read from the diffraction image. The f-coordinates traverse the rows of the 
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images from left to right, whereas the s-coordinates traverse the columns of the image from 

top to bottom.  

In the APS dataset, the first pixel in the file is located in the detector’s lower-left corner 

looking from the X-ray source towards the detector. The pixel reading direction is 

horizontally towards the right side, then steps up to the next row (see Figure 2.10). While 

converting the images, the python read-out will allocate the first pixel in the upper left corner 

reading towards the right side. To orientate an APS image into the FABLE settings, we use 

equation (2.15). 

 [
𝑧𝑑𝑒𝑡
𝑦𝑑𝑒𝑡

] = [
𝑜11 𝑜12
𝑜21 𝑜22

] ∙ [
𝑠
𝑓] = [

1 0
0 1

] ∙ [
𝑠
𝑓] 

(2.15) 

 
Figure 2.10. Illustration of the orientation matrix determination for the APS data. 

Alternatively, one can measure the detector read-out by shadowing a part of the detector and 

determine how the image is oriented. For the Spring-8 experiment, we covered the detector 

top right corner when facing the detector with a lead piece. By comparing the obtained image 

with the lead piece position, we convert the detector coordinates to the FABLE system using 

the equation (2.16).   

 [
𝑧
𝑦] = [

−1 0
0 1

] ∙ [
𝑠
𝑓] 

(2.16) 

 

2.4.4.2 Indexing strategies 

A preliminary step to the indexing of the reflections is to evaluate which crystallographic 

phases are in the sample. We begin by plotting a histogram of the two-theta positions of the 

reflections weighted by their intensities. This histogram resembles a powder diffraction 

pattern where the relative intensity is associated with a lattice reflection. The positions of the 

reflections and their intensity are indicative of a particular phase and material. We can use 
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traditional fitting techniques to identify these phases by comparing the obtained powder 

pattern with available patterns in ICSD. 

Figure 2.11 shows the synthetic powder pattern corresponding to the acquired ESRF data 

with the peaks fitting not only CZTS but also many secondary phases, among them, Cu2SnS3, 

ZnS, indium tin oxide, and molybdenum. 

 
Figure 2.11. Histogram of the two-theta angles weighted by their intensity from the ESRF data set. 

The bin width is 0.0005°. 

ImageD11 can index one phase at a time. Therefore, one needs to choose which phase to 

index first. The CZTS is derived from the sphalerite ZnS, and therefore they have overlapping 

peaks. For example, the (112) plane of the tetragonal CZTS phase corresponds to the (111) 

plane of the cubic ZnS. Moreover, the ternary compound Cu2SnS3 also has a tetragonal 

structure with the same space group as disordered kesterite and similar unit cell lattice 

parameters. In contrast, the other secondary phases are not overlapping and can be indexed 

if they have enough peaks.  
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The peak overlap in powder diffraction patterns makes it hard to distinguish between the 

CZTS and ZnS phases. We can overcome this problem using the 3DXRD data and assign 

each peak to a grain.  

We encountered that most of the peaks align with the cubic and tetragonal phases in all our 

experiments. One could start indexing the primary phase, the kesterite. However, indexing 

the peaks with the tetragonal structure could mislabel cubic peaks and create fake tetragonal 

grains. On the other hand, indexing the overlapping peaks with the cubic crystal structure 

would recover all the grains with a cubic unit cell. A verification process to identify 

tetragonal grains among the indexed “as-cubic” grains is implemented after that. 

2.4.4.3 Indexing reflections with the cubic crystal structure 

The indexing routine is carried out by the software ImageD11 and consists of matching the 

peaks in 3D reciprocal space to grain orientations. Each peak/ diffraction spot is associated 

with a reciprocal lattice vector, G.  

First, ImageD11 assigns the diffraction spots to powder hkl rings for the known unit cell, in 

this case, the cubic ZnS. It calculates the cosine angle between two selected hkl rings. When 

the cosine angle is consistent with the cosine angle between two observed G vectors, they 

are used to compute an orientation matrix. This matrix is used to compute the hkl indices for 

all observed G vectors. The orientation is validated by indexing a minimum number of peaks, 

“minpks”, with a certain tolerance “hkl_tol”, which refers to the error between the integer 

hkl values and the computed hkl indices of the orientation for all observed G vectors. If the 

number of peaks is too low or the tolerance is too large, the algorithm can produce false 

orientations. In this work, grains were accepted if they have at least 30 out of 50 expected 

spots and an error below 0.01. 

After indexing the peaks, we obtain a list of grains represented by the orientation matrices. 

These matrices are later refined, together with the grain positions. We also use them to 

calculate the misorientation angle between twinned grains and strain. 

 

2.4.4.4 From cubic to tetragonal structures 

To find the tetragonal grains among the “as-cubic” indexed grains, we follow the next 

procedure. The cubic unit cell lattice parameters a, b, and c are doubled, creating the supercell 

with lattice parameters: [2a, 2b, 2c]. One would expect the (hkl) reflections in the supercell 

to be all even: (2h 2k 2l).  If reflections are indexed with h, k, or l being odd, it indicates that 

a tetragonal subcell is present. 
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For example, a reflection (h, 2k, 2l) would indicate that the a-axis is twice as long, which 

means that the a*-axis is half of the distance in reciprocal space. Similarly, (2h, k, 2l) suggests 

that the tetragonal grain exists by doubling the b-axis, and (2h, 2k, l) implies doubling the c-

axis. By counting the odd miller index of the supercell reflections, one can define the c-axis 

of the tetragonal unit cell.  

In Figure 2.12a, we illustrate the case of one grain showing the supercell reflections and the 

subcell reflections. In Figure 2.12b, for the same grain, a histogram shows the number of 

reflections with h, k, or l- odd miller indices and the relative indexing error (hkl indices as 

‘close enough’ to being integers). Reflections in blue with an error above 0.015 do not belong 

to the grain. The distribution of the total of grain reflections (orange) and the (2h, 2k, l) 

reflections with the l-odd miller index (purple) overlay and have and have an error below 

0.015. It denotes the existence of a tetragonal subcell defining the cubic b-axis as the 

tetragonal c-axis. 

 
Figure 2.12. Illustration of the tetragonal transformation and assessment of the c-axis in the “as-

cubic” grain. a) Plot of the eta vs two-theta angle shows the reflections of the supercell and the 

subcell.  The histogram showing the odd-l miller index with the highest counts indicates that the b-

axis should be doubled to retrieve the tetragonal phase. 

To summarize, the tetragonal grains are determined under three criteria: 

 One of the lengths of the unit cell lattices is shorter than the other two. 

 The highest number of counts of odd-h, odd-k, or odd-l coincides with the 

shortest cubic axis 

 The “as-cubic” unit cell volume is larger than 159.6 Å  
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When the grain is transformed into tetragonal by doubling one of the axes, we compare the 

new grain against all the equivalent symmetry operations to find the most aligned orientation 

to the laboratory x, y, z axes. 

2.4.5 Determination of grain volume 

For determining the grain volume, we assume a proportionality of the volume with the 

intensities. First, we normalize the intensities by the Lorentz and the polarization factor. 

Then, we calculate the average of the intensities assigned to the grain without counting the 

shared reflections, represented with Ig̅. The grain volume is given by equation (2.17), where 

∑ Ig̅  is the sum of the average intensities of all indexed grains, and the Vsample is the 

illuminated sample volume. The sample volume is determined by the beam height and the 

sample width and thickness. 

 𝑉𝑔𝑟𝑎𝑖𝑛 =
𝐼�̅�

∑𝐼�̅�
× 𝑉𝑠𝑎𝑚𝑝𝑙𝑒 

(2.17) 

 

2.4.6 Measuring strain 

Crystals in thin-films undergo different fabrication processes that inflict stresses on the 

lattices of the grains. These stresses create a state of deformation in the grains and eventually 

the film. 

There are different ways to obtain the strain from diffraction data. Ultimately, all these 

calculations depend on a state before deformation. Here, we explain the methods that were 

used according to the situation. For example, strain in the scanned volume can be obtained 

directly from the displacements of the reflections in the diffraction data. In other cases, the 

deformation matrix is calculated from the unit cell lattices of the indexed grains. The 

undeformed state is determined based on the average values of the measurements. 

2.4.6.1 Strain from Diffraction data 

The strain is a perturbation of the local lattice [110]. In diffraction data, the strain can be 

identified by the shift of the position of the reflections, as expressed in equation (2.18). Here, 

dhkl0 is the unstrained interplanar distance and θhkl0 is the unstrained two-theta position of 

the reference unit cell. The determination of an unstrained state in the material can be defined 

based on the average values of the ensemble of measured reflections dhkli or θhkli. 

 𝜀ℎ𝑘𝑙𝑖 =
∆𝑑ℎ𝑘𝑙
𝑑ℎ𝑘𝑙0

= −∆𝜃ℎ𝑘𝑙𝑖 𝑐𝑜𝑡 𝜃ℎ𝑘𝑙0 (2.18) 
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The scalar measured strain, 𝜀ℎ𝑘𝑙𝑖, is an average property in the direction perpendicular to the 

Miller planes, �⃗� . The reciprocal lattice vector of the i reflection,  𝐺 𝑠𝑖, also perpendicular to 

the (hkl) planes, can be represented as the difference between a strained and an unstrained 

vector, 𝐺 𝑠𝑖 = 𝑠 − 𝑠 0. Thus, �⃗� 𝑖 can be defined as: 

 �⃗� 𝑖 =
𝐺 𝑠𝑖

‖𝐺 𝑠𝑖‖
 

(2.19) 

Each measured peak position can be converted to a corresponding average strain 𝜀ℎ𝑘𝑙𝑖 and 

strain direction, �⃗� 𝑖 using equations (2.18) and (2.19). We can also deduce the strain tensor, 

as it is laid out by Poulsen et al. (2001) [119]:  

 𝜀ℎ𝑘𝑙𝑖 = (
𝑛𝑥 𝑛𝑦 𝑛𝑧)𝑖 (

𝜀11 𝜀12 𝜀13
𝜀12 𝜀22 𝜀23
𝜀13 𝜀23 𝜀33

)(

𝑛𝑥
𝑛𝑦
𝑛𝑧
)

𝑖

 (2.20) 

To solve equation (2.18) for an ensemble of measured scattering vectors, we introduce matrix 

D representing the projection of the average strain measurements εhkli which are stored in a 

vector �⃗⃗� . In this linear equation system represented in equation (2.21), we seek the solution 

for the components of the strain tensor, represented by the vector 𝑆 .  

 𝐷𝑀×6 × 𝑆 6×1 = �⃗⃗� 𝑀×1 (2.21) 

With, 𝑫 = (

𝑛𝑥
2
1
𝑛𝑥𝑛𝑦1

𝑛𝑥𝑛𝑧1    𝑛𝑦
2
1
𝑛𝑦𝑛𝑧1

𝑛𝑧
2
1

⋮
𝑛𝑥
2
𝑀

𝑛𝑥𝑛𝑦𝑀 𝑛𝑥𝑛𝑧𝑀    𝑛𝑦
2
𝑀

𝑛𝑦𝑛𝑧𝑀 𝑛𝑧
2
𝑀

) (2.22) 

 𝑆 = (𝜀11 𝜀12 𝜀13 𝜀22 𝜀23 𝜀33)
𝑇;  �⃗⃗� = (

𝜀ℎ𝑘𝑙1
⋮

𝜀ℎ𝑘𝑙𝑀

) (2.23) 

The strain tensor components correspond to an average strain. In the APS data, all the 

diffraction peaks were shifted. Therefore, we considered all the peaks to calculate the average 

strain tensor in the sample. On the other hand, if only the grain reciprocal lattice vectors are 

taken into account, the strain tensor components correspond to the grain average strain.  

APS diffraction data show noticeable displacements of the two-theta positions. Therefore, 

this method was implemented to correct the unit cell lattice parameters of the indexed grains. 

The average strain tensor per scanned slice is removed by equation (2.24), improving the 

lattice parameters closer to the reference unit cell. Here, the reference lattice (𝐔𝐁)0  in 

reciprocal space is obtained by adding the calculated strain tensor to the deformed lattice UB. 

 (𝐔𝐁)0 = (1 + 𝐄)(𝐔𝐁) 
(2.24) 
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2.4.6.2 Strain from the grain lattice parameters 

Poulsen (2004) describes the strain in terms of the direct space coordinates, not in reciprocal 

space [110]. By analogy to the B matrix described by equation (2.11), the matrix A represents 

the transformation between the Cartesian and the crystal reference: 

 𝐀 = (

a b cos(γ) c cos(β)

0 b sin(γ) −c sin(β) cos(α∗)

0 0 c sin(β) sin(α∗)
) 

(2.25) 

If a crystal is strained, the atoms have moved compared to a strain-free reference. The 

strained lattice is described by matrix A and the unstrained state by the matrix A0. The 

deformation gradient tensor F is expressed in equation (2.26). Another notation for the 

deformation gradient tensor is T, Poulsen (2004) [12] 

 𝐀 = 𝐅𝐀0   ⇒ 𝐅 = 𝐀𝐀0
−1 

(2.26) 

By definition, the infinitesimal strain tensor 𝜀 can be written as: 

 𝜺 =
1

2
(𝑭 + 𝑭𝑇) − 𝑰 

(2.27) 

Where I is the identity matrix. 

Moreover, the A matrix is derived from the B matrix in FABLE tools. By defining 𝑨𝑇𝑩 = 𝑰, 

the deformation tensor can be written as: 

 𝐅 = 𝐁0𝐁
−1 

(2.28) 

The previous equations apply to the grain reference system, and the stress components are 

inscribed in the crystallographic axes ([100], [010], [001]). To calculate the strain in the 

sample reference system, we apply the grain orientation matrix, as described in equation 

(2.29). 

 𝜺𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑼 ∙ 𝜺𝑔𝑟𝑎𝑖𝑛 ∙ 𝑼
𝑇 (2.29) 

Another useful definition to calculate the deformation tensor is using the lattice vectors in 

direct space obtained after indexing, denoted by the matrix L = (UB)-1. In general, the real 

space lattice L is expressed as row vectors, and the representation as column vectors can be 

done by using the transpose of L, indicated by the super index T.  

 
𝑭 = 𝑳𝑇𝑳0

−𝑇 = ((𝑼𝑩)−1)𝑇((𝑼𝑩)0
−1)−𝑇 (2.30) 
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With, 
𝑳 = (𝑼𝑩)−1 = (

𝑥𝑎 𝑦𝑎 𝑧𝑎
𝑥𝑏 𝑦𝑏 𝑧𝑏
𝑥𝑐 𝑦𝑐 𝑧𝑐

)  

This definition is useful, as the L matrix decomposition into the orientation matrix U and the 

asymmetric Cartesian-reciprocal transformation matrix B is avoided. This way, the indexing 

of the reflections is preserved. Different definitions of the strain tensor can be calculated 

based on this expression, such as the Lagrangian or Eulerian strain tensors. The reader is 

invited to learn about the details of the different strain tensor computations by Wright (2020) 

[120].  Ultimately, this definition is also advantageous for comparing strained grains that are 

also twinned.   

2.4.6.3 From strain to stress 

Once the strain is obtained, one can determine the corresponding stresses that caused the 

deformation in the grains. The stress is calculated using Hook’s law, equation (2.31), where 

𝜎𝑖𝑗 is the second-rank stress tensor and 𝜀𝑘𝑙 is the second-rank infinitesimal strain tensor. The 

fourth-rank elastic stiffness tensor 𝐶𝑖𝑗𝑘𝑙 describes the stress 𝜎𝑖𝑗 induced by the strain 𝜀𝑘𝑙. The 

constants were calculated by Jamiati et al. and are applicable in the crystal reference system 

[103]. 

 σij = Cijklεkl 
(2.31) 

Here, we use the Voight matrix representation, in which the indexes of the tensor components 

ij or kl become m or n, as follows: 

m or n 1 2 3 4 5 6 

ij or kl 11 22 33 23 13 12 

Using the Voigt matrix representation of Hook’s law (equation (2.31) may be written as: 

(

  
 

𝜎1
𝜎2
𝜎3
𝜎4
𝜎5
𝜎6)

  
 
=

(

 
 
 

𝐶12 𝐶12 𝐶13
𝐶21 𝐶22 𝐶23
𝐶31 𝐶32 𝐶33

    

𝐶14 𝐶15 𝐶16
𝐶24 𝐶25 𝐶26
𝐶34 𝐶35 𝐶36

𝐶41 𝐶42 𝐶43
𝐶51 𝐶52 𝐶53
𝐶61 𝐶62 𝐶63

    

𝐶44 𝐶45 𝐶46
𝐶54 𝐶55 𝐶56
𝐶64 𝐶65 𝐶66)

 
 
 
×

(

 
 
 

𝜀1
𝜀2
𝜀3
2𝜀4
2𝜀5
2𝜀6)

 
 
 

 

Finally, to calculate the stress components in the sample reference system, we apply the grain 

orientation to the stress tensor: 

 𝝈𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑼 ∙ 𝝈𝑔𝑟𝑎𝑖𝑛 ∙ 𝑼
𝑇 

(2.32) 
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2.4.7 Recovering twin boundaries 

Twin boundaries can be described as the domain between two grains joined together 

according to a specific symmetry operation, i.e., a rotation. The domain between the twinned 

grains is a single plane of atoms that can be viewed as belonging to the crystal structure of 

both grains. 

Often diffraction spots from twinned grains overlay, complicating the refinement of the 

structure. In this case, 3DXRD would discern two different orientations for the two grains 

sharing overlapping reflections, but one grain will get more reflections during the assortment 

of the reflections than its twinned pair.  

To obtain the twin relations between grains, it is necessary to identify the grains that share 

reflections. We compute the reflections of the grain ‘m’ and compare them against the list of 

grain orientations. If a different grain orientation indexes some of the ‘m’ grain reflections, 

these reflections overlap.  

Figure 2.13 shows an example of overlapping reflections from two grains that have different 

orientations. We repeat this comparison for all the grain orientations obtaining the list of the 

potential twin grains. 

 
Figure 2.13. Reflections of two twin grains and their reciprocal lattice vectors. 

Next, we calculate the misorientation angle between the pair of twinned grains and apply the 

equivalent symmetry operations. Here, the deformation matrix definition is a powerful tool 

to compare the lattices of strained grains. Similarly to equation (2.30), we use the direct space 
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lattices to calculate the deformation matrix. The lattice of grain m is the deformed lattice 

(UB)m
-1, whereas the “unstrained” lattice corresponds to grain “n.”  

 𝐅 = ((𝐔𝐁)m
−1)T((𝐔𝐁)n

−1)−T = ((𝐔𝐁)m
−1)T((𝐔𝐁)n)

T 
(2.33) 

The deformation matrix can be decomposed using the polar decomposition theorem into a 

product of two second-order tensors: 

 𝐅 = 𝐑𝐔𝒔 = 𝐕𝐑 
(2.34) 

From Eq. (2.34), R is a proper orthogonal tensor representing the pure rotation; whereas US 

is the right stretch tensor, and V is the left stretch tensor. US and V describe the deformations 

and are symmetric tensors and positive definite.  

The obtained rotation matrix R is used to calculate the misorientation angle and rotation axis 

of the two compared grains. The symmetry operations for comparing tetragonal grains of the 

point group -42m are eight possible transformations. When comparing tetragonal twinned 

grains, a list with eight twin operations is calculated. In the cubic structure, which belongs to 

point group -43m, 24 transformations are possible, resulting in 24 possible twin operations. 

For each symmetry transformation, a strain tensor is calculated by equation (2.35), defined 

as the Biot strain tensor5. The norm of the strain tensor, ‖𝑬‖𝐹, will determine the overall 

strain magnitude for the symmetry transformation. Finally, we choose the misorientation 

angle that results from the operation with the lowest strain tensor norm implying the minimal 

lattice mismatch between the compared grains. 

 𝑬 = 𝑼𝑠 −  𝑰 
(2.35) 

 

  

                                                 
5 Biot strain, also known as the linear strain tensor, is comparable to the infinitesimal strain tensor, described in 

(2.27) , in the absence of the rotation component. On the other hand, the infinitesimal strain tensor is limited to 

applications involving small rotations, but not to small strains. 



 

 

49 

 

2.5 MULTIGRAIN CRYSTALLOGRAPHY 

Multigrain crystallography consists of characterizing polycrystalline materials composed of 

multiple crystalline phases utilizing 3DXRD [107].  This method proposes a novel approach 

for simultaneous indexing and identifying diverse crystallographic phases with no a priori 

knowledge of their nature [121]. 

Frequently, one finds samples with heterogeneities in composition and different 

crystallographic structures. Notably, in CZTS solar cells, the absorber layer has secondary 

phases, challenging to identify by X-ray powder diffraction. Therefore, 3DXRD and 

multigrain crystallography would be an appropriate choice to study this material. 

2.5.1 The algorithm 

The multigrain algorithm was developed in MATLAB by Wejdemann et al. in 2016 [121]. 

Wahlberg and Hakim, both postdocs from DTU Physics, made later versions written in 

python in 2017 and 2019, respectively. Finally, the software was acquired by Xnovo for 

continuing further development.  

The input to the algorithm consists of the scattering vectors calculated from the harvested 

diffraction spots. Briefly described, the multigrain algorithm indexes the scattering vectors 

to find unit cells and their orientations. The indexing is based on the position of the 

reflections, not their intensity. It searches for equidistant lattice planes separated by a distance 

𝑑∗ and defined by their normal vector �⃗� 1. It counts the reflections lying on these planes and 

keeps the planes with the highest number of reflections as a grain candidate. The subset of 

reflections of the candidate grain is used for the second search in a new direction of the lattice 

plane normal �⃗� 2  (not parallel to �⃗� 1 ). The potential grain is determined by the best 

combination of �⃗� 1 and �⃗� 2, corresponding to the highest number of reflections.  

Figure 2.14 a) shows the reflections in reciprocal space, the reciprocal spacing between the 

tested lattice planes d*, and the corresponding normal vector to the lattice planes. Next, 

Figure 2.14 b) displays a 2D slice through the centre of reciprocal space. The reflections of 

two grains are represented with ‘*’ and ‘+’ symbols. Strips of width 2ε separated by the 

distance 𝑑∗ are framing some of the reflections. These strips containing the reflections can 

be visualized as a histogram, counting the number of reflections lying on the planes with the 

bin width of 2ε, as shown in Figure 2.14 c). In this first step, the reflections of the candidate 

grain are kept for a second search using a different direction �⃗� 2. 

In the next step, the validation of the candidate grain leads to the determination of the unit 

cell in direct space. Finally, the identified grain reflections are removed from the dataset, and 

the search for new grains restarts. The details of the algorithm can be found in [121].  
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Figure 2.14. a) Illustration of the basic principle of the indexing algorithm, b) Illustration of the first 

step in the algorithm, c) Illustration of the filter used to count reflections. Reprinted from [121] CC-

BY. 

New parameters were introduced in the later versions to restrict the arbitrariness in the 

algorithm and reduce computing time. The most relevant ones are listed below: 

 Sort = True or False; frac. The “sort” parameter determines whether the search 

is random or not, while “frac” dictates the fraction of randomly chosen directions. 

The non-random normal directions are determined by the shortest scattering 

vectors combined with the origin (0, 0, 0).  

 Qmin, Qmax are the shortest and the longest d-spacing in reciprocal space. 

 nn: the number of normal directions kept as candidates to continue with the 

second search. 

 eps_exp: Maximum deviation between calculated and observed reflection 

position.  

 min_ref: minimum number of reflections assigned to a unit cell 

 max_misses: Maximum number of unindexed reflections. 

In addition to these parameters, the unit cell determination is performed differently from the 

original version in a four-step process. First, a unit cell is resolved by Duiselberg’s algorithm 

[122], followed by the optimization of the lattice parameters by a least-squares fitting. Here, 

scattering vectors are calculated according to the retrieved unit cell and are compared to the 

observed scattering vectors. The lattices of the unit cell are adjusted to fit the observed 

vectors. Thirdly, the reflections matching the cell vectors are harvested from the full list of 

reflections. Finally, the unit cell is verified by comparing it against the harvested set of 

reflections to determine if the grain is accepted or rejected. 
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The results obtained by the code (2017 version) are:  

 Niggli reduced cell6 with the corresponding lattice parameters 

 Orientation matrix, equivalent to (UB)-1 provided by ImageD11 

 Reciprocal lattice matrix, equivalent to UB provided by ImageD11 

 Number of matching reflections and list of assigned reflections from the list of g-

vectors 

2.5.2 Preliminary tests and results 

This section tests the multigrain algorithm from 2017 with synthetic data generated by 

PolyXSim [123]. The simulations parameters are based on the ID11 beamline setup at ESRF, 

listed in Table 2.4. 

Table 2.4. Parameters used for all three simulations. 

Parameter Value 

Distance to detector 160 mm 

Detector Channel size 50 x 50 µm 

Number of channels: 2048 x 2048 

ω range: [ωmin ; ωmax] [0°; 180°] 

ω step 0.5° 

Wavelength 0.32628 Å 

Grain size 

(the same order of the detector size) 

50 µm 

  

Each simulation has a different number of grains and crystallographic phases encountered in 

the CZTS solar cells. The list of the simulations is as follows: 

 “kesterite” simulation 

Phases: CZTS (I-42m), Cu2SnS3 (I-42m), ZnS (F-43m), SnS (Pnma), SnS2 (P-3m1), 

Cu2S (P63/mmc) and Cu1.8S (Fm-3m) 

This simulation uses the kesterite phase and secondary phases that could form during 

solar cell fabrication. In total, seven grains, one of each phase, are created. 

  

                                                 
6 A unique primitive unit cell built on the shortest non-coplanar translations [121]. 
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 “CCCm” simulation 

Phases: CZTS (I-42m), Cu2SnS3 (c1c1), ZnS (F-43m) 

We explore the reflections of the sphalerite and kesterite phase with the monoclinic 

Cu2SnS3. 

 

 "CCC_30" simulation 

Phases: CZTS (I-42m), CTS (I-42m), ZnS (F-43m) 

A test is carried out with 30 grains containing the three phases that typically overlap. 

In experimental data, a large number of grains is expected. In a conservative attempt, 

we simulate ten grains of each phase to study the behaviour of the code, indexing a 

larger number of reflections and possible spot overlap.  

 

The multigrain indexing algorithm provides the Niggli reduced cell as a result. To compare 

the standard unit cell, one has to transform it into the primitive unit cell, which can be done 

in the Bilbao Crystallographic Server (BCS) website, using the toolbox: “Transform Unit 

cell” [121]. Here, it is required to input the transformation matrices for retrieving the 

primitive unit cell, which can be found in [124]. BSC calculates the Niggli reduced cells, 

which are now comparable with the unit cells proposed by Multigrain (see Table 2.5). 
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Table 2.5. List of the phases used in the simulations with their space group, conventional, primitive, 

and Niggli reduced unit cells. The unit cell parameters are taken from ICSD. The ICSD collection 

number and reference are given in the last column. 

Phase 

(Space 

group) 

Conventional 

unit cell 

a, b, c=[Å],  

α, β, γ=[°] 

Primitive 

unit cell 

a, b, c=[Å],  

α, β, γ=[°] 

Niggli 

reduced unit cell 

a, b, c=[Å],  

α, β, γ=[°] 

ICSD 

[Ref] 

Cu2ZnSnS4 

( I-42m) 

a, b=5.4334 

c = 10.8421 

α, β, γ = 90 

a, b=5.4334 

c = 6.6445 

α, β= 65.87 

γ = 90 

a, b = 5.4334 

c = 6.6445 

α, β = 114.13 

γ = 90 

239682 

[47] 

Cu2SnS3 

( I-42m) 

a, b = 5.413 

c = 10.824 

α, β, γ = 90 

a, b = 5.413 

c = 6.629 

α, β = 65.9 

γ = 90 

a, b = 5.413 

c = 6.629 

α, β = 114.1 

γ = 90 

50965 

[64] 

Cu2SnS3 

Monoclinic 

( C1 c1) 

a = 6.653; b = 11.537 

c = 6.665 

α, γ = 90; β =109.39 

a = 6.653; b = 6.659 

c = 6.665 

α = 99.55; β =  109.39 

γ = 60.03 

a = 6.653; b = 6.659 

c = 6.665 

α = 80.45; β = 70.61 

γ = 60.03 

91762 

[62] 

ZnS 

( F-43m) 

a, b, c = 5.433 

α, β, γ = 90 

a, b, c = 3.842 

α, β, γ = 60 

a, b, c = 3.842 

α, β, γ = 60 

77090 

[71] 

Cu2S 

( 

P63/mmc) 

a, b = 4.033; 

c = 6.739 

α, β =90 

γ = 120 

a, b = 4.033 

c = 6.739 

α, β = 90 

γ =  120 

a, b = 4.033 

c = 6.739 

α, β = 90 

γ = 120 

95397 

[125] 

Cu1.8S 

( Fm-3m) 

a, b, c =5.589 

α, β, γ = 90 

a, b, c = 3.952 

α, β, γ = 60 

a, b, c =3.952 

α, β, γ = 60 

95395 

[125] 

SnS2 

( P-3m1) 

a, b=3.638 

c=5.88; 

γ=120 

a, b = 3.638 

c = 5.88 

α, β = 90 

γ = 120 

a, b= 3.638 

c = 5.88 

α, β = 90 

γ = 120 

100610 

[74] 

SnS 

( Pnma) 

a=11.18; b=3.982; 

c=4.329 

α, β, γ = 90 

a = 11.18; b = 3.982 

c = 4.329 

α, β, γ = 90 

a = 3.982; b = 4.329 

c = 11.18 

α, β, γ =  90 

24376 

[126] 
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2.5.2.1 Indexing simulations with multigrain 

The study aims to identify the simulated grains with the right unit cell. The applied indexing 

parameters are the same for the three simulations.  

 nn: 10 

 ε: 0.001 

 Nu1, Nu2: 10000 

 q_min: 0.025 

 q_max: 0.5 

 sort: True 

 frac: 0.5 

 eps_exp: 0.0001 

 min_ref: 50 

 max_misses: 10000 

The results of each simulation are reported in a table with three columns. Each column 

describes the following data:  

 PolyXSim column includes the information of the simulated grains, the phase, 

and the number of reflections per grain. 

 The multigrain column provides the phase identified from the unit cell parameters 

and the number of the assigned reflections per grain. 

 Average error column. The Niggli reduced unit cell parameters obtained by BCS, 

UCBilbao, is compared against the unit cell parameters proposed by multigrain, 

UCMultigrain.  

The errors in the lattice constants a, b, c, α, β, and γ are given in Figure 2.15, Figure 2.16, 

and Figure 2.17. The error corresponds to the absolute difference between the unit cell 

parameters UCBilbao and UCMultigrain: 

 % error =
|UCBilbao − UCMultigrain|

UCBilbao
× 100 

(2.36) 

 

“kesterite” simulation  

The seven phases are identified correctly, with average percentage errors in the lattice 

parameters in the order of 10-3 %. The average angle error is zero for most of the grains, 

except for Cu2SnS3 and CZTS. The number of assigned reflections by Multigrain is lower 

than the real number of reflections generated by PolyXSim due to a “cleaning” step in the 

algorithm to remove duplicated reflections. The origin of the duplicates is unknown, but it 

already shows the limitations of the code to deal with overlaps and cases of twinning, where 

reflections tend to lie very close. 

 

Figure 2.15 shows the error in the six unit cell parameters. ZnS cubic structure has the same 

value error in the three lattices and zero error in the angles.  For the tetragonal structures, the 
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lattices a and b have an error lower than the c-axis, whereas the error in angles α (Δα=2.2∙10-

3 %) and β (Δα=2.2∙10-3 %) is higher than γ (Δγ=0). All the grains have zero error in angle γ. 

Cubic Cu1.8S has lower error values than its polymorph, the hexagonal Cu2S, whereas 

orthorhombic SnS lattice errors are higher than the trigonal SnS2 lattice errors. 

 

Table 2.6. Results of Multigrain indexing kesterite and secondary phases. 

PolyXSim Multigrain output Average error % 

Grain 

ID 
Phase 

Reflect/ 

grain 

Grain 

ID 
Phase 

Reflect/ 

grain 

lattice 

distance 
Angles 

0 Cu1.8S 216 4 Cu18S 201 0.005 0 

1 SnS 866 3 SnS 811 0.004 0 

2 Cu2SnS3 809 2 Cu2SnS3 761 0.003 0.001 

3 CZTS 804 1 CZTS 751 0.005 0.001 

4 ZnS 202 5 ZnS 192 0.003 0 

5 Cu2S 430 7 Cu2S 402 0.011 0 

6 SnS2 348 6 SnS2 326 0.015 0 

 

 

Figure 2.15. Radar chart of the error in the unit cell parameters for CZTS kesterite and secondary 

phases. 

“CCCm” simulation 

The three grains are indexed successfully, with a minimal marginal error (10-3 %) between 

the proposed multigrain unit cells and the simulated ones. The Cu2SnS3 monoclinic phase 
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has a lower symmetry order showing additional reflections, which are not present in the 

tetragonal phase. However, multigrain could identify the monoclinic phase independently of 

the crystal structure symmetry.  

We see that the monoclinic lattice parameters’ error is lower than the tetragonal kesterite and 

the same as the cubic ZnS, whereas the monoclinic angle error is the largest among the three 

phases (see Figure 2.16). 

Table 2.7. Results of Multigrain indexing CZTS, ZnS and monoclinic Cu2SnS3. 

PolyXsim Multigrain Average error % 

Grain 

ID 

Phase Reflections 

per grain 

Grain  

ID  

Phase Reflect/ 

grain 

Lattice 

distances 

Angles 

2 Cu₂SnS₃ 1189 3 Cu₂SnS₃ 1114 0.003 0.002 

1 CZTS 803 2 CZTS 751 0.005 0.001 

0 ZnS 198 1 ZnS 185 0.003 0 

 

 

Figure 2.16. Radar chart of the error in the unit cell parameters for CZTS, ZnS, and monoclinic 

Cu2SnS3. 

"CCC_30" simulation 

The thirty grains were correctly assigned to the three distinct phases. The average error of 

the unit cell parameters is in the order of 10-3 % and higher in the CZTS kesterite unit cell, 

followed by the tetragonal Cu2SnS3 and the cubic ZnS.  



 

 

57 

 

 

Figure 2.17 shows the average errors in the individual lattice parameters. The c-axis has the 

highest average error in the CZTS with (Δc=7.5∙10-3 %), and Cu2SnS3 with (Δc=4.5∙10-3 %). 

The average errors in the a-axis and the b-axis for CZTS (Δa=3.7∙10-3 %, Δb= 5.5∙10-3 %) 

are higher than the average errors in Cu2SnS3 (Δa, Δb=1.8∙10-3). ZnS error is the same in all 

the lattice distances (Δa, Δb, Δc= 2.6∙10-3 %), whereas the error angle is zero.  

Table 2.8. Results of Multigrain indexing: Unit cell parameters of ten CZTS grains, ten ZnS grains, 

and ten tetragonal Cu2SnS3 grains. 

 
PolyXSim Multigrain Average error % 

Phase average reflections 

per grain 

average reflections 

per grain 

lattice distances angles 

CZTS 812 759 0.006 0.002 

Cu₂SnS₃ 804 753 0.003 0.001 

ZnS 205 193 0.003 0.000 

 

 

Figure 2.17. Radar chart of the error in the unit cell parameters for ten CZTS grains, ten ZnS grains, 

and ten tetragonal Cu2SnS3 grains.  
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2.5.3 Conclusions and outlook 

The indexing over the synthetic data has shown promising results by identifying all the grains 

with their corresponding unit cells and the number of reflections. 

In general, the higher crystal symmetries have a lower error in their lattices; the cubic ZnS 

compared to the tetragonal CZTS and Cu2SnS3 is an example. When comparing Cu2SnS3 

tetragonal and monoclinic structures, the former has a lower error in the lattice distances and 

the angles. An exception to this is the orthorhombic SnS with a lower error in the unit cell 

parameters than the trigonal SnS2.  

Multigrain can characterize grains and identify their crystallographic space group by 

providing a Niggli reduced unit cell. It also determines the grain orientation that describes 

the lattice vectors of the Niggli reduced unit cell in the laboratory coordinate system.  

We can identify the crystallographic phases by comparing the Niggli reduced cell lattice 

parameters with the transformed conventional unit cell into the Niggli cell. We also verify 

the number of reflections assigned to the Niglli cell with the corresponding number of 

reflections of the simulated data. 

Moreover, one could compare the orientations provided by multigrain with the simulated 

grain orientations. It would require a transformation of the multigrain Niggli cell lattice 

vectors to the conventional cell structure. In addition to the transformation, one should apply 

the symmetry equivalent operations to choose a unique representation of the orientation. For 

example, the case of a cubic crystal, where the reference crystal could be fixed in 24 different 

ways to the sample, is determined by choosing the orientation closest to the identity matrix. 

This principle is implemented in the FABLE packages.  

Figure 2.18 depicts the reflections of a cubic ZnS grain, the reciprocal lattice vectors of the 

simulated unit cell, and the Niggli reduced cell proposed by multigrain. Both unit cells match 

the reflections, although their orientation matrices are different. The transformation from the 

Niggli unit cell lattice vectors to the conventional unit cell vectors would allow the 

comparison of the orientation matrix. 

Despite the good results, we identify some challenges in the design of the multigrain 

algorithm. Further development in the code is needed to be fully operational and be tested on 

real data.  
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Figure 2.18. Illustration of the reflections of a ZnS grain. The blue vectors are showing the reciprocal 

lattice vectors of the unit cell proposed by PolyXSim. The orange vectors are the reciprocal lattice 

vectors of the multigrain unit cell. 
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3 Experimental section 
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3.1 NON-DESTRUCTIVE DETERMINATION OF PHASE, SIZE, AND STRAIN OF 

INDIVIDUAL GRAINS IN POLYCRYSTALLINE PHOTOVOLTAIC MATERIALS 

 Mariana Mar Lucas, Tiago Ramos, Peter S. Jørgensen, Stela Canulescu, Peter 

Kenesei, Jonathan Wright, Henning F. Poulsen, Jens W. Andreasen. 

This section comprehends a thorough analysis of the microstructure of the absorber layer of 

a CZTS solar cell fabricated by pulsed laser deposition.  It demonstrates the application of 

the 3DXRD technique for the study of photovoltaic polycrystalline thin-films.  

The manuscript has been submitted to Physical Review Applied. 

 

My contribution: 

 Literature review 

 Writing the proposal for the experiment 

 Establish sample geometry 

 Data collection at APS 

 Data analysis and interpretation of the results 

 Writing the first draft of the manuscript 

 Implementation of suggestions and corrections 
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Non-destructive determination of phase, size, and strain of individual 

grains in polycrystalline photovoltaic materials 
Mariana Mar Lucas1, Tiago Ramos1, Peter S. Jørgensen1, Stela Canulescu3, Peter Kenesei4, Jonathan 

Wright5, Henning F. Poulsen2, Jens W. Andreasen1. 

1. Department of Energy Conversion and Storage, Technical University of Denmark, 2800 Kgs. Lyngby, Denmark. 
2. Department of Physics, Technical University of Denmark, 2800 Kgs. Lyngby, Denmark. 

3. Department of Photonics Engineering, Technical University of Denmark, 2800 Kgs. Lyngby, Denmark. 
4. X-ray Science Division, Argonne National Laboratory, 9700 S Cass Avenue, Lemont IL 60439 

5. European Synchrotron Radiation Facility, 71 avenue des Martyrs, 38000 Grenoble, France. 

 

1 Abstract 

We demonstrate a non-destructive approach to provide structural properties on the grain level for 

the absorber layer of kesterite solar cells. Kesterite solar cells are notoriously difficult to 

characterize structurally due to the co-existence of several phases with very similar lattice 

parameters.  

Specifically, we present a comprehensive study of 597 grains in the absorber layer of a 1.64% 

efficient Cu2ZnSnS4 (CZTS) thin-film solar cell, from which 15 grains correspond to the 

secondary phase ZnS. By means of three dimensional X-ray diffraction (3DXRD), we obtained 

statistics for the phase, size, orientation, and strain tensors of the grains, as well as their twin 

relations. We observe an average tensile stress in the plane of the film of ~ 70 MPa and a 

compressive stress along the normal to the film of ~ 145 MPa. At the grain level, we derive a 3D 

stress tensor that deviates from the biaxial model usually assumed for thin films. 41% of the 

grains are twins. We calculate the frequency of the six types of Σ3 boundaries, revealing that 

180° rotations along axis <221> is the most frequent. This technique can be applied to 

polycrystalline thin film solar cells in general, where strain can influence the bandgap of the 

absorber layer material, and twin boundaries play a role in the charge transport mechanisms.  

2  Introduction 

Photovoltaic thin-film technology is increasingly targeting alternative materials to meet the triple 

challenge of sustainability, low energy payback time, and scalability. Current technologies 

include polycrystalline CdTe [1] and Cu(In, Ga)Se2 (CIGS) [2], both with power conversion 

efficiencies that surpass 20%. A relatively new but promising candidate is Cu2ZnSnS4 (CZTS), 

with an efficiency of 11% [3], and the selenized version, Cu2ZnSn(S, Se)4, where efficiency has 

reached 12.6% [4]. All of these materials still perform below the Shockley–Queisser limit [5].  

The performance of these materials is strongly dependent on their complex microstructures. One 

limiting factor shared among these semiconductors is the deficient open-circuit voltage (VOC) 

attributed, among other reasons, to the structural defects in the absorber layer. For example, a 

small grain size is associated with an increased amount of grain boundaries, which, if poorly 

passivated, can contribute to carrier recombination [6]-[9]. Secondary phases can cause other 

deficiencies. For CZTS with a typically Cu-poor and Zn-rich composition, secondary phases with 

different bandgaps form, such as the high bandgap ZnS, increasing series resistance when 

situated in the back contact of the solar cell or acting as a barrier to the charge carriers at the p-n 
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junction [10]-[12]. In CIGS absorbers, which usually have a Cu-poor composition, a Cu(In, 

Ga)3Se5 phase can occur at the surface with a high density of indium or gallium appearing as 

copper antisite (In, Ga)Cu defects and acting as recombination centers [13]. A lattice mismatch 

between CIGS and Cu(In, Ga)3Se5 can also create structural defects and an increased density of 

recombination centers [14]. Moreover, the lattice spacing changes when modifying the material 

composition while tuning the bandgap e.g., with the variation of Ga/In and Se/S ratios.  

Furthermore, the structure of the grains and the local strain change inevitably, as the 

multicomponent materials undergo different treatments from the deposition and the annealing of 

the absorber layer to the post-treatment methods for the coating of the subsequent layers of the 

device. The change in lattice parameters, as a result of fabrication stresses, can affect not only 

the mechanical properties of the film (adhesion to the substrate, elastic modulus, and deformation 

[15]) but the electronic properties as well. As an example, theoretical calculations demonstrate 

the reduction of bandgap due to a tensile biaxial in-plane strain. In contrast, a compressive strain 

increases the bandgap [16], [17]. 

CIGS and CdTe exhibit high efficiency, but indium and telluride scarcity is a concern for scaling 

up module production. Moreover, recycling of systems is complicated because of Cd toxicity. In 

comparison, CZTS has ideal optoelectronic properties and is made of earth-abundant, non-toxic, 

and low-cost constituent elements. However, to improve the device efficiency, the structural 

characterization, such as the identification and quantification of secondary phases, and depiction 

of grain structural properties, such as strain and twinning, need further work.  

An additional complication arising with CZTS is that the crystallographic structures of some of 

the phases involved have nearly identical lattice parameters, which makes it challenging to 

identify and quantify the phases. For instance, ZnS with a face-centered cubic crystal structure 

(F-43m), and the kesterite CZTS with a tetragonal body-centered structure (I-42m), are closely 

related. Doubling the a, b, or c axis of the cubic ZnS structure yields a unit cell corresponding to 

kesterite with a small tetragonal deformation |𝑐 (2𝑎)⁄ − 1 | < 0.0026 (with lattice constants 

from [18]). 

A progress beyond the "trial-and-error" approach is vital to visualize the microstructure and local 

strain within the thin films in 3D and preferably also record their evolution during processing 

under conditions that are deemed "realistic". Such information can guide theoretical 

understanding and the development of models for quantitative prediction, thereby accelerating 

the design efforts.  Moreover, physical parameters may be determined by comparing 3D models 

and 3D experimental data (e.g. [19]).  However, the techniques currently employed to 

characterize the structural properties and the local stress have significant limitations: 

 Electron microscopy (EM) can provide atomic-scale insight [13] but is confined to 

studies at the surface or films of a few hundred nanometer thickness. Three-dimensional 

resolved mapping may be accomplished by a combination of Electron Backscattered 

Diffraction (EBSD) and serial sectioning using either FIB [20] or laser ablation [21]. 

However, the destructive procedure prohibits studies of dynamics and direct coupling to 

functionality. Moreover, the angular resolution achieved by EM makes quantitative stress 



 

 

64 

 

determination difficult and does not allow for a distinction between the phases mentioned 

above with nearly identical lattice parameters. 

 X-ray powder diffraction (XRD) and grazing incidence X-ray diffraction (GIXRD) 

provide bulk information about phases, orientations, and strain, but only about average 

properties. Typically these techniques can identify secondary phases at the level of a 

volume percentage of 1, but the lack of well-separated peaks in the powder diffraction 

patterns imply that, e.g. quantification of  ZnS is not possible [22].  

 X-ray nanoprobe and forward scattering ptychography methods relying on the use of a 

synchrotron can reveal the local elemental composition in 3D [23] but does not provide 

structural information. Moreover, sample must be quite small (<10 µm), and dynamics 

studies representing bulk conditions are, therefore, excluded.  

 Spectroscopic methods like X-ray Fluorescence Spectroscopy (XRF), X-ray Absorption 

Near-Edge Structure analysis (XANES) [24] can reveal the elemental composition but 

does not reveal anything about the microstructure of the film.  

In this paper, we propose three-dimensional X-ray diffraction (3DXRD) as a tool for studying 

the microstructure and local stress in the photovoltaic polycrystalline films. This non-destructive 

technique combines highly penetrating hard X-rays from a synchrotron source and the application 

of 'tomographic' approach to the acquisition of diffraction data [25]-[35]. For grains with a known 

phase and sizes larger than a few micrometers, 3DXRD can generate 3D maps of several 

thousands of grains, revealing their shape, orientation, and type II stress (as averaged over each 

grain) and their variation with time [19]. For grains with a size in the 0.1-1 µm range – as  is 

typical for photovoltaic polycrystals – shape information is not available, but one can still 

determine the position, size, orientation, and strains of each grain as a function of time, and 

thereby generate statistics on the dynamics at the grain scale [27], [32]-[35].  

However, the application of standard 3DXRD software to thin-film solar cells is hampered by 

the complication of phase identification. In principle, a standard single crystal crystallographic 

analysis can be applied to each grain, a method known as multigrain crystallography [29], [36]. 

Here we present an approach where a priori information about the photovoltaic materials is used 

to facilitate the generation of comprehensive statistics of phase, grain size, strain, and twinning 

relations by standard 3DXRD software. We discuss the importance of such data for R&D in 

photovoltaics and outline how this work can be generalized to the generation of 3D in situ movies 

of the microstructure.  

The method will be presented with reference to and demonstrated on a specific example: a CZTS 

(kesterite) solar cell device. We examine the crystallographic properties of this semiconductor 

on the grain level and the mechanical deformation in the film that the experimental data reveal. 

Moreover, we present approaches to get around the crystallographic challenges that this absorber 

layer imposes in order to identify and quantify secondary phases, stress values, and twin 

boundaries in the material.  In our view, other chalcogenide thin-film systems such as CIGS and 

CdTe could also benefit from this type of 3DXRD analysis gathering statistical information about 

the absorber film microstructure buried in the multilayer device structure.  
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In the first part of this study, we present the crystallography related to the CZTS absorber layer 

and the challenges of identifying the secondary phases. Next, we introduce the principles of the 

3DXRD technique within the context of the absorber layer microstructure and present an 

appropriate data analysis pipeline. Subsequently, we present an experimental 3DXRD study of 

CZTS including the sample details, and the results. In the final part, we discuss the connection 

of the results to photovoltaics properties and how recent developments of 3DXRD can advance 

the characterization of thin films even further. 

3 Crystallographic aspects of kesterite 

First, we must distinguish between kesterite and disordered kesterite, the latter the most 

frequently observed structures for CZTS. X-ray and Neutron studies have demonstrated that the 

quaternary compound CZTS, crystallizes in the kesterite structure (I-4) [37], [38]. The 

“disordered” kesterite structure associated with space group (I-42m ) was first observed by 

Schorr [39]. In this phase Cu and Zn cations intermix in the Cu-Zn layers (z=1/4, 3/4) of 

stoichiometric CZTS [39], see Figure1 a. The critical temperature for the phase transition from 

the ordered to disordered kesterite is reported to be in the range  Tc = 480-560 K [18 ], [40], [41]. 

These temperatures are all below the annealing treatments under which CZTS is usually grown 

(720-830 K). Therefore, disordered kesterite will form initially, and ordering among Cu and Zn 

can only be controlled during the cooling process.  

Moreover, CZTS films are grown in Cu-poor, Zn-rich conditions to obtain high-efficiency 

devices [42], [43]. The off-stoichiometric CZTS maintains the kesterite-type structure with 

variations in the lattice parameters due to the altering composition and the cation disorder [44]. 

The pure-phase kesterite phase only exists in a narrow area of the ZnS-CuS2-SnS2 phase diagram 

[45], [46]. Thus, secondary phases tend to form in the off-stoichiometric films, for instance, ZnS 

with a face-centered cubic crystal structure (F-43m), Figure 1 b). The two structures are closely 

related: doubling the a, b, or c axis of the cubic structure of the ZnS yields a unit cell 

corresponding to kesterite and with nearly identical lattice parameters, see Table 1.  

 

Figure 1. a) Kesterite crystal structure. b) Sphalerite crystal structure (two unit cells are 

depicted, only one is marked). (orange: Cu, lilla: Zn, gray: Sn, yellow: S). The crystal structures 

were drawn with the VESTA computer program [47]. 
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Table 1. Lattice parameters of ZnS and CZTS. 

Phase Space group Unit cell parameters ICSD No. Reference 

ZnS F-43m a, b, c = 5.4340 Å 

α, β, γ = 90º 

77090 [48]  

a, b, c = 5.4032 Å 

α, β, γ = 90º 

230703 [49]  

Cu2ZnSnS4 I-4 a, b= 5.4337 Å 

c= 10.8392 Å 

α, β, γ = 90º 

239674 [18]  

 

I-42m a, b= 5.4326 Å 

c= 10.8445 Å 

α, β, γ = 90º 

239684 

 

4 3DXRD methodology 

4.1 3DXRD geometry and formalism  

  

Figure 2. Sketch of the 3DXRD experimental geometry. The laboratory coordinate system is 

defined. The diffracted beam for a reflection from some grain is characterized by the rotation 

angle ω, the Bragg diffraction angle andthe azimuthal angle. The evolution of a diffraction 

spot associated with a given grain reflection, framed in an orange box on the detector, is shown 

as function of : it appears at -170.9° and disappears at -170.5°.   

3DXRD is a well-established tool for non-destructive characterization of grains in 3D. Based on 

the use of a monochromatic beam from a synchrotron source, the experimental geometry is 

sketched in Figure 2. Similar to the rotation method, diffraction images are acquired while 

rotating the sample around an axis (ω) perpendicular to the incoming beam. It images the 

intensity of the diffraction spots originating from the individual grains. Figures 2 displays a stack 

of recorded diffraction images for a small rotation range, showing the evolution of the intensity 
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within a region of interest comprising the diffraction spot from one reflection. Typically, a 

focused line beam is used, thereby characterizing one slice in the sample. To provide 3D 

information, the sample is then and translated along z, and the data acquisition is repeated. In this 

way, one characterizes multiple slices that correspond to consecutive z-positions in the sample. 

In the far-field version of 3DXRD, which is of interest here, the sample-detector distance is 

relatively large (tens of centimeters to meters), and the size of the detector pixels (a few hundred 

µm) similar to the size of the sample. This geometry is optimized for high angular resolution.  

 

Figure 3 a) Plot of the position of the diffraction spots on the detector (sum over all ) and b) 

corresponding plot of the azimuthal angle, , vs. the two-theta angle (2θ) of the diffraction spots. 

In both cases the lines related to the two phases CZTS and ZnS are identified.  c) Zoom in on the 

overlapping CZTS (112) ring and the ZnS (111) ring.    

For the relation between experimental observables (position of diffraction peaks on the detector 

and corresponding rotation angle ω) and reciprocal space, we shall follow the FABLE 

conventions [50]. Figure 3 shows a plot of the position of all the harvested reflections from all 

the slices and their azimuthal angle η, according to the FABLE protocols. Let Gl be the reciprocal 

lattice vector corresponding to lattice planes (h,k,l) in a particular grain of interest, as defined in 

the laboratory system (see Figure 2).  Let Gs be the same diffraction vector defined in the sample 

system – fixed with respect to the sample. The diffraction condition is fulfilled when 

 𝐺 𝑙 =  𝜴𝐺 𝑠 = 𝜴𝑼𝑩(
ℎ
𝑘
𝑙
) =  |𝐺 | (

−𝑠𝑖𝑛 (𝜃)

− 𝑐𝑜𝑠(𝜃) 𝑠𝑖𝑛 (𝜂)

𝑐𝑜𝑠(𝜃) 𝑐𝑜𝑠 (𝜂)
). (1) 

Here  is the rotation matrix corresponding to rotation around the -axis, U is a matrix 

representing the orientation of a grain of interest, () are polar coordinates characterizing the 

direction of the diffracted beam, see Figure 2,  and  |𝐺 | =  
2sin (𝜃)

𝜆
=
1

𝑑
 is given from Bragg’s law, 
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with d representing the spacing between crystallographic planes.  B is a matrix that comprises 

information about the unit cell as expressed by reciprocal lattice constants (a*,b*,c*, ): 

𝑩 = (

𝒂∗ 𝒃∗𝒄𝒐𝒔 (𝜸∗) 𝒄∗𝒄𝒐𝒔 (𝜷∗)
𝟎 𝒃∗𝒔𝒊𝒏(𝜸∗) −𝒄∗𝒔𝒊𝒏(𝜷∗)𝒄𝒐𝒔 (𝜶)
𝟎 𝟎 𝒄∗𝒔𝒊𝒏(𝜷∗)𝒔𝒊𝒏(𝜶)

) with 𝒄𝒐𝒔(𝜶) =  
𝒄𝒐𝒔(𝜷∗) 𝒄𝒐𝒔(𝜸∗)−𝒄𝒐𝒔 (𝜶∗)

𝒔𝒊𝒏(𝜷∗)𝒔𝒊𝒏 (𝜸∗)
. (2) 

As usual in crystallography, the matrix A = (B-1)T, where (…)T symbolizes transposing, 

comprises the corresponding information about the direct space unit cell of the grain of interest, 

expressed by the direct space lattice constants (a, b, c, ). Notably, the matrix inverse of 

(UB)-1 gives the real space unit cell vectors (𝑎 , �⃗� , 𝑐 ) of the grain in the sample frame. 

The grain elastic strain can be expressed in terms of the unit cell of a reference (unstrained) 

crystal A0 and a strained crystal A.  We determine the deformation gradient tensor of the grain 

as: 

 𝑭𝒈 = 𝑨𝑨𝟎
−1 = (𝑩0𝑩

−1)𝑇. (3) 

For the small strain levels of relevance to this study and in the absence of rotation, the 

infinitesimal strain tensor is applicable and is, by definition, given by the symmetric tensor 

 𝜀𝑖𝑗 =
1

2
(𝐹𝑔𝑖𝑗 + 𝐹

𝑔
𝑗𝑖) − 𝐼𝑖𝑗 (4) 

where I is the identity matrix. Ultimately the strain is transformed in the sample coordinate 

system by applying the orientation of the grain: 

 𝜺𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑼 ∙ 𝜺𝑔𝑟𝑎𝑖𝑛 ∙ 𝑼
𝑇 (5) 

4.2     Conventional 3DXRD data analysis and its relation to polycrystalline photovoltaic 

materials 

3DXRD methods are usually applied to studies of polycrystalline materials. It requires knowing 

the space group and unit cell lattice parameters for the unstrained material (that is, with a known 

matrix B0). The position of diffraction spots on the detector are given by the grain orientation 

with only small perturbations due to strain. In this case, one may initially assume that all grains 

are associated with the undistorted matrix B0. The process of identifying grains, multigrain 

indexing, then becomes a question of identifying orientations, U, that complies with Eq. (1), for 

a set of known (h,k,l) indices. As a result, the reflections determined are sorted into groups, where 

each group represents one grain. The main limitation is the overlap of diffraction spots. For 

inorganic materials exhibiting weak textures, up to around 3000 grains can be indexed [28] from 

a single rotation scan. Our approach is to utilize a line beam that limits the number of 

simultaneously illuminated grains to avoid spot overlaps.  

Following this indexing step, all the tools of single-crystal crystallography can be applied to each 

grain. The relative grain volume can be estimated from the integrated intensities of the assigned 

reflections. A least-square fit can be performed to determine all nine U and B components, by 
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minimizing the angular distance between the predicted reflections, cf. Eq. (1), and the 

experimentally determined ones. Next the strain tensor can be determined from B by Eqs. (3)-

(4), where the grain unit cell, determined during indexing, is compared to an unstrained reference 

B0 [26]. When required, crystal structure refinement can also be used to optimize the position of 

the atoms within the unit cell – with a quality in the results that can match that of refinement 

based on single-crystal diffraction [51], [28]. 

In principle, the 3DXRD formalism, as expressed by Eq. (1), allows for indexing without any 

prior information by operating in the 9D space, spanned by U and B.  In this way, 3DXRD could 

handle any number of arbitrary unknown phases, strained or unstrained. However, brute force 

procedures are too slow to be operational. A general-purpose method involving searching only 

in 3D has been suggested [36], but this algorithm still lacks a sufficiently robust software 

implementation. In this work, phase identification from a database search could provide 

sufficiently accurate for the unit cell parameters of the phases in the sample. 

The polycrystalline photovoltaic materials, and particularly the kesterite solar cell, pose a special 

challenge as several complications are present simultaneously: 

 Several phases are present, and some might not be known a priori. 

 Some phases may exhibit a doubling of the unit cell in one direction, and their lattice 

parameters give rise to -angles that are nearly indistinguishable. 

 Twins may appear, leading to a large fraction of reflections being shared by more than 

one grain. 

 The specimens are subject to mechanical stress, originating in the thin film preparation. 

 The grains are sub-micron in size leading to signal to noise ratios (S/N) in the diffraction 

data. 

These CZTS data comprise additional information, as the doubling of a unit cell leads to 

superstructure peaks. These may, however, be weak, and spurious peaks from other phases can 

cause unexpected overlaps.  

In the following, we present an approach that overcomes these challenges and generates a list of 

grains. Each grain is associated with an orientation, a size, and a phase related to a unit cell. The 

unit cell parameters represent a strained state, caused by stoichiometry changes and an externally 

imposed mechanical strain. We demonstrate how to calculate an overall strain for the film and 

subtract it from the oriented unit cells of the grains. 

In section 4.3, we present our approach to indexing the grains and identifying their unstrained 

unit cells. Section 4.4 describes how to exploit the results for the statistical description of phases, 

grains size distributions, stresses, and texture with a special focus on potential twin relations.  

In an initial exploratory phase, we discovered that a data analysis based on the existence of two 

phases, a cubic and a tetragonal, was consistent with the data. Figure 3b displays the lines 

associated with the cubic and tetragonal phases. Hence, we shall assume two phases in the 

following. 

 

 



 

 

70 

 

4.3 Identifying grains and their crystal structure.   

 

 

  

Figure 4. Flow diagram of the data analysis pipeline for indexing grains and identifying their 

unstrained unit cells. 

The data analysis pipeline used is sketched in Figure 4. It is structured in three parts. Its 

implementation is based on existing 3DXRD software, throughout, primarily the ImageD11 

software [52]. 

In the first part, the experimental data from different slices of the sample (different z-positions) 

are analyzed independently. For each slice, initially, a background is subtracted from the raw 

images, and the diffraction spots are identified (“peak search”). Based on the statistics of these 

reflections, several global parameters related to the experimental setup are refined, including 

wavelength, sample-to-detector distance, and tilts of the detector. We assume all grains belong 

to the same phase with a cubic symmetry and an “average” lattice constant, a0
*, corresponding to 

a common B0 = a0
* I. Excluding superstructure peaks and using only diffraction spots positioned 

at anglescorresponding to the cubic phase (the three green lines marked in Figure 3b), grains 

are found by the classical monophase 3DXRD indexing program ImageD11. The result is a list 

of grains, each with an associated (UB)-1 matrix and a list of reflections.  

Next, we assume that the mechanical stress gives rise to comparable strains in the grains if 

asserted in the sample coordinate system. The grain strain can then be expressed in terms of an 
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“average” contribution and a residual that is specific to the grain. The average strain tensor of the 

film may be determined in several ways. The approach used here is to focus on the diffraction 

spots belonging to a specific (hkl) family. For each diffraction spot, i, we can determine the shift 

in  position, ∆2𝜃ℎ𝑘𝑙
𝑖 . The corresponding normalized scattering vector in the sample system is 

�⃗� 𝑖 = 𝐺𝑠
𝑖⃗⃗ ⃗⃗  ⃗ |𝐺𝑠|⁄ . From the differentiation of Bragg's law, the  shift corresponds to an axial strain 

(a strain in the direction  �⃗� 𝑖) of 

 𝜀𝑖ℎ𝑘𝑙 =
∆𝑑ℎ𝑘𝑙
𝑑0ℎ𝑘𝑙

= −∆𝜃ℎ𝑘𝑙
𝑖 𝑐𝑜𝑡 𝜃0ℎ𝑘𝑙 (6) 

Here 2θ0hkl is the average two-theta angle of the (hkl) Debye-Scherrer ring. By definition, 

 𝜀𝑖ℎ𝑘𝑙 = (𝑛𝑥
𝑖 𝑛𝑦

𝑖 𝑛𝑧
𝑖 ) (

𝜀11 𝜀12 𝜀13
𝜀12 𝜀22 𝜀23
𝜀13 𝜀23 𝜀33

)(

𝑛𝑥
𝑖

𝑛𝑦
𝑖

𝑛𝑧
𝑖

). (7) 

From this follows that the average strain tensor elements for the hkl ring, ij, can be determined 

by a linear least-squares fit of experimental data to Eqs. (6) and (7).  Let the resulting matrix be 

mat. Subsequently, for each grain, mat is subtracted to correct the unit cell parameters and obtain 

the “strain-free” lattice parameters. 

 (𝑼𝑩)0 = (𝑰 + 𝜺𝑚𝑎𝑡) ∙ 𝑼𝑩 (8) 

Next, the grain strain tensor is calculated applying Eq. (4) and the obtained “strain-free” unit cell 

as the unstrained reference. Then, we calculate the stress tensor using Hook’s law  

 𝜎𝑖𝑗 = 𝐶𝑖𝑗𝑘𝑙𝜀ℎ𝑘𝑙. (9) 

Subsequently, the stress in the film is obtained by transforming the grain into the sample 

reference system. 

 𝝈𝑠𝑎𝑚𝑝𝑙𝑒 = 𝑼 ∙ 𝝈𝑔𝑟𝑎𝑖𝑛 ∙ 𝑼
𝑇 (10) 

From here on, we will adopt Voigt’s notation to simplify the index of the tensor components, 

where index ij=[11 22 33 23 13 12] becomes i=[1 2 3 4 5 6]. We have chosen the elastic constants 

given in [17] because the converged lattice parameters agree with our experimental data. Other 

calculations report similar numbers [16], [53]-[56]. 

In the second part, the superstructure peaks are taken into consideration. These appear at positions 

in the reciprocal space that corresponds to a doubling of the direct space unit cell. To study this 

systematically, for each grain, we form the supercell (2𝑎 , 2�⃗� , 2𝑐 ) in direct space, a doubling in 

all directions of the unit cell (𝑎 , �⃗� , 𝑐 ). The reciprocal space unit cell is correspondingly halved in 

all directions. A search is now performed within the full set of reflections from the original peak 

search of reflections positioned at the nodal points of the supercell.  The reflections appearing 

with an odd number in any of the three directions are “superstructure peaks”; they do not belong 
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to the original cell. Searching for grains with a double unit cell in the 𝑎  direction, the number of 

reflections appearing at (h, 2k, 2l) with h odd is compared to the number of reflections assigned 

to the supercell. If the ratio is above a certain threshold, defined by S/N and spurious background, 

the grain is defined to have a double cell with the preferred axis along 𝑎 . Likewise, searches are 

performed on unit cells that are doubled along �⃗�  or 𝑐 . It is generally observed that the shortest 

unit cell lattice and the axis with odd reflections coincide. No occurrence is found of cells being 

doubled in more than one direction.  

Figure 5 shows a plot of the ratio of the number of superstructure diffraction spots to the total 

number of diffraction spots for a given grain as a function of the derived grain volume. For large 

grains, most the weak diffraction spots at low scattering angles from the superstructure are 

recorded. Hence, it is straightforward to classify a grain as tetragonal or cubic based on the 

existence of superstructure peaks. As expected, with a decreasing grain volume, more of the 

superstructure peaks become too faint to be recorded. For relatively small grains with few or no 

superstructure reflections, the distinction between tetragonal or cubic was therefore based on the 

unit cell geometry. This classification scheme turns out to be very robust.  

For grains that are classified as tetragonal, the shortest axis is doubled. Moreover, the unit cell 

axes were permuted, such that this short axis becomes the 𝑐 -axis. 

The (illuminated) volume of the grain, assuming proportionality of the volume with the reflection 

intensities, is given by Eq. (11), where ∑ Ig̅ is the sum of the average intensities of all indexed 

grains, and Vsample is the illuminated sample volume. 

 𝑉𝑔𝑟𝑎𝑖𝑛 =
𝐼�̅�𝑟𝑎𝑖𝑛

∑𝐼�̅�
× 𝑉𝑠𝑎𝑚𝑝𝑙𝑒 (11) 

 
Figure 5. The ratio of the superstructure peaks to the total number of peaks for a given grain is 

compared to the grain volume.  

In the third part of the flow diagram, the slices are combined. Grains in neighboring slices with 

a similar (UB)-1 within given tolerances are considered identical. For these, the weighted average 
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of (UB)-1 by the integrated intensities is determined. Moreover, the (sub) volumes determined in 

the different slices are added. Following this, for each grain, a final optimization step is 

performed. Here all parameters in (UB)-1 and the 3D center-of-mass position of the grain (which 

will cause minor translations of diffraction peaks not described by Eq. 1) are refined. 

The result of the data analysis is, therefore, a division of the grains into two “phases”: one with 

no cell doubling and with a unit cell that is close to cubic, and another with a unit cell that is close 

to a tetragonal unit cell with unit cell parameters (a, a, 2a, 90o, 90o, 90o). We shall term these the 

“cubic” phase associated with ZnS and the “tetragonal phase” associated with CZTS. Each grain 

is associated with an orientation, U, a B matrix, a center-of-mass position, and a list of reflections. 

Moreover, we have determined the average strain tensor within the (illuminated part of the) 

sample.  

 

4.4 Statistics on the structural and mechanical properties of the grain ensemble 

As already stated, once the grains have been identified, their properties can be subject to statistical 

analysis for understanding both average properties and the heterogeneity within the sample. The 

local texture (within the volume studied) can be derived from the grain orientations. The grain 

sizes and their distribution can be determined from the integrated intensities. Strain components 

and their distributions can be derived via Eqs. (3)-(4), changes in stoichiometry may be inferred 

directly from changes in unit cell parameters. 

The spatial resolution of far-field 3DXRD did not allow us to identify neighboring grains, and 

therefore their misorientation angle is not accessible. But twins can be identified from angular 

relationships.  In practice, reflections can be shared among grains because of coincidental overlap 

or due to the presence of twin relationships between grains, so thresholds must be introduced in 

the data analysis. Notably, twin relationships may also exist between the tetragonal and the cubic 

phase.  

We calculate the number of shared reflections between grains by computing the scattering vectors 

of each grain to look for overlapping of Bragg peaks.  Using equation (1), the error of the 

computed hkl should be below ~0.02 to be considered as part of the grain. We confirm the twin 

relation among pairs with 30% of reflections overlapping, if the pair has a certain misorientation 

angle associated to a symmetry operation.  

When comparing a pair of grains, we compute a natural lattice mismatch via the deformation 

gradient tensor F. Based on Eq. (3), here we utilize the reciprocal lattice of a grain (𝑼𝑩)𝑛 , 

considered as the reference lattice that has been deformed by the inverse transpose of F when 

compared to grain m, whose reciprocal lattice is (𝑼𝑩)𝑚.  

  𝑭 = (𝑼𝑩)𝑚
−𝑇
∙ (𝑼𝑩)𝑛

𝑇
 (12) 

Following conventions in the field of continuum mechanics, we perform a polar decomposition 

of F to produce a pure rotation R and a pure stretch tensor Us, the right stretch tensor (not to be 

confused with U-rotation matrix in 3DXRD) 
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 𝑭 = 𝑹 ∙ 𝑼𝑠 (13) 

Next we calculate the Biot strain tensor Eq. (14), which is equivalent to the infinitesimal strain 

tensor in the absence of rotations. The overall strain magnitude is given by the Euclidean norm 

of the Biot strain tensor ‖𝐸‖.  

 𝑬 = 𝑼𝑠 −  𝑰 (14) 

This rotation matrix R, is used to determine the angle and axis of rotation between the two grains 

being compared. The equivalent symmetry operations are applied to the reference grain, 

calculating the strain magnitude. The symmetry transformation with the lowest strain value 

describes the misorientation angle between two grains, where the lattices are also well matched. 

For the tetragonal structure, eight transformations are possible, whereas the cubic structure allows 

24. 

5 Experimental 

5.1 Sample description and preparation 

The investigated kesterite solar cell architecture consists of a stack of layers deposited on a 

molybdenum coated soda-lime glass substrate (Mo-SLG). The CZTS absorber layer is fabricated 

by pulsed laser deposition (PLD) and annealed in a high-temperature sulfurized atmosphere to 

form the polycrystalline kesterite film (~400 nm thick). The subsequent coatings are a CdS buffer 

layer (60 nm), an intrinsic ZnO window layer (50 nm), an Indium Tin Oxide (ITO) contact layer 

(200 nm), and an MgF2 anti-reflection coating (100 nm). The fabrication details can be found in 

[57]. 

We cut a 40 (W) x 300 (H) µm2 piece of the solar cell, as shown schematically in Figure 6a. To 

maximize the signal to noise ratio of the diffracted intensity originating from the 1 µm sized 

grains, we reduced the 1 mm thickness of the Mo-SLG by mechanical polishing and milling by 

a focused ion beam (FIB) down to 4 µm thickness (see Figure 6b).   

  
Figure 6. a) Dimensions of the cut piece of the kesterite CZTS solar cell. The red box is where 

the scans of the slices are measured. b) SEM image of the tip of the sample. c) Front view of the 

solar cell.  

5.2 3DXRD experiment 

The experiment was carried out at the Advanced Photon Source synchrotron at the 1-ID beamline. 

A monochromatic X-ray beam (52 keV) focused to a size of 1.5 µm (FWHM) (V) x 200 µm (H) 
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illuminated the solar cell parallel to its normal plane. The range of oscillation was ω ϵ [-180°, 

180°] with a step size of Δω=0.1°. A GE Revolution 41RT flat-panel detector (2048 x 2048 

pixels, 200 µm pixel pitch) recorded the diffraction images. The acquisition time per slice was 

about 1.4 hours with 1.2 s per frame. The translation step along the z-axis was 1 µm, capturing 

an overlap of 0.5 µm between slices. A standard LaB6 powder (NIST SRM 660c) was used for 

the initial calibration of the geometry of the set-up. 

  

6 Results 

Following the procedure outlined above, a total of 597 grains were identified, 582 tetragonal 

and 15 cubic. As a figure-of-merit we note that 33% of the diffraction spots identified by the 

peak search were assigned to these grains. It is possible to identify more grains, but they will 

be associated with larger errors. 

6.1 Averaged strain and stress in the sample and the grains. 

Shown in Figure 7a is the variation of the 2θ angle with the azimuthal angle, , and with the 

rotation angle,  for all reflections in the (103) lattice plane. We define the reference angle 

2𝜃0103 as the average angle. There is a systematic displacement of the 2θ angle with both  and 

, which we attribute to an external stress field. Hence, we can determine a strain tensor, 

corresponding to this external stress, using the fitting procedure formulated in Eqs. (6)-(7). 

The average strain tensor elements for each of the 7 slices obtained by this least-square 

approximation are listed in Table 2. By subtracting the strain in the tetragonal and cubic grains, 

we can observe the improvement of the lattice parameters in both phases, as the distributions of 

the corrected lattice parameters become narrower (see Figure 7b, c). 

 

Figure 7. a) Absolute azimuthal angle vs. 2θ angle of the diffraction spots in the (103) plane; the 

colors symbolize the corresponding ω-position. b) Distribution of lattice parameters for the 

tetragonal grains; c) Distribution of lattice parameters for the cubic grains. In both b) and c) the 

term the "measured" denotes the original data while the term "corrected" are the results after 

subtracting the effect of an external stress acting on the film. 

Subsequently, for each grain we can derive its strain tensor elements using the corrected unit 

cells as the reference unstrained state and Eqs. (3)-(4). Figure 8a defines the elements of the strain 

tensor in the tetragonal crystal structure. The normal strains directions of ε1, ε2, ε3 are 
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perpendicular to the (100), (010), (001) planes, whereas the shear strains ε4, ε5, and ε6 are coplanar 

to the planes where the normal strain is applied. The shear strains are in equilibrium, implying 

that ε4: ε23= ε32, ε5: ε13=ε31, ε6: ε12= ε21, and therefore they appear in two planes. Figure 8b shows 

the resulting correlation between the normal strain components ε1 and ε3. We observe the typical 

behavior of a deformed object where an increasing strain along the a-lattice will result in a 

decreasing strain along the c-lattice. The slope is determined to be -0.83 by a linear fit to the data. 

However, we also note a substantial scatter in these data, caused by grain-grain interactions. 

Next, we use Eq. (9) and the corresponding elastic constants to calculate the stress components 

for each grain. Histograms of these components are shown in Fig 8c for the tetragonal phase. The 

normal stress along the a-direction σ1 has a slightly right-skewed distribution suggesting 

predominant compressive stresses, whereas the normal stresses along b (σ2) and c (σ3) directions 

have left-skewed distributions that correspond to tensile stresses. The shear stress σ4 has an 

almost normal distribution, whereas σ5 has a bimodal distribution, and σ6 a left-skewed one.  

 

Figure 8. a) Definition of strain components within the tetragonal grain unit cell. b) Plot of the 

normal strain ε3 vs. ε1 with a best fit to a linear regression.  c) Histograms of the corresponding 

stress components in the grain unit cell. All the retrieved tetragonal grains are represented in b 

and c. 

We can now calculate the macroscopic stresses in the sample by averaging over the grains while 

taking into consideration their orientation. The results are listed for each slice in Table 3 and 

displayed in Figure 9a. We visualize the normal stresses σ1, σ2, and σ3 along the x-, y-, and z-

axes correspondingly. The shear stresses are coplanar to the planes where the normal stresses are 

applied. Similar to the strain depiction, the shear stresses appear in two planes as they are in 

equilibrium, meaning that σ4: σ23=σ32, σ5: σ13=σ31, and σ6: σ12= σ21.  

The film shows a compressive strain in the normal direction of the film plane that corresponds to 

an averaged compressive stress of -144.7 MPa. The corresponding tensile strain within the film 

plane results in an average stress of 53.6 MPa along the y-axis and 81.9 MPa along the z-axis 

(Figure 9).  The shear strains ε4 and ε5 are zero within experimental error. On the other hand, the 
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non-zero component ε6, coplanar to the (xz)- and the (yz)-planes, is associated with a compressive 

shear stress σ6 = -38.1 MPa. This can be explained by a misalignment of the sample in the 

diffractometer. 

Table 2. The 𝜀𝑚𝑎𝑡 strain tensor components per slice for the tetragonal phase obtained from the 

2θ angle displacements (Eq. (7)).  

Strain 

component 

Slice 1 

Value 

[× 10−4] 

Slice 2 

Value 

[× 10−4] 

Slice 3 

Value 

[× 10−4] 

Slice 4 

Value 

[× 10−4] 

Slice 5 

Value 

[× 10−4] 

Slice 6 

Value 

[× 10−4] 

Slice 7 

Value 

[× 10−4] 

Average 

Strain 

[× 10−4] 

ε1 -19.1 -20.5 -20.8 -22.1 -22.2 -22.5 -21.0 -21.2 

ε2 8.4 9.6 8.0 8.6 8.5 7.3 7.7 8.3 

ε3 10.5 11.7 13.1 11.8 12.8 13.3 13.7 12.4 

ε4 -0.3 -0.3 -0.3 -0.4 -0.2 0.4 0.4 -0.1 

ε5 -0.8 0.8 1.3 1.1 1.4 -0.0 0.4 0.6 

ε6 -5.6 -5.5 -4.9 -5.2 -5.0 -6.3 -5.4 -5.4 

 

Table 3. The average stress tensor components per slice obtained after calculating grain stresses 

(Eq.(10)).  

Stress 

component 

Slice 1 

Value 

[MPa] 

Slice 2 

Value  

[MPa] 

Slice 3 

Value 

[MPa] 

Slice 4 

Value 

[MPa] 

Slice 5 

Value 

[MPa] 

Slice 6 

Value 

[MPa] 

Slice 7 

Value 

[MPa] 

Average  

Stress 

[MPa] 

σ1 -132.5 -134.8 -138.0 -156.2 -151.6 -156.1 -144.0 -144.7 

σ2 54.1 68.2 54.8 50.2 52.2 38.9 57.0 53.6 

σ3 73.4 82.1 92.0 72.7 80.4 79.5 93.3 81.9 

σ4 -5.7 -4.4 -2.6 -3.2 -2.9 1.5 5.0 -1.8 

σ5 -4.5 7.4 7.6 6.0 6.7 1.9 4.1 4.2 

σ6 -39.1 -38.4 -37.4 -35.3 -34.0 -44.4 -38.4 -38.1 
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Figure 9. a) Definition of the stress components with reference to one of the measured slices. b) 

strain and c) stress components, per scanned slice from the tip of the CZTS solar cell (slice 1) 

downwards.  

6.2 Grain size distribution and orientations 

The grain volumes were derived using Eq. (11). The histogram for the tetragonal phase shown in 

Fig 10 a) and b) are consistent with a log-normal size distribution with a cut-off at lower radii 

due to thresholding of the intensities.  The grain size is 0.32 ±0.26 µm3, and the corresponding 

radius 0.47 ±0.18 µm (see Figure 10a, b). The radius is obtained assuming a cylindrical volume 

for the CZTS grain with a height of 0.45 µm, the film thickness. For the cubic grains, the grain 

statistics is scarce. The volume is 0.25 ±0.16 µm3, Figure 10c), and the corresponding equivalent-

sphere radius is 0.43 ±0.13 µm, (see Figure 10d). 

 

Figure 10. Histograms for the tetragonal grains: a) volume, b) radius. Histograms for the cubic 

grains: c) volume, d) radius. 
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The orientation distribution functions were computed using the MTEX MATLAB toolbox and a 

5° resolution [58]. The pole figures of the tetragonal grains for the planes {100}, {110}, {001} 

and {112} are shown in Figure 11, with the yz-plane being the film plane on the diffractometer. 

The pole figures for the cubic grains are not shown because of poor grain statistics (15 grains). 

 

Figure 11.  Pole figures of the tetragonal grains in multiples of random distribution (mrd). 

6.3 Twin boundaries 

Twin boundaries are often described with the quantity Σ, which is defined by the ratio between 

the area enclosed by a unit cell of the coincident lattice sites and the standard unit cell.  

To identify twins among the tetragonal grains a search was performed for pairs of grains sharing 

30% of the reflections or more. We find that the misorientation angles of these in all cases 

correspond to one of four values, corresponding to the symmetry operations with the minimum 

strain between the compared grains.  

120 twin pairs were identified. Their resulting misorientation angles are shown in Figure 12a-

d.The most frequent type of grain boundary is identified as Σ3, characterized by a rotation of 

70.53° and the corresponding symmetrically equivalent misorientation angles 109.47°, 131.81°, 

and 180°. Σ3 boundaries are also detected by EBSD in chalcopyrite thin films [59]. Our 

measurements deviate from the mentioned angles due to the tetragonal distortion c/2a< 1 in the 

kesterite structure. We report the average rotation angles, the corresponding rotation axis and the 

transformed lattice plane in Table 4.  

 

Figure 12. Distribution of the misorientation angles for pairs of CZTS grains sharing 30% of 

their reflections. These fall in four groups around a) 70.66°, b) 109.50°, c) 131.73°, and 

d)179.98°. 
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Table 4. Total counts of Σ3 boundaries according to the rotation angle 

Rotation angle Rotation axis 
Transformed  

plane 
No. twinned pairs 

twinned grains/ 

total tetragonal grains 

× 100 [%] 

70.65° <110>tetra {110}tetra 19 6.5 

109.50° 
<110>tetra {110}tetra 4 1.4 

<201>tetra {102}tetra 14 4.8 

131.73° <401>tetra {101}tetra 19 6.5 

179.98° 
<201>tetra {112} tetra 39 13.4 

<111>tetra {114}tetra 25 8.6 

  Total 120 41.2 

 

Among the cubic grains, only one pair of twinned grains was found with a rotation of 180°- 

<211>cubic transforming the plane (211)cubic. This transformation corresponds to a Σ3 twin 

boundary. The equivalent symmetric transformation is the Σ3 60°-<111>cubic, typically found in 

the diamond-type structure [59].  

Special orientation relationships between grains of the different phases were not considered. 

7 Discussion 

 

7.1 The kesterite solar cell 

Identification of secondary phases. The 3DXRD analysis of the CZTS absorber layer revealed 

the presence of the ZnS phase representing 2.5% of the total number of grains in the film. This 

small amount of ZnS is not detrimental to CZTS devices. However, when present in large 

amounts, it can block the charge transport or increase the series resistance in the solar cell [60]. 

A similar value has been measured in a sputtered CZTS film with 3.1% of ZnS by X-ray 

absorption near-edge spectroscopy (XANES) at the sulfur K-edge [61]. A co-sputtered CZTS 

film, also measured by XANES, yielded 10.5% of ZnS [61]. These measurements are within the 

ZnS limit detection in XANES of 3% [24].  

Film averaged stress. The stress and strain components vary slightly between slices with an 

average standard error of 2.23 MPa. These almost constant values are a testament to the 

robustness of the 3DXRD method. 

Comparing to literature, Johnson et al. consider the formation of a biaxial tensile thermal stress 

at the Mo/CZTS interface during annealing as a result of the Mo deposition stress and the thermal 

expansion mismatch stresses [62]. In their study, wafer curvature measurements show 

compressive deposition stresses of about -400 MPa to -38MPa for optimized Mo sputtering 

deposition, and a compressive deposition stress of about -100 MPa for CZTS by co-sputtering. 

The normal tensile stresses over the PLD-CZTS film plane agree with the biaxial tensile stresses 

of the co-sputtered CZTS, although the compressive normal element and the shear components 
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are missing in their model. Moreover, our calculated stresses are in the same order of magnitude 

as their deposition stresses.  

In addition to the thermal stresses inflicted during annealing, we can also consider the entangled 

combination of the chemical distortion caused by the off-stoichiometric composition of the film 

and the inflicted mechanical deformation through the cutting of the solar cell and the removal of 

the glass through mechanical polishing. Likewise, FIB etching could have introduced artifacts 

such as ion implantation and structural damage [63], [64]. Unfortunately, sample preparation is 

unavoidable as the 5 mm thick amorphous glass substrate causes a background that buries the 

signal of the grains.    

Grain averaged stress and strain. At the grain level, the slope derived from linear fitting of the 

normal strain components ε1 and ε3 shown in Fig 8b, -0.83, is larger than the biaxial relaxation 

coefficient of -1.23 reported by Li et al. [16]. The forces along the c-axis are set to zero in their 

model, whereas our stress measurements have shown non-zero elements. The same study by Li 

et al. calculated an increase in the bandgap with the increase of compressive biaxial strain for ε1 

above -1.5% and a decrease for ε1 below -1.5%. Our ε1 strain values oscillate between 

compressive and tensile strain in a range of [-25; 20]×10-4, which implies that the bandgap is not 

homogeneous among the grains. The overall bandgap of the film is the result of contributions 

from all of these grain bandgaps. We also note that the strain is on the order of 10-4, which agrees 

with the strains measured in CuInSe2 thin-film solar cells [65].  

Grain properties. The standard error of the grain variations in angle, length and volume among 

the measured tetragonal unit cell parameters is 0.008°, 8.8×10-4 Å, and 0.012 Å3 respectively, 

demonstrating a high accuracy in the 3DXRD measurements.  

The estimation of the grain size based on the intensities of the reflections agrees with the scale 

shown in the SEM image (Figure 6c). The grain volumes of CZTS grains are larger than those of 

the ZnS grains. 

The main conclusion from the texture analysis is that the <112> poles are preferably aligned to 

the normal direction of the film, whereas a faint discontinuous ring in the same pole figure could 

indicate a weak fiber texture. Moreover, the poles <001> and <001> are almost aligned parallel 

to the surface of the film. This out-of-plane (112) fiber texture has also been observed in a co-

sputtered CZTS film [66]. The link between this texture and efficiency is not clearly established, 

but many studies report the (112) preferred orientation in CZTS films deposited by PLD [67]. In 

CIGS films, a (200)/(204) preferred orientations yields higher efficiencies than CIGS films with 

(112) orientations [68]. 

Twin boundaries. The six variants of Σ3-type twin boundaries have also been observed with 

electron microscopy in CIGS, CGS, and CIS solar cells [59]. Σ3 boundaries have lower defect 

density compared to random grain boundaries according to electron-beam scattering diffraction 

(EBSD) and cathodoluminescence (CL) measurements [69].  

The formation energies of Σ3 are low, and hence they are common in CZTS films. In our results, 

41.2% of the total number of grains are Σ3 twins. The most frequent twin operation is the 

Σ3{112} that corresponds to the 180° around <221>. Characterization of grain Σ3 {112} twin 
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boundaries in CIGS has been done extensively, revealing a rather benign electronic behavior 

[69]. Additionally, the formation of Cu vacancies and InGa antisite defects in Σ3 {112} have been 

experimentally confirmed [70]. Similarly, one could expect the development of defects in CZTS 

Σ3{112} twin boundaries. In a theoretical study by Wong et al. [71],  Σ3{112} grain boundaries 

are constructed with ZnCu and SnZn defects based on anion-anion terminations. Such grain 

boundaries are detrimental and can acts as seeds for secondary phases. According to this model, 

we could speculate that ZnS grains might be lying close to the Σ3{112} twin boundaries. 

Moreover, first principle calculations have predicted Cu-poor anion terminated (-1-1-2) surfaces 

to situate VCu defects, which are benign for the solar cell performance [72]. 

 

7.2 3DXRD limitations and new horizons 

This paper demonstrates that far-field 3DXRD is suitable for providing comprehensive statistical 

information about the ensemble of grains in the absorber layer. However, the position of the grain 

is not resolved. In outlook, one can make mapping of grains in 3D using the 3DXRD scanning 

modality that employs a smaller X-ray beam (200 nm) and records diffraction patterns at each 

yz-position of the sample [73]-[75]. Thus, grain positions and strain maps with a higher resolution 

can be achieved [76]. A drawback with scanning techniques is that the acquisition time increases. 

However, the next generation of synchrotron sources, such as the Extremely Brilliant Source, 

EBS, in Grenoble, which was successfully put into operation in Summer 2020, promises an 

increase in the data acquisition speed of all types of 3DXRD modalities by a factor of 10-50. 

Moreover, preliminary results on a new full field modality known as High-resolution 3DXRD 

suggests that 300 nm spatial resolution is within reach [32]. 

In outlook, combining scanning 3DXRD with X-ray Beam Induced Current (XBIC) and X-ray 

fluorescence (XRF) could reveal the relation between microstructure and photovoltaics 

properties of the device and localized elemental composition. By performing in-operando studies 

implementing the mentioned techniques, we could analyse the effects of grain boundaries on PV 

properties and identify elemental clusters that tend to populate the grain boundaries for 

passivation.  These studies could improve current models for thin-film optimization [71], [77], 

[78]. 

 

8 Conclusion 

We have characterized the microstructure of a PLD-deposited CZTS absorber layer buried within 

the stack of layers that constitute a full solar cell device. We demonstrate that 3DXRD can 

distinguish between phases with nearly identical unit cell parameters. As a result, we found 597 

grains; 582 were identified as tetragonal and 15 as cubic. We extracted the strain and stress 

components both at the sample and at the grain level. We provided extensive statistics of the 

tetragonal and cubic grains, including the number of grains, sizes, orientations, and twin 

boundaries of each phase and discussed the relevance of this information for CZTS design. 

More generally, the most common photovoltaic thin-film materials are chalcogenides with cubic 

and tetragonal structures. Structural characterization of these with traditional methods is 
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hampered by the same issues as CZTS. Hence, we propose that the 3DXRD methodology may 

be applied to index grains of other absorber materials such as CdTe (F-43m) and CIGS (I-42d). 
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3.2 SCANNING 3DXRD MEASUREMENTS OF STRAIN AND GRAIN 

ORIENTATIONS OF THE ABSORBER LAYER OF A CZTS SOLAR CELL 

3.2.1 Introduction 

We propose scanning 3DXRD to analyze the microstructure of the absorber layer. This 

method offers a higher spatial resolution than the line beam approach form APS, allowing 

the reconstruction of a grain map.  Scanning 3DXRD [127] utilizes a focused nano-beam that 

illuminates a small part of the sample. It is necessary to scan along two translational and one 

rotational axis. While measurements are time-consuming, the gain in spatial resolution 

allows the observation of the variations of strain and orientation in 3D dimensions. Another 

advantage of scanning 3DXRD is the use of high energies (ranges 50-100 keV). The high 

energy ensures the penetration of the beam through the sample and generates more condensed 

diffraction angles on the detector, increasing the number of the recorded diffraction peaks.  

We aim to identify the crystallographic phases in the absorber layer of the solar cell and map 

neighbouring grains to determine their position and variations in orientations and strains from 

one grain to another. 

3.2.2 Sample description 

The investigated sample consists of a CZTS solar cell, and its fabrication is described in [82]. 

The solar cell comprises a stack of layers deposited on a soda-lime glass (SGL) substrate. 

The first layer is molybdenum, followed by the absorber layer Cu2ZnSnS4 (CZTS), and the 

subsequent top layers: ZnO, CdS, Al:ZnO, MgF2.  The absorber layer is formed through two 

steps. First, the precursor materials are deposited by Pulsed Laser Deposition (PLD) on the 

Mo-SLG substrate. Secondly, the as-deposited film is annealed at 560 °C in a sulfur 

atmosphere.  

We cut one piece of the device (0.8 mm × 0.5 mm) and decrease the substrate thickness from 

1 mm to about 13-15 µm by mechanical polishing (see Figure 3.1). The thinned substrate 

generates less background noise than a thick one improving the signal-to-noise ratio for the 

experiment. 
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Figure 3.1. SEM image of the sample showing the thickness gradient of the SLG substrate 

3.2.3 Experiment description 

In addition to the conventional 3DXRD layout, the scanning 3DXRD setup requires a focused 

pencil beam that illuminates one part of the sample and a translation stage that moves the 

sample in the (yz) plane laboratory system (see Figure 3.2). 

The sample is mounted on a rotation stage and illuminated by an X-ray nano-focused beam 

(40 keV, 300 nm x 300 nm). Diffraction spots from lattice planes that fulfil the Bragg 

condition are recorded on the detector. To probe the complete crystal structure within the 

illuminated volume, the sample is rotated in the range ω= [-180°, 180°] in steps of 1°. The 

rotation follows a clockwise and anticlockwise intercalation, measuring diffraction patterns 

at each ω-angle. The specimen is translated in the y-direction by steps of 0.25 µm collecting 

rotation scans at 180 consecutive y-positions. The overall experiment took about 15 hours. 

 
Figure 3.2. a) 3DXRD setup using a focused nano-beam. The sample is scanned in the y-direction 

from a central position towards the edge, collecting diffraction patterns of 360° rotation angles at 

each y-position. The diffraction peaks on the detector are determined by the angles (2θ, η). b) SEM 

image of the sample showcasing the y-scanning positions and the reconstructed area recovered by 

the rotation scans. 
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3.2.4 Data analysis 

The grain shape and position can be reconstructed using a filtered back-projection from the 

sinogram of the total intensity of the diffraction peaks belonging to each grain. The 

reconstruction is repeated for all grains at all y-positions, resulting in the grain map of the 

sample. 

The orientations of the grains are calculated based on the approach described by Hayashi 

(2015). It consists of tracking the illuminated point Q (xs, ys), located somewhere in the 

sample, in the combined y-ω scans. The point Q is occupied by one grain, and their associated 

diffraction images can be extracted from the y-ω scans when Δy is infinitesimal and satisfies 

the following equation:  

 𝑌(𝜔) = (𝑥𝑠
2 + 𝑦𝑠

2)1 2⁄ 𝑐𝑜𝑠[𝜔 + 𝑡𝑎𝑛−1(𝑦𝑠 𝑥𝑠⁄ )]. (3.1) 

 

The extracted diffraction data is analyzed using a collection of scripts developed at ESRF 

[128] and the indexing program ImageD11 [129].  The outcome is a grain in the form of the 

(UB)-1 matrix per voxel Q.  

3.2.5 Results and discussion 

The sinogram and the reconstruction of one grain are shown in Figure 3.3. The sinogram 

represents the sum of the intensities of the diffraction peaks that belong to the specific grain. 

The intensity corresponds to a diffracting lattice plane (hkl) at the y-position of the beam.  

 
Figure 3.3. a) Sinogram corresponding to a grain. b) Reconstructed shape of the grain and 

determination of the central grain position. 

The grain map reconstruction is displayed in Figure 3.4. At the top, the grains are coloured 

by their labels to distinguish one grain from another. At the bottom, the grains are 
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reconstructed according to the projections in the sinograms, as shown in Figure 3.3. The x-

axis indicates the scan at the y-position with a unit size of 0.25 µm (the step size of the scan).  

At the y-location while executing the rotation scan, one grain in the sample is always 

illuminated, but neighbouring grains come in and out of the beam. Therefore it is possible to 

recover contributions along the y-axis of non-scanned positions. From the 180 scanned 

positions, it was possible to reconstruct the other complementary 180 positions. Hence, 360 

positions were reconstructed. The estimated distance covered is 90 µm. The absence of grains 

in the middle coincides with the gap shown in Figure 3.2b.  

 
Figure 3.4. Grain map reconstruction. Top: the grains are coloured by their label. Bottom: 

reconstruction of the shape and central positions of the grains. 

As shown in Figure 2.11 in section 2.4.4.2, the histogram of the reflections identifies CZTS, 

the expected overlapping Cu2SnS3, and ZnS, and the top layers, indium tin oxide, and 

molybdenum. We index with the tetragonal phase, kesterite, as most of the reflections agree 

with this phase. 

 

After indexing the reflections in the scans, we identify 59 grains that belong to the kesterite 

phase. We calculate the misorientation angle between two neighbouring grains by calculating 

the pure rotation Us of the polar decomposition of the deformation tensor F. The details of 

the calculation are explained in section 2.4.7 of this thesis. For each pair, the symmetry 

operations are applied. In the case of the tetragonal kesterite phase, eight transformations are 

possible. The normal strain tensor for each symmetry operation determines the smallest 

lattice mismatch between the grains, ultimately selecting the twin relation among the eight 

possible combinations. The most common misorientation angles are 70.53°, 109.47°, 

131.81°, and 180°. These angles are characteristic of Σ3 twin boundaries and are displayed 

in Figure 3.5.  
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Figure 3.5. a) Left side and b) right side of the grain map coloured by the grain label, showing the 

locations of the Σ3 boundaries. 

Moreover, we calculate the strain in the grain and in the sample reference systems using the 

average of the indexed grain unit cell parameters as the reference cell. The details of the strain 

calculation are explained in section 2.4.6.2 of this thesis.  

 

Figure 3.6 shows the distributions of the strain components. At the grain level, we notice that 

the strain component ε1 along the a-axis is predominantly tensile. The strain component ε2 

along the b-axis is tensile by looking at the slightly left-skewed distribution, whereas the 

strain ε3 along the c-axis is tensile and compressive according to the bimodal distribution (see 

Figure 3.6 c-h). The shear strain components have a unimodal distribution with no indication 

of a predominant tensile or compressive effect.  

 

In the sample reference system (Figure 3.6 i-n), the distribution of the strain components in 

ε1 is bimodal, where the first mode corresponds to the compressive strain. Strain ε2 has a left-

skewed distribution, whereas ε3 and the shear strains have an almost normal distribution 

within a range of [-25; 25] ×10-4.  
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Figure 3.6. Illustration of the strain components a) in the grain and b) in the sample. Histograms of 

the strain components in the grain reference system (c-h) and in the sample reference system (i-n). 

 

Using Hook’s law described in section 2.4.6.3 of this thesis, we compute the stress elements 

in the grain and in the sample references system. The distributions of these components are 

displayed in Figure 3.7.  

At the grain level (Figure 3.7 c-h), similarly to the strain trends, we observe tensile stresses 

for σ1 and σ2 along the a and b axes, whereas the stress σ3 along the c-axis is compressive. 

At the sample level (Figure 3.7 i-n), all the stress components span over [-100,100] MPa. No 

predominant tensile or compressive stress is observed. 

The sample for the ESRF test and the sample for the APS experiment were taken from the 

same specimen, a PLD CZTS solar cell divided into different subcells. However, the findings 

are surprisingly contrasting between both samples. The strain in the APS sample was evident 

and could be observed from the displacement of the diffraction spots. As a result, 

compressive stress along the film plane normal and tensile stresses along the film plane were 

found.  

The ESRF sample did not show the strain effect as in the APS experiment. We suspect that 

the sample treatment for this particular experiment inflicted less mechanical stress while 

reducing the substrate thickness to 15 µm. On the other hand, the sample prepared for APS 
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was additionally milled by FIB removing the glass at the tip to 4µm thick. This is almost 

double the thickness of the overall stack of layers in the solar cell. With such a thin substrate, 

the tip of the sample is more sensitive to external stresses than the sample with a thicker 

substrate.  

 

 

Figure 3.7. Illustration of the stress components a) in the grain and b) in the sample. Histograms of 

the stress components in the grain reference system (c-h) and in the sample reference system (i-n). 

3.2.6 Conclusions and perspectives for further analysis 

In summary, we identified 59 grains that correspond to the CZTS phase. We have 

reconstructed the corresponding grain map and recognized the Σ3 twin boundaries between 

the grains. We have calculated the strain in the grains and in the sample. We noticed that the 

strain effect is not as pronounced as in the sample tested at APS, even though both samples 

come from the same specimen.  

This test shows the advantages of implementing scanning 3DXRD for the characterization 

of the thin-film microstructure. For this test, we resolved one line scan, but raster scans in 

the (yz)-plane can reveal more grains and details of the microstructure, improving the quality 

of the map. This technique is continuously improving, finding different fields of applications. 
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For example, measuring the grain growth of a tin whisker [130] and reconstructions of the 

intragranular strain fields [131]. Moreover, the upgrade of the storage ring at ESRF will allow 

faster experiments with higher resolution.  

For further analysis, we can potentially isolate one grain dataset that includes the intensities 

of the reflections and the corresponding (hkl) planes. With this dataset, one can perform the 

crystal structure refinement to locate the coordinates of atoms. 

Further experiments could study the annealing experiments stages of CZTS films or any other 

chalcogenide thin-film solar cell such as CIGS and CdTe. Scanning 3DXRD combined with 

X-ray fluorescence could also reveal the elemental composition at the grain boundaries. In 

operando studies could also measure the current transport in the solar cell and their 

correlation with the film structural properties combining scanning-3DXRD with X-ray Beam 

Induced Current measurements [132].  
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3.3 MICROSTRUCTURE OF AG-ALLOYED CZTS  

3DXRD Experiment at APS, beamline 1-ID (November 2018) 

3.3.1 Introduction 

The incorporation of Ag to CZTS thin-films has been studied in recent years [133]–[136]. It 

started as a strategy to overcome the low Voc in CZTS solar cells associated with the CuZn 

antisite defect. Partially replacing Cu with Ag could reduce the number of CuZn  antisite 

defects [137]. Moreover, an increase in the grain size has been observed, representing a 

change in the microstructure of the material [135], [137]. 

In this study, we analyze the structural properties of the grains in an (Ag, Cu)2ZnSnS4 

(ACZTS) polycrystalline thin-film through 3DXRD. 

3.3.2 Sample description 

We investigate a sample that consists of a soda-lime substrate coated with a molybdenum 

layer and ACZTS. The top layers were not applied. The absorber layer was deposited on Mo-

SLG via  PLD with a target of sulfide precursors and a silver content of Ag/(Cu+Ag) ≈10%. 

Then, the film was annealed at 600 ºC.  

We follow a similar sample preparation procedure as for the PLD-CZTS solar cell. We cut a 

piece of approximately 35 µm wide and 500 µm in length (see Figure 3.8a). Moreover, we 

reduce the substrate thickness by mechanical polishing to improve the signal to noise ratio. 

The thinnest part at the tip of the sample is further milled with a Focused Ion Beam (FIB). 

Through this process, some parts peeled off given the poor adherence of the film. It can be 

observed in Figure 3.8b, where a third of the tip is seen to have delaminated.  

 
Figure 3.8. SEM images: a) Sample overview, b) Top view of the ACZTS film around the scanned 

area. 
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3.3.3 Experimental description 

The experimental setup is the same implemented for the measurements of the PLD-CZTS 

solar cell depicted in section 3.1 of this thesis. Similar to the PLD-CZTS solar cell 

measurements, we scanned seven slices along the z-axis with a step size of 1 µm.  

The tip of the sample was illuminated with a monochromatic beam (52 keV, 1.5 µm (V) x 

200 µm (H)). The normal to the film plane is parallel to the beam. A far-field detector (2048 

x 2048 pixels, 200 µm pixel pitch) records the diffraction pattern while rotating the sample 

in a range of -180° to 180° with a step of 0.1° and an exposure time of 1.2 s per frame. A 

total of 3600 images per slice are obtained during an overall 9-hour scan. Moreover, we 

measure the standard powder LaB6 to fit the detector parameters (sample-detector distance 

and tilts). 

3.3.4 Data Analysis 

In a preliminary assessment, we investigate the phases in the film. Figure 3.9 depicts the 

azimuthal angle η and the Bragg angle, 2θ of the reflections. An attempted Le Bail fitting has 

been performed using Topas6 [138] to provide an approximate determination of unit cell 

parameters (a=5.463 Å; c=10.847 Å). We referred to this phase as the fitted-ACZTS. 

Compared to the CZTS unit cell (a=5.43373 Å, c=10.8392 Å, [47] ), the a and b lattice 

constants increase by 0.5%, whereas the c-lattice expands less than 0.1%. As a consequence, 

the rings (200)/(004) and (220)/(204) are also more separated than in the CZTS diffraction 

patterns (see Figure 3.9). 

Each slice is analyzed individually. The reflections are indexed with the cubic phase applied 

for the PLD-CZTS solar cell (a=5.43) by the program ImageD11 [129]. We index the 

reflections in the planes (112)tetragonal, (200)/(204)tetragonal and (220)/(204)tetragonal, equivalent 

to the face-centered rings (111)cubic, (200)cubic, (220)cubic, respectively. The outcome is a list 

per slice of the cubic grains with a minimum of 30 peaks and an hkl tolerance of 0.02.  

Next, the cubic grains are converted into tetragonal, described in section 2.4.4.4 of this thesis. 

All grains were matched to a tetragonal structure. Following the conversion of the indexed 

“as-cubic” grains to the tetragonal structure, we refine the parameters of the grains and collect 

all the corresponding superstructure reflections per grain. Subsequently, the grain size and 

the twin relations are calculated as explained in section 2.4.5 and section 2.4.7 of this thesis. 

The merging of the grains appearing in multiple slices is not completed. Therefore, we 

present the results per slice. 
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Figure 3.9. Azimuthal angles vs the two-theta angles of the diffraction spots corresponding to slice 

1. The lines related to the fitted-AZCTS, CZTS, AZTS, and ZnS phases are shown. 

3.3.5 Preliminary results and discussion 

We report the number of grains found per layer in Table 3.1. Moreover, the number of peaks 

assigned to transformed tetragonal grains has increased from the limit imposed during 

indexing as the superstructure peaks are now included. The percentage of the reflections 

assigned to the grains is also reported together with the average unit cell parameters and the 

average unit cell volume.  

 

Overall, on average, 37% of the reflections from all the datasets have been indexed. 

Unindexed reflections could belong to unidentified grains, which were rejected because of 

the tolerances during indexing. We observe that the unit cell lattice parameters are almost 

constant through the slices and agree with the fitted-ACZTS unit cell. 

 

Additionally, we notice that the reflections of this dataset are not displaced, indicating the 

absence of strain. From slice 1, Figure 3.10a shows a minimum variation of the two-theta 

angle, 2θ, with the azimuthal angle, η, and with the rotation angle, ω, for all reflections in the 

(103) lattice plane. 

 

The strain components, calculated from the diffraction data, as explained in section 2.4.6.1 

of this thesis, have values in the order of 10-6 and 10-5. When removing the calculated strain 

from the grains, the lattice parameters do not change severely. Figure 3.10(b-e) shows the 

distribution of the unit cell parameters measured and the “strain-free” unit cells. There is no 
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major change in the values of the unit cell values, disproving any possible strain in the 

ACZTS sample. Therefore, we can discard any strain effect on the sample.  

 

Table 3.1. Results per slice indicating the number of retrieved grains and the corresponding unit cell 

parameters. 

Slice 
No. 

grains 

Min. peaks 

per grain 

%indexed 

peaks 

Average unit cell parameters 

± standard error [Å]  

Average unit cell volume  

± standard error [Å3] 

1 49 68 29.1 

a=5.4627 ± 0.0001 

b=5.4629 ± 0.0001 

c=10.8445 ± 0.0003 

323.504 ± 0.012 

2 63 65 36.6 

a=5.4615 ± 0.0002 

b= 5.4624 ± 0.0001 

c=10.8455 ± 0.0003 

323.549 ± 0.009 

3 62 62 34.6 

a=5.4615 ±  0.0002 

b=5.4626 ± 0.0002 

c=10.8452 ± 0.0004 

323.552 ± 0.011 

4 75 48 39.6 

a=5.4612 ±  0.0005 

b=5.4617 ± 0.0005 

c=10.8453 ± 0.0006 

323.485 ± 0.055 

5 81 66 41.5 

a=5.4614 ±  0.0002 

b=5.4619 ± 0.0004 

c=10.8458 ± 0.0007 

323.527 ± 0.009 

6 80 65 40.1 

a=5.4614 ±  0.0002 

b=5.4620 ± 0.0002 

c=10.8448 ± 0.0004 

323.503 ± 0.008 

7 66 66 36.9 

a=5.4615 ±  0.0001 

b=5.4621 ± 0.0002 

c=10.8446 ± 0.0003 

323.509 ± 0.010 

Total 476     

 

 
Figure 3.10. a) Absolute azimuthal angle vs two-theta angle of the diffraction spots in the (103) plane; 

the colours symbolize the variation of the ω-position. b) distribution of measured lattice parameters; 

c) distribution of measured unit cell angles; d) distribution of “strain-free” lattice parameters, d) 

distribution of “strain free” unit cell angles. 



 

 

102 

 

Moreover, we can only estimate a partial grain volume based on the reflections per slice. We 

estimate the real grain volume during the merging of the slices by considering all the grain 

reflections from the slices where the corresponding grain is located.  

 

Figure 3.11 shows the distribution of the grain volume and grain radius per slice. The average 

volume is 0.380 µm3, with a standard deviation of 0.322 µm3. The average radius equivalent 

to a cylinder of height 0.5 µm (the film thickness) is 0.448 µm with a standard deviation of 

0.203 µm. This size is smaller than the displayed in b, characterized by 1-3 µm grains. The 

grains are constrained by the vertical beam size (1.5 µm), which explains why the radius 

values for most of the grains are below 1 µm. 

 
Figure 3.11 a) Grain volume b) Grain radius. 

Concerning twin boundaries, we observe misorientation angles that correspond to Σ3 

boundaries, characterized by the misorientation angle 70.53°, and the symmetrically 

equivalent misorientation angles 109.47°, 131.81°, and 180°. These angles are calculated and 

reported by [26] based on the tetragonal structure of CIGS (I-42d). Besides the Σ3-70.53°, 

their results also reveal Σ3-60°. However, ACZTS only has the former misorientation angle.  

 

The reported angles in Table 3.2 deviate from the angles in [26] because of the tetragonal 

distortion c/2a<1. Here, we report the average misorientation angles per slice. The frequency 

of the Σ3-type boundaries is shown in Figure 3.12, where the misorientation angle 180° is 

the most recurrent with rotation axes  <111>tetragonal and  <221>tetragonal.  

 

In contrast to the studied PLD-CZTS solar cell with 41.2% of twins, the frequency of twin 

boundaries in ACZTS is higher with nearly 54%. Besides, the Σ3 - 131.56° -  <401>tetragonal 

and Σ3 109.52° - <201>tetragonal are also more frequent than in CZTS. 
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Figure 3.12.Frequency of Σ3 type boundaries 

Table 3.2 Results of the type of Σ3 type boundaries per slice 

Slice 

Σ3 
1 2 3 4 5 6 7 Total of twin pairs 

twinned grains/ 

total grains 

× 100 [%] 

70.92° - <110> 1 2 5 3 4 2 3 20 8.8 

109.52° - <110> 1 0 0 2 3 1 1 8 3.5 

109.52° - <201> 1 2 5 5 6 4 3 26 11.4 

131.56° - <401> 5 4 1 2 7 5 3 27 11.8 

179.97° - <111> 3 2 2 4 2 5 3 21 9.2 

179.97° - <221> 2 3 3 6 1 4 2 21 9.2 

Total 13 13 16 22 23 21 15 123 53.9 

 

3.3.6 Conclusions and perspectives for further analysis 

We indexed 456 grains that correspond to the ACZTS phase, from which 54% are twins. 

These numbers can change as the grains appearing in adjacent slices are merged, and the twin 

relations with other grains are recalculated. We apply the same methodology that was 

implemented for the PLD-CZTS solar cell. By following the same procedure, we show the 

adaptability of the precedent analysis. Also, we did not detect secondary phases nor strain.  

As the merging procedure of the slices is not completed, we could only provide the partial 

volume of the grains, which are within the beam size limit. To calculate the volume, we could 

follow the strategy of adding the volumes as it was done for the PLD-CZTS solar cell. 

However, ACZTS grains are larger than CZTS grains, and therefore, one should consider the 

variations of the grain volume through the z-slices. After analyzing this transition, one can 

create a model that allows merging the volume accordingly. 
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3.4 PERSPECTIVES FOR THE CRYSTAL STRUCTURE REFINEMENT OF CZTS 

GRAINS 

Structure refinements of individual grains have been achieved in the past for polycrystalline 

materials and powders [139]. From the ensemble of identified grains by 3DXRD, we can 

select one grain to be studied individually as a single-crystal. The assigned reflections to this 

grain can be used to refine the crystal structure and assess the position of the atoms in the 

unit cell. 

The crystal structure of CZTS has been defined as kesterite (I-4) [49], [140], but because of 

the cation disorder of Cu+ and Zn2+ in the 2c and 2d Wyckoff position, CZTS has also been 

appointed to a modified stannite-type structure (I-42m) [141], also referred to as disordered 

kesterite. In this structure, Cu+ and Zn2+ occupy the 4d Wyckoff position (see Figure 3.13). 

However, the Cu+ and Zn2+ cations have very similar atomic X-ray scattering factors. 

Therefore, assessing the degree of disorder (atom occupancies) between these two atoms 

cannot be determined nor refined by conventional X-ray Diffraction. The refinement of the 

atom positions and occupancies of the CZTS crystal structure has only been achieved by 

neutron [46] or X-ray resonant anomalous crystal Diffraction [44].  Moreover, the transition 

from order to disordered kesterite has been studied by neutron scattering analysis [47], [142].  

 
Figure 3.13. The crystal structure for a) kesterite and b) disordered kesterite. The crystal structures 

were drawn with the VESTA computer program  [53]. 

We have isolated the reflections of one grain and pursue its structural refinement in 

collaboration with Assoc. Prof. Anders Ø. Madsen from the University of Copenhagen. The 

obtained refined crystal structure is compared with the examined structures by Ritscher et al. 

[47].  Their study investigated the order-disorder transition in stoichiometric CZTS annealed 

at different temperatures in the range of 473 - 623 K, employing neutron diffraction [47]. 

They concluded that the critical temperature corresponding to the transition from order to 

disordered kesterite is 552 K ±2 K. This temperature is far below the annealing temperature 
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of the CZTS films (833 K). Hence, one would expect that the refined crystal structure of the 

grain corresponds to the disordered kesterite. 

They also provide detailed information of their refinements in the supplementary material, 

and their crystal structures have been included in the ICSD collection. We examine the 

crystallographic information files of the prospect samples, focusing on the sulfur positions, 

the bond lengths of the Cu (2c) - S, and the occupancies of the Cu (2c). We aim at finding a 

correlation between the extracted information and our refined structure that can reveal some 

evidence about the Cu/Zn occupancies and thereby about the order/disorder in the structure 

of our grain. 

We present the approach for normalizing the intensities of our grain and the followed 

refinement method. Finally, we compare the refined structure of the grain with the published 

crystal structures. 

3.4.1 Normalization of the intensities of the grain dataset. 

From the collected diffraction data at APS, we identify the reflections using an intensity 

threshold of 200 arb. units. Their intensity, detector positions, Bragg angle 2θ, azimuth angle 

η, and rotation angle ω (around the z-axis) are saved into a list used by the ImageD11 

software to index and assign the reflections to the grains.  The details of the indexing are 

explained in section 3.1 of this thesis. 

We select a candidate grain from the first scanned slice with 220 reflections. Moreover, the 

reflections are not shared with any other grain from the actual slice or adjacent slices.  

We correct the intensity of the reflections for the Lorentz and polarization factors, as 

described in [139], using equation (3.2), where k is the crystal scale factor.  The definition of 

the Lorentz factor is given by equation (3.3), where 2θ is the Bragg angle, and η is the 

azimuthal angle measured in the plane of the image with respect to the rotation axis. 

Subsequently, the polarization factor is defined in equation (3.4), where p=1 is the degree of 

horizontal polarization, and  η′  is the azimuthal angle with respect to the horizontal plane.  

 

 𝑘|𝐹|2 =
𝐼

𝐿𝑃
 (3.2) 

 𝐿 =
1

𝑠𝑖𝑛(2𝜃)|𝑠𝑖𝑛2(𝜂)|
 (3.3) 

 𝑃 =
1

2
[1 + 𝑐𝑜𝑠2(2𝜃) − 𝑝 𝑐𝑜𝑠(2𝜂′)𝑠𝑖𝑛2(2𝜃)] (3.4) 
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The intensity standard errors σ2 are calculated using equation (3.5), where σm is the machine 

error set to 0.05. It represents analogue-digital noise, re-absorption, etc. 

 𝜎𝑘|𝐹|
2 =

(𝐼 + 𝜎𝑚
2 𝐼2)1 2⁄

𝐿𝑃
 (3.5) 

Finally, an ASCII file with the miller indices h, k, l, the corresponding intensity, and standard 

error is obtained. 

Figure 3.14a shows the normalized intensity of the reflections of the selected grain and the 

2θ angle positions. Moreover, Figure 3.14b shows the variation of the intensities while 

rotating the sample. We observe a drop in the intensity values at ω=-100°. This discrepancy 

is also recognized during the refinement, with large inconsistencies of the intensity values 

between equivalent reflections.  

 
Figure 3.14. The intensity of the reflections coloured by the (hkl) lattice plane in correspondence to 

a) the 2θ angle, b) the rotation angle ω. The shadowed area corresponds to the range where the 

reflections are taken for refinement. 

3.4.2 Crystal structure refinement  

It is common in single-crystal diffraction to apply a data-collection strategy that scans a 

certain range of the scattering space, ensuring that all unique reflections are collected, 

including certain redundancy. The present data were collected in a 360° sweep of the ω-
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angle. Nonetheless, the deviations in intensities prompt us to choose a smaller subset 

corresponding to the 20°-80°. This fragment still corresponds to a full set of data, but with a 

better internal agreement between symmetry-equivalent reflections than what was observed 

for the full dataset.  

The model was refined against the reflections within the space group I-4 without introducing 

any disorder. The starting model was obtained from Ritscher et al. In a least-squares 

refinement using the program Shelxl [143], the sulfur atom position and an isotropic 

displacement parameter, common to all atoms, were refined against 33 unique reflections, 

giving an agreement index R1 = 0.167.  Attempts to refine atomic occupancies and/or 

individual atomic displacement parameters failed, probably due to the aforementioned low 

data quality.  

The results of the refinement are listed in Table 3.3. 

 

Table 3.3. Refined structural parameters of the isolated grain. 

Atom Wyckoff x y z Occ. Uiso 

Cu1 2a 0 0 0 1 0.01 

Cu2 2c 0 1/2 1/4 1 0.01 

Zn1 2d 0 1/2 3/4 1 0.01 

Sn1 2b 0 0 1/2 1 0.01 

S1 8g 0.752 0.746 0.875 1 0.01 

 

3.4.3 Correlations with the ICSD compounds 

Certainly, without resonant scattering information, conventional XRD cannot distinguish 

between Cu and Zn, thereby refining the relative occupancies of Zn and Cu at the 2c and 2d 

sites. However, we can still compare our results with the studied structures by Ritscher et al. 

and hypothesize whether our grain has an ordered or disordered kesterite structure.  

First, we look at the sulfur positions in the 12 published structures listed in Table 3.4. In 

Figure 3.15(a-c), we plot the sulfur positions as a function of the annealing temperature of 

the samples. We observe a linear trend in all the coordinates before the transition temperature. 

We depict this trend with an arbitrary line to ease its visualization. Nevertheless, not all the 

data points agree with this trend, and some samples remain as outliers. Only for the sulfur z-

coordinate, we observe this linearity before the sample approaches the temperature transition. 

After that, by ignoring N5 and N8 (I-42m), the points oscillate around z=0.874.   
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The sulfur coordinates of the refined grain are shown in green. The x coordinate aligns with 

the x-coordinate of the N8 (I-4) and N9 (I-4) samples. Both samples were synthesized above 

the disorder/order transition temperature and were refined with both space groups, (I-4) and 

(I-42m). The y-coordinate is far from the range of the samples’ coordinates, so it is not easy 

to draw any correlation. Even the low-temperature samples (N1-N7) have a much higher y-

coordinate.  For the z-coordinate, our refined grain could relate to the N9 (I-4) and N8 (I-

42m) samples, as both are above the transition temperature and the z-coordinate discrepancy 

is ±0.001Å. 

Next, the bond lengths between the 2a and 4d positions of the copper and the 8g and 8i 

positions of the sulfur are listed in Table 3.5. The bond lengths of Zn (2c) – (8g) have the 

same value as Cu(2c)-S(8g) as this is the shared site between Cu and Zn, only the occupancies 

vary following Zn(2c) = (1-Cu(2c)). Therefore, they are not shown here. 

In Figure 3.15d, we draft the Cu(2c) –S(8g) bond lengths according to the Cu(2c) 

occupancies in the kesterite structure. The bond length of the Cu(4d) –S(8i) vs the Cu(4d) 

occupancy of the disordered kesterite is also depicted. In this graph, we represent the bond 

length of the refinement of our grain as the green line as the occupancy cannot be accurately 

determined. Most of the Cu(2c) –S(8g) bond lengths in the (I-4) group are below 2.343Å, 

except for the N6 sample. The Cu(4d) –S(8i)  bond lengths in the (I-42m) group are above 

this value, as well as our refined grain’s bond length. 

Based on these observations, we resolve that our grain has a disordered kesterite structure (I-

42m), which agrees with the hypothesis that the film grains are likely to adopt this structure 

because of the high annealing temperature. The N8 and N9 samples refined with this structure 

have occupancies of 0.5, which could very well describe the occupancies in our grain crystal 

structure. 
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Table 3.4. The sulfur coordinates taken from the supplementary information [47]. 

Sample T(K) ICSD Space group a,b [Å] c[Å] Wyckoff Sx Sy Sz 

N1 473 239674 I -4 5.43373 10.8392 8 g 0.7584 0.7576 0.8726 

N2 493 239675 I -4 5.43358 10.8383 8 g 0.7567 0.7563 0.8732 

N3 503 239676 I -4 5.43321 10.8417 8 g 0.753 0.76 0.87 

N4 513 239677 I -4 5.43382 10.8373 8 g 0.757 0.758 0.874 

N5 523 239678 I -4 5.4326 10.8433 8 g 0.746 0.754 0.8759 

N6 533 239679 I -4 5.43355 10.8397 8 g 0.7599 0.7551 0.8742 

N7 543 239680 I -4 5.4327 10.8447 8 g 0.747 0.7557 0.8741 

N8 (I-4) 553 239681 I -4 5.43339 10.842 8 g 0.752 0.7586 0.874 

N8(I-42m) 553 239682 I -4 2 m 5.43344 10.8421 8 i 0.7566 0.7566 0.876 

N9(I-4) 623 239683 I -4 5.43256 10.8446 8 g 0.752 0.7583 0.8741 

N9(I-42m) 623 239684 I -4 2 m 5.43259 10.8445 8 i 0.756 0.756 0.8737 

N10 473 239685 I -4 5.43341 10.8376 8 g 0.75 0.7588 0.8738 

N10(ordered)* 473 239686 I -4 5.43336 10.8377 8 g 0.753 0.7589 0.8724 
*N10 undergoes a second annealing step at 473K for two extra weeks 

 

Table 3.5. The calculated bond lengths of Cu(2c)-S (8g) and Cu(4d)-S(8i) and their occupancies. 

Sample T(K) Space group Cu(2c) - S(8g) Cu(4d) - S(8i) Occ. Cu(2c) Occ. Cu(4d) 

N1 473 I -4 2.339 
 

0.95 
 

N2 493 I -4 2.341 
 

0.95 
 

N3 503 I -4 2.334 
 

0.93 
 

N4 513 I -4 2.342 
 

0.93 
 

N5 523 I -4 2.331 
 

0.89 
 

N6 533 I -4 2.362 
 

0.82 
 

N7 543 I -4 2.324 
 

0.70 
 

N8 (I-4) 553 I -4 2.324 
 

0.50 
 

N8 (I-42m) 553 I -4 2 m 
 

2.358 
 

0.502 

N9 (I-4) 623 I -4 2.326 
 

0.51 
 

N9 (I-42m) 623 I -4 2 m 
 

2.343 
 

0.505 

N10 473 I -4 2.316 
 

1.01 
 

N10 (ordered) * 473 I -4 
 

2.316 
 

0.99 
*N10 undergoes a second annealing step at 473K for two extra weeks 
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Figure 3.15. Position of the Sulfur atom according to the annealing temperature of the sample: a) x-

coordinate, b) y-coordinate, c) z-coordinate. 
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Figure 3.16. The bond length between the Cu(2c) and the S(8g) in ordered kesterite and Cu(4d) and 

S(8i) in disordered kesterite according to their occupancy 

3.4.4 Summary and outlook 

We have compared the results of our refinement with the structures from Ritscher’s 

investigation. We resolve that our grain has the I-42m structure based on the bond length 

2.37 Å between the Cu (4d) and S(8i). We can thereby infer that the occupancies in the grain 

crystal structure must be close to 0.5, as it is reported in Ritscher’s refinements. Although we 

cannot determine the atom occupancies directly, we can still determine the bond lengths 

between the atoms. 

The application of refinement methods is constrained by the quality of the data and the 

number of reflections. In our case, the inconsistency in the intensity of the equivalent 

reflections did not allow us to use the whole dataset. Nevertheless, we overcome this 

constraint by selecting a subset of the reflections.  

A similar approach could be taken for the rest of the grains. However, many grains have 

twins sharing reflections between them. It requires more sophisticated tools to achieve the 

structure refinement in twin cases.  

Another potential dataset to perform the crystal structure refinement is isolating the 

reflections of one grain from the ESRF data. In a first trial, we have extracted the diffraction 

images corresponding to a grain and its diffracted spots. After that, the images were input to 

CrysAlis, software commonly used for single crystal diffraction, to obtain a better integration 

of the reflections’ intensities. However, CrysAlis could not index the reflections according 

to the grain orientation matrix and the unit cell established by ImageD11, the polycrystalline 
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indexing software. Additionally, twinned reflections appeared in the images. The results were 

inconclusive. 

On the other hand, we can follow the approach presented in this section. We would need to 

extract the list of intensities from the sinogram and establish a method for integrating and 

normalizing the intensities. Moreover, selecting a grain without twinned reflections would 

also facilitate the structure refinement. 
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3.5 3DXRD ANALYSIS OF A CIGS ABSORBER LAYER 

3DXRD Experiment at APS, beamline 1-ID (November 2018) 

3.5.1 Introduction 

Cu(In, Ga)Se2 (CIGS) solar cells have reached 23.35% efficiency [144], becoming the lead 

technology among the chalcogenide thin-films.  The absorber layer is typically fabricated 

through a three-stage co-evaporation process. Through this process, a Cu(In, Ga)5Se8 phase 

forms, then a Cu(In, Ga)3Se5 phase, and finally, the CIGS phase [145], [146]. However, 

precipitates of the Cu(In, Ga)3Se5 phase may remain as shown in Neutron diffraction 

experiments [147]. These copper-poor precipitates appear at the surface of the CIGS films 

with n-type conductivity when Ga-content<0.3% [145]. Cu-poor CIGS compounds form 

buried pn-junctions reducing interfacial defect density and suppressing interfacial 

recombination processes [148]. 

In this study, we use 3DXRD to identify the different crystallographic phases of CIGS and 

analyze the microstructure of the absorber layer. We compare the obtained X-ray diffraction 

pattern to the available CIGS structures reported in the Inorganic Crystal Structure Database 

(ICSD). We index the reflections to obtain the grain orientations and verify possible twin 

relations between grains that share reflections. 

3.5.2 Crystallographic aspects of CIGS and its defective derivatives 

The crystal structure of Cu(In1-xGax)Se2 has been studied in bulk as a powder and as a single 

crystal to understand the structural variations of the x=Ga/(Ga+In) ratio. It has been 

concluded that CIGS adopts the tetragonal chalcopyrite structure (I-42d). Moreover, the 

tetragonal lattice parameters decrease as the Ga-content increases, with Ga+ replacing In+ on 

the same crystallographic site. Furthermore, copper-poor compounds with stoichiometry 

Cu1–z(In0.5Ga0.5)1+z/3Se2 show a lower symmetry with space group (I-42m) [141], [149], 

[150]. 

3.5.3 Sample description 

We investigate a sample with a device structure consisting of a polyimide substrate coated 

by a Mo back contact (500 nm). The CIGS layer (2.5-3 µm) is coated via co-evaporation 

described by [151]. The cell is completed by adding a CdS buffer layer (20-50 nm), then a 

window layer ZnO:Al (250 nm), followed by a metal grid as front contacts, and finally, a 

MgF2 anti-reflective coating. 
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We peeled off a flake from the device, avoiding the metal grids, and glued it to a flattened 

nickel wire (Figure 3.17a). A focused Ga+ beam milled the tip to an approximate 40 µm wide 

and 70 µm height (Figure 3.17b, c). It would be desirable to use a different beam source 

instead of Ga+ since Ga+ can be implanted and generate structural damage in the absorber 

layer [152][153]. However, the crossbeam microscope at DTU Energy is only equipped with 

a Ga+ beam source. 

3.5.4 Experiment description 

The experimental setup is the same implemented for the analysis of the PLD- CZTS solar 

cell depicted in section 3.1 of this thesis. The sample was illuminated with a monochromatic 

beam (52 keV, 1.2 µm (V) x 200 µm (H)). The normal to the film plane is parallel to the 

beam. A far-field detector records the diffraction pattern while rotating the sample in a range 

of -180° to 180° with a step of 0.1° and an exposure time of 0.8 s per frame. A total of 3600 

images are obtained during the one hour scan. Moreover, we measure the standard powder 

LaB6 to fit the detector parameters (sample-detector distance and tilts).  

 

 

Figure 3.17. a) Flake of CIGS sample glued to Ni-wire before FIB milling. b) SEM image after FIB 

milling and after being exposed to the X-ray beam at APS. c) The lighter grey area suggests the 

position where the X-ray line beam was focused.  

3.5.5 Data Analysis 

A peak search procedure through the diffraction images collects the reflections with an 

intensity above the threshold values 200, 500, and 1000 arb. units. After collecting the 

reflections from the diffraction patterns (Figure 3.18a), we obtain a list containing the 

reflection detector coordinates (Figure 3.18b), the rotation angle ω, the Bragg angle 2θ, and 

the azimuthal angle η (Figure 3.18c). Then, we calculate the scattering vectors in the 3D 

reciprocal space, as shown in Figure 3.18d. 
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ImageD11 indexes the reflections and assigns them to a determined orientation (a grain). In 

a preliminary assessment, the following three different tetragonal cells could fit the two-theta 

positions in the diffraction pattern: a stoichiometric CIGS and two Cu-poor compounds with 

stoichiometry Cu1–z(In0.5Ga0.5)1+z/3Se2 with z=0.4 and z=0.7:  

 “CIGS” (I-42d): a=5.6959 Å, c=11.3362 Å (ICSD No.190356)  

 “CIGS, z=0.4” (I-42m): a=5.6501 Å, c=11.1486 Å (ICSD No.214512)  

 “CIGS, z=0.7” (I-42m): a=5.6660 Å, c=11.2725 Å (ICSD No. 247514)  

We index one phase at a time following the order in the above list. We sort the grain 

reflections, and finally, we perform symmetry operations among grains that share reflections 

to verify any possible twin relations.  

We determine the volume following the methodology described in section 2.4.5 of this thesis. 

The twin relations are computed based on the right pure-rotation R, and the right stretch-

tensor Us derived from the polar decomposition of the deformation tensor F. The details of 

these calculations are explained in section 2.4.7 of this thesis. 

3.5.6 Results and discussion 

Preliminary assessment 

A high-resolution powder diffraction pattern is obtained by plotting a histogram of the 2θ 

positions, weighted by the intensity of the reflections (Figure 3.19a). The reflections are 

distributed in bins with a width of 0.001° within a range of two-theta= [2°, 12°]. The most 

prominent peaks correspond to planes (112), (220)/(204), (312)/(116), and (303)/(215). It 

appears that all these planes are composed of three peaks. We feature the plane (112) in 

Figure 3.19b, as well as the planes (220)/(204) in Figure 3.19c. We compare the two-theta 

positions with the phases from the Inorganic Crystal Structures Database (ICSD). Those that 

agree most with the mentioned planes are listed in Table 3.6 and shown in Figure 3.19. 

A preliminary assessment of the possible phases in the sample reveals that the chalcopyrite 

structure (I-42d) is present. Despite the fact that the superstructure reflections of the Cu-poor 

CIGS compounds are absent, these compounds corresponding to the space group (I-42m) 

could still be present. This is because the planes (002), (110), and (114) may be neglected 

during the peak search if their intensities are below the established thresholds.  

As observed in Figure 3.19, the phases that coincide with the planes (112) and (220)/(204) 

are the phases with ICSD collection number 190576, 247514, and 247512.  

According to the reference [154], the 190576 crystal structure is chalcopyrite and correlates 

to an initially stoichiometric composition sample CuGa0.5In0.5Se2 with a final (Ga, Se)-rich 
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and (Cu, In)-poor composition. We refer to this phase as the chalcopyrite CIGS or simply 

CIGS.  

The 247514 and 247512 crystal structures are reported as “modified-stannite” structures with 

stoichiometry Cu1–z(In0.5Ga0.5)1+z/3Se2, where z represents the copper deficiency ratio [150]. 

These phases have ratio z=0.4 and z=0.7, respectively. Therefore, we refer to them as “CIGS, 

z=0.4” and “CIGS, z=0.7”. 

 

Figure 3.18 a) Sum of 100 diffraction patterns corresponding to 10 degrees rotation. b) Plot showing 

the position of the diffraction spots on the detector. c) Azimuthal projection of the diffraction spots 

and the position of the rings using structure ICSD-190356 Cu0.89(In0.48Ga0.52)Se2. d) Scattering vectors 

in reciprocal space. 
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Table 3.6. Crystallographic phases from the ICSD database that match the diffraction pattern and 

ordered according to decreasing unit cell volume 

Chemical Structure 

Space 

group 

Lattice parameters 

a=b, c [Å] 

Unit cell volume ICSD Reference 

Cu0.89 (In0.48 Ga0.52) Se2 I-42d a=5.6959, c=11.3362 367.78 190356 

[155] Cu0.87 (In0.46 Ga0.54) Se2 I-42d a=5.6924, c=11.3124 366.56 190350 

Cu0.96 (In0.44 Ga0.56) Se2 I-42d a=5.6864, c=11.2963 365.27 190357 

Cu(Ga0.5 In0.5) Se2 I-42d a=5.6847, c=11.2817 364.58 169230 [156] 

Cu0.815 In1.48 Ga0.9 Se4 

Cu(In0.6Ga0.4)3Se5
* 

I-42m a=5.663, c=11.304 362.51 181414 [157] 

Cu0.6 (Ga0.5 In0.5)1.133 Se2 I-42m a=5.666, c=11.2725 361.89 247514 [150] 

Cu0.835 In1.23 Ga1.24Se4 

Cu(In0.5Ga0.5)3Se5
* 

I-42m a=5.637, c= 11.241 357.19 181415 [157] 

Cu (Ga0.82 In0.18) Se2 I-42d a=5.6501, c=11.14862 355.9 247512 [150] 

 Cu0.25 (Ga0.5 In0.5)1.25 Se2 I-42m a=5.6166, c=11.214 353.76 247517 

*initial sample composition       
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Figure 3.19 a) Histogram of 2θ positions weighted by the intensity of the reflections. b) Zoom in on 

the plane (112), and c) Zoom in on the plane (220)/(204). Below the histograms, the most likely phases 

are illustrated. 

Indexing 

We start the indexing of the reflections based on the three identified phases from the 

preliminary assessment. ImageD11 can index one phase at a time, so the indexing is done in 

three rounds. In the first round, we index the reflections with the CIGS phase. We identify 

84 grains with more than 54 reflections per grain. The second turn corresponds to the “CIGS, 
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z=0.4”. We find 23 grains with more than 68 reflections per grain. Finally, the  “CIGS, z=0.7” 

phase is indexed, collecting 50 grains with more than 64 reflections per grain. 

After the three indexing rounds, only 30% of the reflections are assigned to grains from a 

total of 48426 reflections (See Figure 3.20b).  This indicates that more grains are to be found, 

but they can be ignored if they do not pass the threshold of the number of reflections per 

grain above 50. This is not optimal for small grains, whose faint reflections are missing due 

to the peak search, and thus, they will be indexed with a low number of reflections.  

 

Figure 3.20 a) Plot of the η angle vs 2θ angle of the indexed reflections and b) Zoom in on the plane 

(112). 

Grain size distribution 

Here, we present the calculated grain volume (Figure 3.21a). We also estimate the 

corresponding equivalent-sphere radius for the grains obtained from each indexing process 

(Figure 3.21b). The average grain volume and radius are given in Table 3.7. The radius is 

obtained assuming a cylindrical volume for the CIGS grain with a height of 2 µm, the film 

thickness. 

Overall, the “CIGS, z=0.7” and “CIGS, z=0.4” phases have larger grains than the CIGS. 

Twinning could explain the differences in the grain volumes. When calculating the volume 

of twinned grains, the intensities of the shared reflections are not taken into account in the 

calculations. Most CIGS grains are twinned, whereas the other phases have fewer cases of 

twinning.  
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The average grain sizes reported by Abou-Ras et al. for CIGS grown by rapid thermal 

processing are in the range of 0.47-0.73 µm [26]. We have measured slightly larger grains in 

our CIGS sample, on average, 0.74 µm accounting for the three phases. Moreover, we 

observe a similar log-normal distribution, as described in  [26]. 

 

Table 3.7 Average grain volume and radius for each phase 

Phase Number  

of  

grains 

Average 

Grain volume 

(µm3) 

Average 

grain radius 

(µm) 

CIGS 84 1.43 0.66 

CIGS, z=0.4 23 4.94 0.98 

CIGS, z=0.7 50 2.30 0.77 

Total 157 2.22 0.74 

 

 

Figure 3.21. a)Volume and b) radius of grains for each indexing process. 

Twinning 

For CIGS, the observed types of twinning are Σ3 characterized by rotation angles around 60° 

and 70.53°, and Σ9 twin boundaries with the misorientation angle 39°. For the Cu-poor 

phases, “CIGS, z=0.4” has Σ3-60° and Σ3-70.53° twin boundaries, whereas “CIGS, z=0.7” 

only has Σ3-70.5°.  

We estimate the proportion of twinning among the phases by dividing the number of twins 

by the total grains of the corresponding phase. CIGS has the highest proportion of twinning 

with 82%, followed by “CIGS, z=0.7” with 34%, and “CIGS, z=0.4” with 26%.  
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Overall, Σ3-70.53° twin boundaries are the most frequent type among the twinned grains (see 

Figure 3.22). We found that some grains have multiple twin operations, which can be 

different. For example, grain 3 and 37 have a Σ3-70.53° twin boundary, whereas grain 3 and 

83 have Σ3-60°. However, we did not compare grains across phases; therefore, twinning 

between phases should not be discarded. 

 

Figure 3.22 Distribution of twin boundaries in the scanned area 

These types of twin boundaries have already been observed by EBSD, [26] [158], reporting 

the symmetrically equivalent misorientations. The misorientations symmetrically equivalent 

identified in our sample are reported in Table 3.8. We also found symmetry relations, which 

share misorientation angles similar to the ones in Σ9 (96.3°, 141.1°, 152.9°, 179.9°), but the 

smallest angles in the different cases were 67.1° and 89.95° instead of the 39°. Additionally, 

an unidentified twin boundary with a rotation angle of 120° and axis [221] perpendicular to 

(112) is also observed. These cases are labelled as Σunidentified in Figure 3.22.  

Table 3.8 Misorientations symmetrically equivalent 

Σ3 Σ3 Σ9 

60° - <221> 70.53° - <110> 39° - <110> 

70.53° - <201> 109.4° - <110> 96.37° - <101> 

131.78° - <101> 109.4° - <201> 141.08° - <110> 

131.81° - <210>1 131.67° - <401> 152.91° - <801> 

146.53° - <223> 179.58° - <111> 179.86° - <441> 

146.53° - <621> 179.99° - <221> 179.97° - <112> 

179.86°-<241>   
1From [26], not observed here. 

The calculated list of twinned grains can be found in Table 3.9. The chalcopyrite and the 

modified-stannite structures have a tetragonal deformation with a ratio c/a ≈ 2. Therefore, 

the angles in Table 3.9 deviate from the corresponding rotation angles by  0.01°, and the twin 

boundaries can be referred to as (near) Σ3.   
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Table 3.9 List of twinned grains with the corresponding percentage of shared reflections (%npks), 

twin operation (rotation angle, rotation axis [uvw], and transformed plane (hkl)). 

Phase g1 g2 
%shared 

reflections 
angle u v w (h k l) sigma 

CIGS 12 76 6 70.38 0 -2 1 0 -1 2 Σ3 (60deg) 

CIGS 43 63 14 70.57 2 0 -1 1 0 -2 Σ3 (60deg) 

CIGS 5 19 11 70.59 0 2 1 0 1 2 Σ3 (60deg) 

CIGS, z=0.4 98 105 3 131.78 0 1 1 0 1 4 Σ3 (60deg) 

CIGS 17 31 6 146.46 -2 -2 3 -1 -1 3 Σ3 (60deg) 

CIGS 14 33 5 146.52 -6 -2 -1 -3 -1 -2 Σ3 (60deg) 

CIGS 9 62 7 146.53 -2 2 -3 -1 1 -3 Σ3 (60deg) 

CIGS 3 83 7 146.62 -6 -2 1 -3 -1 2 Σ3 (60deg) 

CIGS 60 76 2 179.74 2 4 -1 1 2 -2 Σ3 (60deg) 

CIGS 9 34 11 179.98 2 -4 -1 1 -2 -2 Σ3 (60deg) 

CIGS 42 74 20 70.54 1 -1 0 1 -1 0 Σ3 (70deg) 

CIGS 0 4 27 70.57 -1 1 0 -1 1 0 Σ3 (70deg) 

CIGS 21 54 30 70.63 -1 -1 0 -1 -1 0 Σ3 (70deg) 

CIGS 10 71 10 70.75 -1 1 0 -1 1 0 Σ3 (70deg) 

CIGS, z=0.7 119 143 10 71.06 1 -1 0 1 -1 0 Σ3 (70deg) 

CIGS, z=0.7 112 147 10 108.87 -1 1 0 -1 1 0 Σ3 (70deg) 

CIGS, z=0.7 112 135 10 108.96 -1 1 0 -1 1 0 Σ3 (70deg) 

CIGS, z=0.7 115 146 10 109.00 1 -1 0 1 -1 0 Σ3 (70deg) 

CIGS 18 53 23 109.34 1 1 0 1 1 0 Σ3 (70deg) 

CIGS 41 64 24 109.43 -1 1 0 -1 1 0 Σ3 (70deg) 

CIGS 5 51 33 109.46 1 1 0 1 1 0 Σ3 (70deg) 

CIGS 16 29 18 109.51 -1 1 0 -1 1 0 Σ3 (70deg) 

CIGS 16 26 28 109.52 -1 -1 0 -1 -1 0 Σ3 (70deg) 

CIGS, z=0.7 116 123 4 109.61 -2 0 1 -1 0 2 Σ3 (70deg) 

CIGS, z=0.7 118 141 9 109.77 0 -2 -1 0 -1 -2 Σ3 (70deg) 

CIGS, z=0.7 112 145 7 109.90 0 2 1 0 1 2 Σ3 (70deg) 

CIGS, z=0.7 132 139 8 131.42 -4 0 -1 -1 0 -1 Σ3 (70deg) 

CIGS, z=0.7 108 153 10 131.46 0 -4 -1 0 -1 -1 Σ3 (70deg) 

CIGS 31 82 30 131.68 0 4 1 0 1 1 Σ3 (70deg) 

CIGS 2 70 18 131.72 0 -4 1 0 -1 1 Σ3 (70deg) 

CIGS 35 80 24 131.72 0 4 1 0 1 1 Σ3 (70deg) 

CIGS, z=0.4 84 87 7 131.74 -4 0 -1 -1 0 -1 Σ3 (70deg) 

CIGS 15 75 23 131.77 -4 0 1 -1 0 1 Σ3 (70deg) 

CIGS 32 38 19 131.85 0 -4 1 0 -1 1 Σ3 (70deg) 

CIGS 4 44 8 179.79 -1 1 1 -1 1 4 Σ3 (70deg) 

CIGS 13 23 32 179.93 1 -1 1 1 -1 4 Σ3 (70deg) 

CIGS, z=0.4 85 88 7 179.93 1 -1 1 1 -1 4 Σ3 (70deg) 

CIGS 3 37 17 179.94 -1 1 1 -1 1 -4 Σ3 (70deg) 

CIGS 1 7 17 179.98 2 -2 -1 1 -1 -2 Σ3 (70deg) 

CIGS 15 55 17 179.99 1 1 -1 1 1 -4 Σ3 (70deg) 

CIGS, z=0.7 128 129 10 180.00 1 -1 -1 1 -1 -4 Σ3 (70deg) 

CIGS 26 29 6 140.97 1 -1 0 1 -1 0 Σ9 (39 deg) 

CIGS 34 62 2 152.85 8 0 -1 2 0 -1 Σ9 (39 deg) 

CIGS 38 73 2 179.98 -1 -1 2 -1 -1 8 Σ9 (39 deg) 
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Table 3.9. (Continued). 

Phase g1 g2 
%shared 

reflections 
angle u v w (h k l) sigma 

CIGS 19 51 2 123.60 -2 4 -3 -1 2 -6 Σundefined 

CIGS 17 82 2 152.78 -3 2 -1 3 2 -4 Σundefined 

CIGS 40 58 3 96.22 1 2 0 1 2 0 Σundefined 

CIGS 0 44 4 123.79 3 1 -1 3 1 -4 Σundefined 

CIGS 55 75 6 179.88 1 2 1 1 2 4 Σundefined 

CIGS 67 68 2 179.99 -2 -1 1 -2 -1 4 Σundefined 

CIGS 12 60 2 120.41 -2 -2 -1 -1 -1 -2 Σundefined 

 

3.5.7 Conclusions and perspectives for further analysis 

We have identified three phases, the chalcopyrite CIGS and the modified-stannite “CIGS, 

z=04” and “CIGS, z=0.7”.  We have found 157 grains with an average volume of 2.22 µm3 

and a sphere-equivalent radius of 0.74 µm. The number of grains corresponds to 30% of the 

indexed reflections indicating that more grains could be recovered. However, the faint 

superstructure peaks are missing, and therefore grains are identified with a lower number of 

reflections than the theoretically expected number. A more robust indexing strategy 

involving one phase and relaxed tolerances could evaluate the rest of the reflections. 

Moreover, the peak search routine could use another segmentation method to find more of 

the faint superstructure peaks. Experimentally, a longer exposure time could improve the 

signal of the spurious diffraction spots.  

CIGS has the highest proportion of twinning with 82%, followed by “CIGS, z=0.7” with 

34%, and “CIGS, z=0.4” with 26%. Overall, Σ3-70.53° twin boundaries are the most frequent 

type among the twinned grains. We did not calculate the Σ value of the unidentified 

transformations. This could be done by dividing the area enclosed by a unit cell of the 

coincidence sites and the standard unit cell to associate “Σ unidentified” with the 

corresponding twin boundary. Moreover, one could compare grains across phases to find if 

they are twin related. 

Further analysis with 3DXRD data includes the texture of the absorber layer, average grain 

strain, and structure refinement of the grain unit cell parameters. The grain orientation could 

be used to investigate the texture of the film by plotting the pole figures. Strain analysis at 

the grain level and the sample level can potentially be conducted.  Additionally, one could 

proceed with the grain structure refinement if the grain has a sufficient number of reflections 

and the intensities of the equivalent reflections are consistent.  
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3.6 3DXRD MEASUREMENTS ON CZTS FABRICATED BY DIFFERENT 

DEPOSITION METHODS 

3DXRD Experiment at Spring-8, beamline BL20XU (July 2019) 

3.6.1 Introduction 

The fabrication of CZTS films typically follows two steps, the deposition of precursors and 

the annealing for CZTS formation and grain growth. In these two single steps, many 

parameters can vary and influence the final film microstructure. From the deposition method 

to the annealing conditions, there are many variables to control the film growth. 

At DTU Photonics, CZTS is deposited by PLD using a sulfur-based target and recently an 

oxide-based target. Moreover, the sputtering of sulfur precursors is also investigated. A third 

fabrication method by solution-processed nanoparticles is developed using oxide precursors 

provided by Haldor Topsoe.  

Each deposited film undergoes an annealing step, which has been optimized according to the 

deposition method. For example, the annealing process of a PLD film does not yield the same 

film quality if it is annealed following the conditions for a sputtered film. Therefore, we only 

compare the microstructure of optimized annealed films. We can obtain the grain volumes, 

orientations, twin relations, and strain from each film and compare these properties among 

the fabrication methods.  

Moreover, we take films deposited by spin coating of the solution-processed nanoparticles, 

which have been annealed at 600° for 10 minutes and 60 minutes. The annealing steps 

featured in our study can unveil the kinetics that leads to the formation of CZTS, from 

precursors to the quaternary compound, along with the intermediate phases. We can analyze 

the average size from both deposition stages, the grain orientations, and variations on the 

phases appearing in the film.  

3.6.2 Description of the samples 

The studied samples are thin-films composed of CZTS that constitute the absorber layer of 

solar cells. These films are deposited via three different methods: 

 Spin coating of solution-processed nanoparticles (Cu-Zn-Sn-O slurry with binder and 

solvent) 

 PLD (from oxide and a sulfide target)  

 Sputtering from binary compounds  
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The absorber layer is deposited on a soda-lime glass substrate coated with Molybdenum (Mo-

SLG). The film annealing process promotes the formation and grain growth of the CZTS. 

The list of the samples and the corresponding SEM images are featured in section 2.3.3.1. 

We have cut a strip from the samples with dimensions 50 - 70 µm wide and 1.5 - 2 mm in 

length and polished the glass to reduce the glass thickness, as shown in Figure 3.23. The tip 

is further milled by FIB to achieve a width of 10 µm and a glass thickness of 4 µm (see Figure 

3.23(b-d)).   

 
Figure 3.23. SEM images of the sample preparation by FIB. a) General shape of the cut piece. b) Tip 

of the sputtered film. Tip of the solution-processed:  c) annealed for 60 min, d) annealed for 10 min.  

 

Unfortunately, the adherence of the PLD films was weak, and flakes would peel off easily 

while polishing the glass. We decided to take a flake of these films and use the FIB at the tip 

of the sample to achieve the 10 µm width, as shown in Figure 3.24. 

 

 
Figure 3.24. SEM images of the PLD sample preparation. a) PLD-oxides flake. b) Tip of the PLD-

oxides flake milled by FIB. c) PLD-sulfides flake. d) Tip of the PLD-sulfides flake milled by FIB 
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3.6.3 Experimental details 

We perform room temperature 3DXRD and CT measurements of each sample at beamline 

BL20XU of the synchrotron radiation facility SPring-8.  

A monochromatic box beam (25 keV, 11.3 µm (V) x 19.2 µm (H)) illuminates the sample. 

We collect the diffraction images with an imaging detector (Hamamatsu C11440-22) in the 

far-field regime while rotating the samples 360° in 0.1° steps. We record the diffraction 

patterns at three different distances. At a close range, we aim to capture as many rings in the 

detector as possible. In the far range, we emphasize the inner rings of the diffraction pattern. 

We use a long exposure time to recover weak reflections and a short exposure time to avoid 

pixels saturation. Additionally, we measure the standard powder LaB6 to calibrate the 

distance between the sample and the detector. 

In Table 3.10. We tabulate the diffraction scans measured for each sample, the sample 

detector distance, and the exposure time. 

Table 3.10. Matrix of the scans per sample, exposure time, and sample-detector distance. 

Sample/Distance D=33.8 mm D=68.8 mm D3= 94.6 mm 

Nano_10 (oxides) 200 ms, 2000 ms 200 ms, 3125 ms 5000 ms 

Nano_60 (oxides) 200 ms, 2000 ms 2000 ms 5000 ms 

Sputtered-sulfides 500 ms 1000 ms  

PLD-sulfides 200 ms, 2000 ms  200 ms, 3500 ms 

PLD-oxides 200 ms, 2000 ms  200 ms, 3500 ms 

 

3.6.4 Comparison of diffraction patterns and azimuthal integration at different 

distances 

This section inspects the diffraction images of the solution-processed CZTS sample annealed 

for 60 min at 600 °C. The diffraction images in Figure 3.25 are created using the maximum 

intensity found in any single frame from a set of 600 images. The 600 images correspond to 

a rotation of 60°. The images have been acquired at three distances. The azimuthal projection 

of the diffraction patterns is also shown to visualize the variations of the number of rings, 

here plotted as lines, and the 2θ range. The integration of the intensity along the azimuthal 

angle forms a 1D diffraction pattern from which we can do a preliminary fitting of the 

crystallographic phases in the sample. 
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As we move the detector away from the sample, the number of complete recorded rings 

decreases, with the covered 2θ range. We can observe that most of the rings fit the CZTS 

phase, but potentially ZnS could be present. The molybdenum rings are characterized by 

continuous and diffuse lines, whereas the CZTS rings are spotty with discrete reflections 

visible. The Mo signal will not be collected during the peak search as there are no obvious 

diffraction spots. On the other hand, the azimuthal integration includes the Mo-signal, which 

overlaps with the (114)-plane of CZTS. We also notice a decrease of the (200)/(004) planes’ 

intensities from the azimuthal integration in Figure 3.25a to the azimuthal integration in 

Figure 3.25b. We do not know the source of this change as the sample remains in the same 

position, and the rotation starts at the same angle at every scan. 

Based on these observations, a 3DXRD analysis of the diffraction patterns recorded at a 

distance of 33.8 mm with a short exposure time could lead to the recovery of the largest 

grains in the films, but the differentiation between CZTS and ZnS could be difficult to 

achieve. The diffraction patterns at a distance of 68.8 mm and 94.6 mm offer a better angular 

resolution, and the distinction between CZTS and ZnS should be possible.  

Long exposure time patterns improve the intensity of the weak superstructure diffraction 

spots and small grains’ diffraction spots. However, the detector pixels of the more intense 

diffraction spots could be saturated, challenging the determination of the grain volume. The 

pattern with long exposure time can be indexed to retrieve the grain orientations, including 

small grains. Grains with saturated peaks, expectedly the main reflections, can be searched 

in the patterns with short exposure time to recover those intensities. A normalization strategy 

of these intensities from these two patterns should also be considered. 
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Figure 3.25. Stack of 600 diffraction images, azimuthal projection, and azimuthal integration in 1D 

at three sample-detector distances 33.8 mm 
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Figure 3.26. Stack of 600 diffraction images, azimuthal projection, and azimuthal integration in 1D 

at three sample-detector distances 68.8 mm. 
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Figure 3.27. stack of 600 diffraction images, azimuthal projection, and azimuthal integration in 1D 

at three sample-detector distances 94.6 mm. 
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3.6.5 An alternative peak search algorithm 

Preliminary attempts for peak searching using the threshold procedure could not overcome 

the noisy background in the diffraction images. Jonathan Wright, the scientist at ESRF, 

supplied an alternative method to segment the diffraction images. The proposed alternative 

to the peak search algorithm is the separation of peaks by the local maxima and the 

subtraction of a dynamic background, which uses Gaussian filters to remove hot pixels. The 

peaks in the diffraction images are labelled without merging them in 3D. Therefore, the 

indexing is not completed. 

Figure 3.28 depicts the Bragg angles and the corresponding intensities of the PLD-CZTS film 

deposited using the sulfides target. The reflections were collected by implementing the new 

algorithm. We identify the planes associated with the CZTS phase. However, a persistent 

background is still present. We need a strategy to collect the peaks effectively. 

 
Figure 3.28. 2θ angle vs intensity of the diffraction spots for the PLD-sulfides thin-film. The 

diffraction patterns were recorded at 94.6 mm with an exposure time of 5000 ms. The planes in orange 

correspond to the complete ring in the detector. 

3.6.6 Expected results 

This experiment aims to acquire statistical information about the grains (orientation, 

volumes) and identify secondary phases. In contrast to the line-beam scan at APS, the box-

beam records all the diffraction spots in one scan. Hence, we can directly estimate the 

volumes without worrying about merging the partial intensities from grains appearing in 

different scanned slices.  
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From the five measured samples, we have identified three potential study cases: 

A. Comparison of the three deposition methods.  

We can analyze the properties of the grains of the fully annealed films deposited via 

solution process (oxides) vs PLD from an oxide target and sputter from binary sulfide 

compounds vs PLD form a sulfide target.  

 

B. Comparison of the grain properties from the two PLD samples 

The PLD deposited sample utilizing the sulfur target can be compared with the grown 

film deposited by the oxides target. 

 

C. Analysis of the annealing process of the solution process method. 

We can study the intermediate (10 min) and the last instance (60 min) of the solution-

processed samples.  
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4 Discussion 

3DXRD enabled us to characterize the microstructure of different absorber layers of thin-

film solar cells, such as CZTS, ACZTS, and CIGS. We obtained grain sizes, orientations, 

twin boundaries, and strain in the grain and film. Moreover, it was also possible to identify 

and quantify secondary phases in some of the films.  

Some of these structural properties can hamper the performance of the solar cell. Therefore, 

one needs to identify the type of defects associated with the film microstructure. For example, 

secondary phases have different bandgaps reducing the volume of the material with the ideal 

bandgap and consequently decreasing the short circuit current [97]. Moreover, low bandgap 

materials can limit the open-circuit voltage, whereas wide bandgap materials can block the 

transport or increase the series resistance in the film [159]. Besides, grain boundaries between 

the main and secondary phases can trap carriers or act as resistive barriers depending on their 

bandgaps [97]. Another type of grain boundary is the twin boundaries, whose role is still 

debated in the kesterite community, whereas it was determined neutral in chalcopyrites 

[160],[161]. 

Furthermore, we have attempted the crystal structure refinement of one CZTS grain. The 

reflections of this grain were extracted from the 3DXRD data, creating a single crystal 

diffraction dataset. We have described an approach to assess whether the CZTS grain has an 

ordered or disordered kesterite structure by comparing the refined structure with published 

Neutron Diffraction data [47].  

Many polycrystalline materials are multiphase materials, and CZTS is not the exception. For 

this reason, we have tested a multigrain indexing algorithm that can identify all the phases in 

the material with no a priori knowledge of them. Using simulated 3DXRD data, we were 

able to identify CZTS and the secondary phases.  

4.1 MICROSTRUCTURE IN THE CONTEXT OF SOLAR CELLS 

 

First, let us discuss the relationship between the microstructure and the photovoltaic 

properties of the absorber layers for the samples studied in this thesis, starting with the CZTS 

solar cell measured at APS. This sample is compared with the results of the ESRF 

measurements and the ACZTS microstructure. Next, we discuss the approach taken for the 

crystal structure refinement of a CZTS grain from the APS data. Coming up are the results 

of a chalcopyrite CIGS solar cell. Finally, we recount the expected findings of the 3DXRD 

measurements at Spring-8. 
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PLD CZTS solar cell (section 3.1). We estimated 2.5% of ZnS in the absorber layer from a 

total of 597 identified grains. This small amount does not hinder the solar cell performance. 

However, ZnS has a wide bandgap that can block charge transport in large amounts or 

increase series resistance [159].  

We have also observed a weak fibre (112) texture. Similarly, Hlang Oo et al. identified the 

fibre (112) texture in co-sputtered CZTS [95]. The (112) preferred orientation of CZTS films 

is frequently reported and identified by the highest intensity of the (112)-plane in the 

diffraction patterns. The film texture arises from the growth competition between different 

crystallographic directions. For CZTS films, the <112> direction seems to grow faster, hence 

the preference of this axis to be perpendicular to the film plane, creating the fibre texture. 

Other possible implications of the fibre texture are the minimisation of surface energy and 

elastic strain energy [162].  

Besides, 41% of the grains are twins. We have encountered Σ3 twin boundary and its six 

equivalent misorientation angles. This type of boundary has low formation energy and 

therefore forms easily in the absorber layer. The influence of this type of twin boundary is 

still open for debate as the experimental work to assess the grain boundaries’ electronic 

properties is missing. On the other hand, theoretical studies have predicted a benign 

behaviour in anion terminated (-1-1-2) surfaces hosting VCu [163]. Another study concluded 

that an anion terminated (-1-1-2) surface hosting ZnCu and SnZn defects can form incoherent 

grain boundaries with detrimental secondary phases [98].  

Moreover, the absorber layer shows a significant strain effect that is appreciated in the 

displacement of the Bragg angles in the diffraction patterns. The strain correlates with a 

compressive stress normal to the film and in-plane tensile stress over the film. These findings 

disagree with the conventional biaxial in-plane stress model, typically used for thin-films, 

where the stress normal to the film is zero [100]. In contrast to this model, 3DXRD also 

revealed non-zero shear stresses along the planes (xz) and (yz).   

The origin of the film stress can be attributed to intrinsic stresses produced during the 

deposition and annealing (thermal expansion).  It has been observed that a tensile stress in a 

co-sputtered CZTS film develops during annealing as a result of the Mo deposition stress and 

thermal expansion [100]. In the same study, they optimized the back contact deposition, 

improving the adherence of the absorber layer [100].  Additionally, extrinsic stress due to the 

mechanical polishing and the FIB milling of the sample can also contribute to the strain effect 

observed in this sample.  

A similar strain-stress correlation is observed at the grain level, where a compressive strain 

along the a-axis of the unit cell induces a tensile strain in the b and c-axis. These strain 

components will also produce normal compressive stress along the a-axis and tensile stress 
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along the b and c-axis. Non-zero shear components are calculated, contradicting the biaxial 

in-plane strain model. The implications of strain for the bandgap of the material have been 

studied by theoretical calculations, where a reduction of the bandgap is due to a tensile biaxial 

in-plane strain. In contrast, a compressive strain increases the bandgap [16], [17]. A triaxial 

model has been studied on ZnO films, where a tensile strain along a, b, and c axes is 

simultaneously applied. They observed that the bandgap increases under compressive strain 

but decreases under tensile strain [164]. As described for ZnO, a different strain model could 

be established to observe the bandgap variations when applying a 3D strain tensor on CZTS. 

PLD CZTS solar cell grain map (section 3.2). We implemented the scanning 3DXRD 

modality available at ESRF, reconstructing a map of aligned grains at the top edge of the 

sample. We identified the CZTS phase with no trace of ZnS. The expected Σ3 twin 

boundaries were identified and located on the grain map. The strain and stress in the grain 

and the sample did not reveal any predominant tensile or compressive stress.  

Comparison of the APS sample and the ESRF sample. As we compare the PLD CZTS 

solar cell results from APS and the grain map of the PLD CZTS solar cell measured at ESRF, 

we observe that the sample tested the ESRF did not show the strain effect that was revealed 

in the APS experiment. We suspect that the sample treatment for the ESRF test inflicted less 

mechanical stress while reducing the substrate thickness to 15 µm. On the other hand, the 

sample prepared for APS was additionally milled by FIB, removing the glass at the tip to 4 

µm thick. This is almost double the thickness of the overall stack of layers in the solar cell. 

The milled tip of the sample can be compared to a cantilever where forces act on the unfixed 

end. This could explain why the strain is more remarkable in one of the samples, even though 

both come from the same specimen. 

PLD ACZTS absorber layer (section 3.3). The identified grains have unit cells with larger 

lattice parameters than the CZTS. This is due to the inclusion of Ag with larger ionic radii 

modifying the distance between the atoms. Another notable property of this sample is the 

large grain size revealed in the SEM images. However, we could only calculate partial grain 

volumes constrained by the vertical beam dimension (1.5 µm). We expect that the merging 

of the different slices will result in larger grain volumes and grain radius, and hence the 

number of grains will decrease as grains appearing in multiple slices will be consolidated as 

one. We also encountered the Σ3 boundaries in 54% of the grains from a total of 476 grains. 

The nature of the Σ3 boundaries in ACZTS has not been studied. Σ3 boundaries are a 

predominant feature in the ACZTS microstructure. Hence experimental methods should be 

considered to assess their electronic properties.  

Correlations between ACZTS and CZTS. Based on the number of identified grains and 

twin boundaries in both films, the density of Σ3-type boundaries is higher in ACZTS than in 

CZTS. One could expect that the share of twin boundaries increases in ACZTS because the 
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number of grains decreases when merging the slices, whereas the number of twin boundaries 

is preserved. Twins usually form in stressed thin-films to reduce the elastic (misfit) strain 

energy [165]. Both films were deposited via PLD. However, the CZTS solar cell was 

annealed at 560 °C, whereas the ACZTS film was annealed at 600 °C. Ag-doping is expected 

to increase the stress by lattice strain, as we have observed the unit cell lattices are increased 

by Ag-incorporation. We suspect the residual stress in the film, generated during PLD 

deposition and the Ag-doping, may be relaxed during the annealing step by twinning with 

the low energy Σ3-type boundary. Such behaviour was observed in (ZnO:B) thin-films, 

where Boron doping increases the film tensile stress [166]. 

Crystal refinement of CZTS grains (section 3.4). Certainly, without resonant scattering 

information, conventional XRD cannot distinguish between Cu and Zn, thereby refining the 

relative occupancies of Zn and Cu at the 2c and 2d sites. Under the assumptions that the film 

has been annealed above the order-disorder transition temperature, and considering the 

Cu(2c) –S bond lengths, the associated occupancies, and the sulfur atom positions from the 

published crystal information data in [47], we assign the grain crystal structure to that of 

disordered kesterite. The disordered kesterite structure is characterized by the intrinsic 

antisite defects 𝐶𝑢𝑍𝑛  and 𝑍𝑛𝐶𝑢  distributed in sites 2c and 2d.  According to theoretical 

models, 𝐶𝑢𝑍𝑛 defects together with copper vacancies VCu are responsible for the intrinsic p-

type conductivity, whereas a high population of [VCu + 𝑍𝑛𝐶𝑢  ] clusters facilitate the 

separation of photo-generated electron-hole pairs [167]. 

Co-evaporated CIGS solar cell (section 3.5). We have identified the stoichiometric CIGS 

and two phases corresponding to the Cu-poor compounds. These compounds appear 

inevitably during the co-evaporation process and are associated with a beneficial role [148]. 

We have also identified Σ3 and Σ9 twin boundaries. According to Abou-Ras et al., Σ9 

boundaries are a geometric consequence of the high concentration of Σ3 boundaries in the 

film[158]. Further experimental studies determined that Σ3 {112} boundaries are cation-Se 

terminated boundaries and allocate 𝑉𝐶𝑢
−  and 𝐼𝑛𝐶𝑢

2+  point defects [168]. They are not 

considered to affect the electrical and optoelectronic of the film. For Σ9 twins, they behave 

as a neutral barrier tunnelled through by the majority carriers, explaining the benign 

behaviour of the grain boundaries [161]. 

Comparison of different deposition methods of the CZTS absorber layer (section 3.6). 

The design of the experiment envisions comparative studies between the fabrications 

employed at DTU Photonics. The processing conditions affect the final microstructure, as 

well as the optical and electronic properties. Here, we can compare the stresses in the films, 

secondary phases, and grain sizes. We also propose an analysis of the microstructure of PLD 

CZTS films from different targets (oxides and sulfides) [83]. According to this study, oxide 

films develop rough films and form Sn2(S2O4)2. However, no reports on grain boundaries nor 
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strain have been published. Ultimately, the contrast of the two annealing stages 

corresponding to a solution-processed CZTS can reveal the evolution of the microstructure 

with this fabrication method.  

Multigrain crystallography (section 2.5). CZTS thin-film is a multiphase material whose 

phases are difficult to identify. An alternative indexing algorithm, Multigrain, has shown 

promising results identifying the secondary phases of CZTS on simulated 3DXRD data. This 

algorithm can speed up the analysis of thin-film solar cells.  

In line with the objectives of this thesis, we were able to characterize the microstructure of 

thin-film solar cells. We have shown the robustness of 3DXRD as a technique to achieve a 

comprehensive analysis of the absorber layer, describing the film texture, strain, and 

individual grain properties. We foresee that 3DXRD can advance the understanding of other 

polycrystalline thin-films in different fields.  

4.2 WHY DO THESE RESULTS MATTER?  

Photovoltaic thin-film technologies are a sustainable solution to fulfil the increasing global 

electricity demand. Especially for the inexpensive, non-toxic, earth-abundant semiconductor 

CZTS, the road is still long as their efficiencies are about 11%. One way to optimize the 

device performance can be achieved by controlling the fabrication of the absorber layer. The 

diverse processing conditions dictate the final microstructure and determine the 

optoelectronic and electric properties of the film. We have proven that 3DXRD is useful to 

study microstructures and enables us to understand and improve the film fabrication 

processes. 3DXRD is a non-destructive technique that does not require smooth surfaces or 

vacuum environments. Ultimately, the scanning modality can be applied to generate a grain 

map with the position of the grains. 

The absorber layer microstructure can warn us about the possible physical mechanisms that 

occur in the film. For example, the secondary phases are linked to bandgap variations. Also, 

the type of grain boundaries and their associated defects can benefit or hamper solar cell 

efficiency. The lattice strain in the grain can affect the material bandgap, whereas film stress 

developed from growth mechanisms or external forces can also explain mechanical 

properties (adherence, elasticity). 3DXRD results provide 3D strain tensors that can support 

models of the CZTS mechanical and elastic properties. Moreover, the texture can suggest the 

growth mechanisms, as the orientation can be correlated with the minimisation of surface 

energy or elastic strain energy [22].  

The application of 3DXRD to microstructure analysis can be extended to any chalcogenide 

and any polycrystalline material with grains around 1 µm, as demonstrated by analyzing a 

CIGS film. Moreover, we have utilized the same data analysis of the CZTS solar cell to the 
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ACZTS absorber film, showing the flexibility of the methodology for materials with cubic 

and tetragonal crystal structures.  

 

4.3 LIMITATIONS 

One constraint for applying 3DXRD is the grain size. We estimate the low limit of about 0.2 

µm grain size (the minimal size calculated from our measurements). Also, such a small grain 

size will challenge the determination of the grain centre of mass. We would need a detector 

with infinitesimal pixel size and a large area, which does not exist. An alternative solution is 

the application of High-resolution 3DXRD, a technique compatible with the existing 

instruments. In addition to the conventional 3DXRD setup, it requires the translation of a 

high-resolution detector to record the η and θ angles over the Debye-Scherrer rings. Once the 

diffraction images are stitched together, a high-resolution diffraction pattern can be indexed 

by the 3DXRD software. The scanning 3DXRD modality, in which the sample is translated, 

is also available at ESRF, where the reconstruction of the map can resolve grains within the 

size of the beam (200 nm). 

Another limitation concerning the kesterite solar cell analysis is that identifying the ternary 

phase Cu2SnS3 (I-42m) remains ambitious. Cu2SnS3 has the same space group as disordered 

kesterite and similar their unit cell parameters, creating undiscernible diffraction patterns. 

Additionally, 3DXRD cannot determine the Cu/Zn disorder in kesterite. Unless a resonant 

modality is applied, the assessment of the Cu and Zn occupancies cannot be solved. The 

comparative approach with the refined structures from a neutron study [47] described in this 

thesis could guide us to a closer determination of the refined crystal structure.  

One should be critical by setting the parameters to index the reflections. The tolerance should 

distinguish between matching peaks from other peaks located in close proximity. Large 

tolerances and a low number of peaks could create fake grains. The predicament of setting 

the tolerances for small grains in thin-films is that grains with small volume will be assigned 

a low number of reflections. Also, for twinned grains sharing reflections, one grain will be 

appointed the shared reflections, whereas the other grain will only keep the complementary 

ones. For small grains, additional strategies are required to accept or reject the grain. For 

example, by indexing the APS data with a cubic phase, we retrieved most of the grains as we 

only used the most intense overlapping rings, i.e. (112)/(111), (200). Then, we evaluate 

whether the grain is cubic or tetragonal based on the unit cell and the lattice parameters, 

among other criteria.  

The density of peaks on the data could also pose a problem for specimens with secondary 

phases and twinning. We can minimize the quantity of the reflections to avoid spot overlap 
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by probing reduced areas as we did at APS. In case the beam size cannot be reduced, one 

might instead decrease the sample size.   

The substrate thickness is another issue when collecting 3DXRD measurements. The 

amorphous soda-lime glass generates a background that buries the signal of the diffracted 

beam. A thinner substrate would be suitable for the measurements but not for the fabrication 

processes, as it could easily break during the annealing process or just by manipulation. 

Moreover, it is known that the diffusion of Na into the film from SLG enhances the film 

crystallinity and grain growth. A thin substrate could curtail this mechanism.  

Alternatively, to avoid probing the glass, one could place the sample with the normal to the 

film parallel to the rotation axis. At PETRA III, the nano-focus scattering beamline P03 can 

be adapted for scanning 3DXRD experiments. We started a collaboration with a PhD student 

who is setting a high-precision rotation table to allow 3DXRD measurements. Unfortunately, 

the pandemic crisis prevented us from participating in the beamtime. Nevertheless, we are 

aware that data were collected, and the analysis is in progress. 

Nonetheless, we have demonstrated a solid case where 3DXRD can provide an extensive 

report about the thin-film microstructure. Based on the kesterite solar cell case, we were able 

to showcase two different modalities of 3DXRD.   
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5 Conclusion  

This research aimed to identify secondary phases in CZTS thin-films and describe the grain 

properties in the absorber layer by employing 3DXRD. Based on the analysis of a PLD CZTS 

solar cell, we can conclude that 3DXRD is a robust technique for characterizing 

polycrystalline thin-films. Far-field 3DXRD can be applied to obtain a statistical analysis of 

the film microstructure, whereas the scanning modality can provide a grain map with the 

corresponding grain locations, orientations, and strains.   

 

We summarize our findings: 

 

 For the particular case of PLD-CZTS measured at APS, the film microstructure 

consists of 2.5% of the secondary phase ZnS, 41.2% of twins with grain boundary 

type Σ3, grains with sizes below 1 µm, and a weak (112) fibre texture. We also 

obtained 3D strain tensors of the grains and the film.  

 In contrast to these findings, the PLD-CZTS solar cell studied by scanning 3DXRD 

did not reveal any secondary phase nor any strain effect. We attribute this discrepancy 

to the different cutting procedures which might have inflicted major stress in the APS 

sample.  

 An ACZTS film (measured at APS) was analyzed, showing a higher density of Σ3 

twin boundaries than the PLD-CZTS solar cell. We associate the twin boundary 

formation with stress relaxation from the Ag-doping and deposition processes. 

 We refined a CZTS grain from the APS data assigned to the disordered kesterite 

structure by establishing a correlation with neutron experimental data. 

 Also, we identified two Cu-poor phases and the chalcopyrite phase in a co-evaporated 

CIGS film. The twin boundaries Σ3 and Σ9 and their equivalent misorientation angles 

were also identified. 

 We measured samples fabricated by three different deposition methods measured at 

Spring-8. A brief inspection of the data was done. We advise a different segmentation 

procedure given the low signal to noise ratio of the diffraction images. 

 An alternative indexing algorithm was implemented to identify crystallographic 

phases in multiphase materials, showing promising results on simulations of CZTS 

and secondary phases.   

In general, other types of polycrystalline thin-films could benefit from the microstructural 

characterization by 3DXRD.  
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6 Outlook 

In outlook, the crystal refinement of a crystal from the ESRF data can be done by CrysAlis. 

Unfortunately, we ran out of time to achieve conclusive results. Furthermore, the Multigrain 

algorithm could potentially be tested on one of the 3DXRD datasets from this thesis. 

 

Other experiments employing 3DXRD can include the strain analysis of thin-films deposited 

on flexible substrates. Additionally, the effect of the microstructure of degraded solar cells 

could also be studied. 

 

Further research is required to establish a direct correlation between microstructure and the 

electronic properties of the solar cell. Analogous to the combined EBSD and Electron Beam 

Induced Current (EBIC) studies, we could implement multimodal experiments with 

simultaneous measurements of the X-ray Beam Induced Current (XBIC). Moreover, one 

could record the X-ray Fluorescence (XRF) signal during a scanning 3DXRD experiment. 

This could resolve the elemental composition of the sample and detect the typical 

accumulations of Na in grain boundaries. 

 

With the new upgrades in synchrotron facilities, such as the Extremely Brilliant Source, EBS, 

at ESRF in Grenoble, experiments can be done faster. This could allow in situ annealing 

experiments to follow the microstructure evolution of thin-films and growth mechanisms. In 

operando experiments could study if any strain is induced while the solar cell is active.  
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Here, we present advances in Three-Dimensional X-ray Diffraction (3DXRD)1 for the analysis 

of submicron size quaternary polycrystalline thin film solar cells.  

3DXRD was used to identify crystallographic phases in photovoltaic thin films. One target 

system used for these investigations is Cu2ZnSnS4 (CZTS)2, a promising material for 3rd 

generation solar cells. CZTS is a polycrystalline material and through its formation process, 

secondary phases arise. These phases cannot be identified with conventional methods such as 

powder diffraction. Hence, the motivation to apply 3DXRD to reveal the structural properties, 

texture and their effect on the solar cell efficiency. 

We have performed 3DXRD experiments at APS beamline 1-ID and at beamline BL20XU at 

Spring-8. We first demonstrate that we can index the grains that constitute the absorber layer and 

thereby identify the crystallographic phases and orientations. Next, we map the crystal growth 

dynamics of the annealing process of CZTS. Finally, we present the status on reconstructing a 

3D grain map of a CZTS thin film solar cell through scanning 3DXRD, providing the size, 

location, and orientation of each individual grain and allowing a grain boundary study of such 

system. We discuss the potential use for other materials and the limitations of the method. 

 

Fig. 1. (a) SEM image of a silver-doped CZTS thin film accompanied by its (b) harvested 

diffraction spots from 3DXRD represented in 2D. (c) Scattering vectors in 3D in the reciprocal 

space. Each colour label represents the powder rings associated with the crystal lattices of CZTS. 

1. Poulsen, H. F.. J. Appl. Cryst. 45, 1084–1097 (2012). 

2. Wallace, S. K., Mitzi, D. B. & Walsh, A. ACS Energy Lett. 2, 776–779 (2017). 
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