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Abstract

We present open-source implementations of the linear-scaling Fast Multipole Method

(FMM) within the Polarizable Embedding (PE) model for efficient treatment of large

polarizable environments in computational spectroscopy simulations. The implementa-

tions are tested for accuracy, efficiency, and usability on model systems as well as more

realistic biomolecular systems. We explain how FMM parameters affect the calculation

of molecular properties and show that PE calculations employing FMM can be carried

out in a black-box manner. The efficiency of the linear-scaling approach is demonstrated

by simulating the UV/Vis spectrum of a chromophore in an environment of more than
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one million polarizable sites. Our implementations are interfaced to several open-source

quantum chemistry programs, making computational spectroscopy simulations within

the PE model and FMM available to a large variety of methods and a broad user base.

1 Introduction

Polarizable embedding (PE) models are nowadays ubiquitously present in computational

molecular sciences and are routinely used to address a variety of biochemical systems with

regards to dynamics simulations and computational spectroscopy.1–8 In this context, PE

models are considered the future gold standard technique, as more and more implementa-

tions and applications are becoming available.6 Leaving the coupling of the environment and

the quantum region aside, all PE-related models require the solution of classical polarization

response equations, where, for traditional schemes, the rate-limiting step scales quadrati-

cally with the number of polarizable sites in the environment. Spurred by this bottleneck,

linear-scaling implementations relying on the Fast Multipole Method (FMM)9 have been

developed in recent years.10,11 We especially want to point out the generalized linear-scaling

implementation by Lipparini for a general overview.11 The scaling of iteratively evaluated

terms arising in PE models is illustrated in Figure 1. The quantum→classical polarization

consists of density-dependent electric field expectation values Fel[ρel] evaluated at each po-

larizable site in the environment. The classical→quantum polarization is, in addition to

the presence of the permanent multipoles in the environment, described by the induction

operator v̂ind taking into account the induced field at each environment site. Hence, both

terms scale linearly with the number of polarizable sites. As explained above, the key step

in the PE model is to solve the linear equations for induced dipole moments µind, which for
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Figure 1: Illustration of iteratively evaluated interaction terms in PE models. Terms that
scale linearly with the number of polarizable sites Nsites are shown in blue, whereas quadrat-
ically scaling terms are shown in orange. Using FMM, the quadratically scaling term to
compute the induced fields Find at all polarizable sites becomes linearly scaling.

a specific site s reads

α−1s µind,s −
∑
s′ 6=s

T
(2)
ss′µind,s′︸ ︷︷ ︸

Find,s

= Fnuc,s + Fmul,s + Fel,s[ρel], (1)

with the dipole polarizability αs at site s, the interaction tensor T
(2)
ss′ ,

12 the static electric

field caused by the nuclei Fnuc,s, the static electric field caused by all other static multipole

moments Fmul,s, and the electronic contribution of the electric field Fels[ρel]. Equation (1) is

usually more compactly written in matrix notation,

Bµind = Fnuc + Fmul + Fel[ρel], (2)

with the classical response matrix B.13 The induced fields Find in eq (1) are evaluated for

each pair of polarizable sites, such that this term scales quadratically with the number of

sites. Using FMM, this bottleneck can be mitigated, such that evaluation of Find scales

linearly as well. The Fmul term can also be evaluated using FMM, because its compute time
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scales quadratically with the number of sites as well, however, it only needs to be evaluated

once. Detailed derivations and working equations for all interactions included in the PE

model and the aforementioned terms can be found in the literature.1–3,7 We will not delve

deeply into the theory behind FMM, but rather refer to the excellent descriptions in Refs.

14–16. Briefly, FMM consists of the following key steps:

• The system is (recursively) subdivided into hierarchical boxes using an octree.

• Multipole expansions of the boxes are computed up to a given expansion order p. This

is done in a bottom-up manner: first, multipole expansions of the individual source

distributions in the “leaf-level” boxes are calculated (P2M). The multipole distributions

are then translated up the tree from child to parent until the root node is reached

(M2M).

• Based on the angle-opening criterion, with the angle θ, interaction lists are generated

to determine which cell-cell interactions should be evaluated directly (P2P) and which

should be evaluated as far-field expansions (see Fig. 2). Cells are considered well-

separated if they satisfy Rθ < RA + RB, where R is the distance between the cell

centers, and RA and RB are the sizes of cells A and B.

• Short-ranged interactions (P2P) are evaluated identically to standard direct methods.

• The potential (derivatives) of far-field boxes are evaluated (M2L) and propagated down

the octree (L2L).

• The long-ranged part of the potential is evaluated using the local expansion (L2P).

With this hierarchical decomposition of the system, the potential (or field) can then be

evaluated at a cost that scales asymptotically as O(Nsites).

Previous implementations of FMM in the context of PE models have mainly been fo-

cused on polarizable molecular dynamics simulations, where the polarization equations usu-

ally need to be solved repeatedly for each time step (unless extended-Lagrangian17–19 or
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Figure 2: Effect of θ on short/long-range interactions in FMM (shown in 2D for clarity).
The figures show which kind of interactions are used for the small red target box. Near-field
interactions (P2P) are shown as blue dots, while far-field interactions (M2L, L2L, L2P) are
indicated with boxes. The interactions are shown for large (left) and small (right) values of
θ. The boxes from which the long-range field is evaluated are shown in gray (color indicates
size) with centers shown as black dots. Larger values of θ place fewer P2P interactions in
the near-field.

truncated schemes20 are applied). For the computation of molecular response properties

within the PE framework, however, repeated solution of the polarization equations is also

necessary, especially for high-order response properties, where the induction operator must

be obtained for a large number of trial vectors (transition densities), and can become a

rate-limiting step when large molecular environments are incorporated. Compared to the

iterations needed to converge the PE self-consistent field (SCF) electronic ground state, the

number of polarization equations that need to be solved to obtain, e.g., excitation energies

and transition moments are much larger.

To the best of our knowledge, all previously presented FMM implementation in the

context of PE models are found in closed-source codes and thus not publicly available. To this

end, we present a linear-scaling formulation of the PE model that we have implemented in two

open-source libraries, namely PElib and CPPE.21,22 The implementation in PElib exposes

PE-FMM to the Dalton program package,23 and interfaces to LSDalton23 and DIRAC24 will
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be available soon. CPPE currently enables the linear-scaling functionalities in PySCF and

Psi4,25,26 and future releases of VeloxChem27 and Q-Chem.28

The remainder of this article is structured as follows. First, a brief description of both

implementations is given. Second, the implementations are tested for accuracy, performance,

and scaling, and we provide suggestions for the selection of crucial model parameters. Third,

the capabilities are demonstrated by investigating excited states of Nile Red in a sizeable

biomolecular environment with more than a million polarizable sites.

2 Computational Methodology

2.1 Implementation Details

Both implementations are based on a Cartesian formulation of FMM with an adaptive octree

algorithm.15,16,29 They share the same tunable parameters, i.e., the angle opening criterion,

θ, and expansion order, p, and both implementations have full support for the domain-

specific requirements that embedding libraries impose, such as support for the exclusion of

interactions and damped interaction kernels.30,31 The damped interactions are only included

through the short-ranged P2P kernel.32

The implementation in the CPPE library22 is based on autogenerated C++ code using

fmmgen.16 The fmmgen library generates Cartesian operators and all kernels required for

FMM based on symbolic algebra with SymPy.33 The script we used to generate the FMM

kernels for CPPE can be found in the CPPE GitHub repository (https://github.com/

maxscheurer/cppe). We enabled common subexpression elimination (CSE) and let the code

generator expand the power function std::pow(b, n) as products up to n = 11. To allow

for damped P2P kernels and streamlined code for multiple source orders, the fmmgen code

was slightly adapted (https://github.com/fmmgen/maxscheurer). For the latter, we make

use of template meta-programming such that the code path for each source order is fixed

at compile time. The generated code comes with loop-based OpenMP parallelism included.
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The tree code in CPPE was adapted from the fmmgen code examples and interfaced to the

low-level routines which require electric field computations. For experimentation and testing,

the routines are also conveniently available via the CPPE Python API. Host programs that

interface with CPPE do not require any changes to adapt for the linear-scaling FMM code

except for exposing the additional options (which is a trivial change). FMM is available in

CPPE as of version 0.3.1.

The PElib FMM implementation was written from scratch as a self-contained Fortran

90 module. It features support for arbitrary-order multipole sources, unlimited expansion

orders, and regular Coulomb as well as damped kernels, and computation of electric po-

tentials, fields, and arbitrary-order field derivatives. One of the central quantities in the

implementation are the multipole interaction tensors, i.e., derivatives of 1/R, which are used

for both the P2P and M2L kernels.12 For efficiency reasons, low-order tensors (up to 12th

order) are computed using a combination of automatic code-generation and CSE, as ex-

plained above, while higher orders are computed using the open-ended formula described in

Ref. 34. The implementation is parallelized using MPI. A standalone version is available

at https://github.com/peter-reinholdt/fmm, with interfacing possible through either

Fortran modules or Python via F2PY.35

2.2 Test System Setup

The implementations were tested on the pNA molecule placed inside a water solvation box.

The pNA geometry was taken from Ref. 36 and solvated using the PACKMOL package.37

Eleven systems with different box sizes were generated, ranging from 1440 atoms to 193596

atoms, as illustrated in Figure 3. The system with 114465 polarizable sites (38155 H2O

molecules) will be referred to as pNA/38k H2O in the following, as it is used in several

test cases. The generated systems were not processed further because PACKMOL generates

configurations without steric clashes, such that they can directly be used for benchmarking

purposes. The environment water molecules were parametrized using LoProp38,39 at the
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CAM-B3LYP/6-31+G* level of theory.40,41 The parametrization of a single water molecule

was run with PyFraME42 and Dalton,23 and parameters for the remaining waters were then

assigned by translation and rotation of the parameters from the reference molecule. Thus,

each atom is assigned a charge, dipole moment, quadrupole moment, and anisotropic dipole–

dipole polarizability, i.e., all atoms in the test systems are polarizable.

Figure 3: Size illustration of the generated pNA test systems. The smallest system (right)
contains 1440 polarizable atoms, whereas the largest system in the test set contains 193596
polarizable atoms.

2.3 Benchmark and Test Calculations

To assess the correctness and accuracy of both implementations, initial testing was performed

on the systems described above. A parameter study for the expansion order p and the opening

angle θ was run by evaluating the static electric field Fmul of the pNA/38k H2O test system

at all sites. The field evaluations from FMM were then compared to results from direct

summation. Serial timings of the field evaluations were recorded to assess the performance

for different FMM parameters. These calculations were run on the same hardware (Intel

8



Xeon E5-2680 v3 processor), and both codes were compiled using the Intel 19 compiler. The

choice of compiler can have quite a large impact on the performance of the fmmgen-generated

code, and it was shown in the fmmgen publication that Intel compilers outperform, e.g., GCC

in this case.16 Next, the linear equations to solve the induced dipole moments (eq (1)) were

benchmarked for all water boxes generated in Section 2.2 with the field from static multipole

moments Fmul as the right-hand side of the equation, i.e., Bµind = Fmul. No parallelization

was used in these computations. The equations were solved using a Jacobi-preconditioned

Conjugate Gradient (PCG) algorithm in CPPE, and a Jacobi/DIIS algorithm in PElib with

a residual norm convergence threshold of 10−8 au. The same convergence threshold was used

for all other calculations presented in this work.

The linear scaling in production PE-SCF and PE-TDDFT calculations, where a multi-

tude of field evaluations is required, was then tested on all generated pNA systems. Calcu-

lations were performed with CPPE/PySCF and PElib/Dalton at the TD-CAM-B3LYP40/6-

31G(d,p) level of theory. For PySCF, the Tamm-Dancoff approximation (TDA) was em-

ployed.43 The five energetically lowest singlet states were computed. To test the MPI-

parallelized PElib/Dalton FMM code, the test calculations were run both on a single node

(24 cores) and on ten nodes (240 cores). Note that the FMM code in CPPE is OpenMP-

parallelized, such that all computations using this implementation are run on a single node

with 24 OMP threads. Timings for the SCF and the linear response (LR) procedure were

recorded separately. All calculations were run employing i) direct summation and ii) FMM

with p = 5 and θ = 0.5.

We computed the five lowest singlet excitation energies of pNA/38k H2Owith PE-ADC(2)

and PE-TDDFT (CAM-B3LYP) and the 6-31G(d,p) basis set. PE-ADC(2) calculations

were run with CPPE/PySCF in the adcc44 toolkit employing perturbative corrections for

the excitation energies, i.e., the induced moment equations are not solved during the ADC

procedure itself.45 The PE-TDDFT computations were run with PElib/Dalton as described

above. The computations were run employing either i) direct summation and ii) FMM with
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p = 5 and θ = 0.5.

2.4 Setup for Nile Red

A snapshot extracted from a QM/MM MD trajectory of the Nile Red molecule bound to

a Beta-lactoglobulin protein (BLG) was taken from a previous study.7 The coordinates of

the Nile Red molecule were extracted directly and used as the QM region in the following.

Embedding parameters of the protein, water, and ions were assigned using the PyFraME

package. For the protein, we used the parameters described in Ref. 46, while parameters

for the water molecules and ions were taken from Ref. 47. In addition to the primary

simulation cell, we also created larger 3x1x1, 3x3x1 and 3x3x3 replicated cells with 3, 9,

and 27 copies of the primary unit cell, respectively, which for the largest system yielded a

total of 1,664,118 environment sites, as summarized in Table 1. For the PE calculations,

Table 1: Nile Red/BLG Systems

System Name Unit Cells Nsites

1x1x1 1 61,634
3x1x1 3 184,902
3x3x1 9 554,706
3x3x3 27 1,664,118

we used FMM with p = 5 and θ = 0.5. Thole-style damping was used for all systems

using standard damping parameters. Three singlet excited states were computed using PE-

ADC(2)/6-31G(d) with CPPE/PySCF in adcc44 including perturbative corrections of the

excitation energies,45 whereas five singlet excited states were obtained with PE-TDDFT at

the CAM-B3LYP/6-31G(d) level of theory with PElib/Dalton. Local field effects were taken

into account in the PE-TDDFT calculations via effective external fields (EEF).48 The ADC

calculations were run on a single node using 24 OpenMP threads, and the TDDFT jobs were

run on 40 CPU cores on one node with MPI. The resulting stick spectra were convoluted

with a Lorentzian broadening function with a half-width at half maximum value of 0.124 eV.

The code used to generate the pNA test systems and to produce all plots contained
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in this paper, together with example Python scripts, can be found on GitHub (https:

//github.com/maxscheurer/pe_fmm) and is archived on Zenodo under the DOI 10.5281/

zenodo.4577182.

3 Results and Discussion

3.1 Errors and Timings of Electric Field Evaluations

To test the accuracy of electric field evaluations by our two implementations, we conducted a

parameter study varying the expansion order p and the opening angle θ for the pNA/38k H2O

test system. In the parameter study, we computed the static multipole fields Fmul with

contributions from static charges, dipoles, and quadrupoles. The error of the static multipole

field per site i is given by

F err
i =

∥∥Fdirect
mul,i − FFMM

mul,i

∥∥∥∥Fdirect
mul,i

∥∥ . (3)

The normalized error distributions for θ = 0.2, 0.3, 0.5, 0.7, 0.99 and p = 3, 5, 7 for each

implementation are shown in Figure 4. For small opening angles, both implementations

show rather similar error distributions, whereas for large angles (θ = 0.99), CPPE shows

smaller field evaluation errors than PElib. As a matter of fact, an opening angle close

to 1.00 should not be used in practice, such that the error differences are not concerning.

Furthermore, it can be seen that the average error can be easily controlled using both the

opening angle and the expansion order in a well-defined manner, comparable to previous

implementations.10 Since induced fields are evaluated iteratively during the SCF or LR

procedures, the overall errors due to FMM field evaluations will, of course, accumulate. We

will analyze this behavior in Section 3.3. The presented error distributions show that the

accuracy of the implementations are well controllable and approach the result from direct

summation for large expansion orders and/or small opening angles.

Another aspect of ensuring the correctness of the two implementations is the time spent
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Figure 4: Accuracy of FMM fields with the CPPE (left column) and PElib (right column)
implementations. The histograms show probability densities over the error defined in eq.
(3). The errors are shown for different values of the expansion order p and opening angle θ
for a static multipole field Fmul evaluation in pNA/38k H2O.

on the field evaluations. The tradeoff between computational effort and accuracy is, of course,

also a significant factor in the choice of p and θ for practical simulations. The timings for

the field evaluations in Figure 4 are summarized in Table 2, obtained without using any

parallelization scheme. The performance of the two implementations is overall very similar.

The run time of the direct summation evaluation is about 1500 seconds. The execution time

is reduced by a factor of two with the most conservative (and slow) FMM parameters tested,

whereas the fastest parameter set is up to 130–260 times faster. The run time increases with

increasing expansion orders and decreasing opening angle, as expected. To put the timings
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Table 2: Serial timings for static field evaluations Fmul in Figure 4a)

CPPE PElib
θ p = 3 p = 5 p = 7 p = 3 p = 5 p = 7

0.20 668.20 666.66 692.21 780.89 795.43 851.89
0.30 255.36 312.30 272.18 215.26 219.74 243.22
0.50 69.00 76.86 74.62 55.41 59.76 72.75
0.70 33.26 34.01 35.99 20.81 24.65 37.26
0.99 12.17 12.36 13.52 5.81 9.44 21.69
Direct 1574.63 1522.91

a) Timings are reported in seconds.

in perspective with respect to the entailed errors, we observe that for (p = 5, θ = 0.50),

the evaluation time decreases by approximately a factor of 20–25 for both implementations,

while the average F err
i is only 10−3. Our results qualitatively agree with a similar accuracy

analysis conducted by Caprasecca et al.49 In summary, the presented errors and timings show

the anticipated behavior and allow us to efficiently evaluate electric fields with the expected

error-performance trade-off. Based on both the timings and the field evaluation accuracy,

we adopted the combination of (p = 5, θ = 0.50) in the following, since it gives a reasonable

compromise between speed and tolerable errors.

As a next step, we tested the performance of our implementations by solving the linear

equations for the induced dipole moments. The total time to solve the equation Bµind =

Fmul, number of iterations, and time per iteration are shown in Table 3. Since the induced

fields Find are evaluated for the matrix-vector product in each iteration, FMM clearly shows

the expected performance improvement: For the largest system with almost 200k polarizable

sites, FMM is more than 30 times faster than direct summation for both implementations.

Of note, FMM is already faster than the direct approach for the system with 4083 polarizable

sites, and becomes more than 10 times faster for 41448 and 84636 polarizable sites for CPPE

and PElib, respectively. Both implementations show similar timings per iteration when using

FMM, whereas the direct code in PElib clearly outperforms CPPE. The number of required

iterations when using FMM or direct summation is identical. This indicates that FMM does

13



Table 3: Timings for solution of the induced dipole moments with direct summation and
FMM.a)

CPPE

Time [s] Niter Time / Niter [s]

Nsites Direct FMM Direct FMM Direct FMM

1440 0.9 0.8 10 10 0.1 0.1
4083 7.2 3.6 10 10 0.7 0.4
8805 37.6 9.4 11 11 3.4 0.9
16203 127.0 29.4 11 11 11.5 2.7
26883 347.5 56.4 11 11 31.6 5.1
41448 829.5 46.1 11 11 75.4 4.2
60498 1746.3 75.1 11 11 158.8 6.8
84636 3446.6 136.0 11 11 313.3 12.4
114465 7000.1 259.4 12 12 583.3 21.6
150585 13058.8 431.0 12 12 1088.2 35.9
193596 24833.7 679.9 12 12 2069.5 56.7

PElib

Time [s] Niter Time / Niter [s]

Nsites Direct FMM Direct FMM Direct FMM

1440 0.5 1.8 11 11 0.1 0.2
4083 3.3 8.2 12 12 0.3 0.7
8805 15.9 15.9 12 12 1.3 1.3
16203 66.6 34.1 13 13 5.1 2.6
26883 202.2 70.3 13 13 15.6 5.4
41448 510.8 105.3 13 13 39.3 8.1
60498 1139.9 142.7 13 13 87.7 11.0
84636 2395.6 208.1 13 13 184.3 16.0
114465 5031.2 293.3 14 14 359.4 20.9
150585 12315.4 420.9 14 14 879.7 30.1
193596 19427.7 579.3 14 14 1387.7 41.4

a) The equation Bµind = Fmul was solved with a residual norm convergence threshold of
10−8 au. No parallelization was used.

not seem to affect the convergence behavior of the linear solvers, i.e., no numerical instabilities

were observed. A similar benchmark is shown by Lipparini,11 where the solution of the

induced dipole moments for a system with 117k polarizable sites takes 22 seconds on 12 cores.

A rough extrapolation to serial time would yield approximately 264 seconds, which is in the
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same range as the timings reported for the size-wise closest system with 114k polarizable sites.

This comparison must be treated with caution, however, because the timings are recorded for

different systems, different hardware, and different FMM implementations that do not share

the same tunable parameters. The FMM code by Lipparini uses a different boxing scheme

for near/far field interactions and is based on the spherical multipoles. Nevertheless, the

presented timings of our implementations are somewhat similar to existing implementations,

even though this is just a qualitative assessment. It would be interesting to analyze how the

choice of Cartesian or spherical multipoles affects the performance of the implementations.

This would, however, require a consistent implementation of both approaches in the same

framework, such that all subtle technical details and parameters are well controllable.

3.2 Linear Scaling Test for SCF and Linear Response

Next, we will assess that our implementations show the expected linear scaling behavior in

practical quantum chemical calculations. The use of FMM is beneficial for systems where

the iterative evaluation of induced fields becomes the rate-limiting step, i.e., the classical

part of the calculation cost dominates the quantum part. To this end, we recorded timings

for SCF and LR computations on the pNA systems with direct summation and with FMM

(p = 5, θ = 0.5). We expect that for these environment-dominated systems, the wall times

for SCF and LR procedures increase quadratically with the number of sites for direct sum-

mation, and FMM should show an asymptotic linear scaling. The recorded timings for both

implementations are shown in Figure 5. The calculations with CPPE were run in PySCF

on a single compute node, whereas for PElib/Dalton, results for a single node and ten nodes

are shown. First, for SCF and LR with direct summation schemes, a quadratic increase in

wall time is observed. The prefactor for CPPE/PySCF in the LR computation is larger than

for PElib/Dalton due to the number of iterations taken in the eigensolver procedure. Also,

different efficiency of the linearly scaling parts of the host programs, such as the evaluations

of density-dependent electric fields, will lead to slightly different performance characteristics
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Figure 5: Scaling of direct (top row) and FMM summation schemes (bottom row). Wall times
for CAM-B3LYP/6-31G(d,p) SCF and linear response computations are shown. The systems
consist of box with a single pNA molecule surrounded by water molecules, consisting of Nsites

atoms. In case of CPPE/PySCF, the Tamm-Dancoff approximation (TDA) was used. Note
that the vertical axes scales differ due to the large difference between direct and FMM wall
times.

for the two codes. Nevertheless, the SCF timings are on the same order of magnitude for

both setups. Second, employing FMM mitigates the quadratic scaling and reduces the run

time for larger systems significantly. A robust linear scaling is observed for environments

with up to 200,000 polarizable sites. It is interesting to see the early onset of the quadratic

function for SCF and LR jobs for systems with less than 100,000 atoms. This shows that

the effect of FMM can be already beneficial for environments that are commonly used in

PE computations. We observe cross-over points between the total run time of the direct

and FMM implementations at 1440 and 4083 sites for CPPE and PElib, respectively. For

the systems with more than 100,000 atoms, the SCF takes at least three times longer with
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direct summation than with FMM. It is thus advisable to enable FMM for efficient PE com-

putations already when moderately sized environments are used (perhaps from about 10000

sites). Such systems sizes (and larger ones) are frequently encountered in practical settings.

Third, the setup with PElib/Dalton on ten nodes shows that the FMM implementation

in PElib efficiently scales across several nodes. Of course, the benefit of using more CPU

cores increases with a larger computational load. This can, however, be of importance when

tackling systems with larger QM regions, and the implementation integrates well with the

general parallelization strategy employed in Dalton (pure MPI). Since the majority of host

programs for CPPE do not use MPI, we refrained from an MPI-parallel FMM implementa-

tion in CPPE.

3.3 Accuracy of Electronic Excitation Spectra

Until now, we have only presented the accuracy of single field evaluations and performance

associated with FMM in practical quantum chemical calculations. The actual errors of

individual field evaluations are, however, only of minor interest for such calculations. More

important is the propagation of the FMM error to molecular properties, such as excitation

energies and transition moments. Since CPPE, PElib, and their host programs have a strong

focus on computational spectroscopy, we analyzed how the FMM error affects PE-ADC(2)

and PE-TDDFT excitation energies. For this task, we used the pNA/38k H2O test system

again, and the errors of the excitation energies of the five energetically lowest singlet states

are shown in Figure 6. Since the energy convergence threshold in the response solver for

these computations is on the order of 10−5 au, all errors below this threshold are numerically

equal to zero in this error analysis. For p = 3, mean errors are on the order of 0.5 meV

and the maximum error is 9.7 meV for PE-ADC(2). For PE-TDDFT, the mean error is 3.9

meV and the maximum error amounts to approximately 0.07 eV. These large errors are only

found when θ = 0.99 is used, which is thus not advisable in practice. A good trade-off in the

accuracy is found for p = 5 and θ = 0.5, where the excitation energy errors in this case are
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Figure 6: Errors in the excitation energies for pNA/38k H2O computed with PE-ADC(2)
and PE-TDDFT. Note that with some parameter combinations, the FMM result becomes
identical to the direct reference to all printed digits, in which case no bar is shown.

in the range between 10−5 and 10−3 eV. For practical calculations, i.e., analysis and plotting

of excitation spectra, these errors are negligibly small. The most important conclusion from

this error analysis on practical calculations is that all observed errors are well below the

intrinsic error of the employed quantum chemical method.50–52 This is encouraging because

it allows one to use PE in combination with FMM almost in a black-box manner for excited-

state calculations when reasonable defaults for the tree parameters are set (e.g., p = 5 and

θ = 0.5 in our codes). As such, FMM can also be employed by users not familiar with the

underlying principles without reducing the quality of the obtained results. How FMM affects

the accuracy of higher-order response properties would, however, require further analysis.
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3.4 Sizeable Biomolecular Systems: Nile Red in BLG

To showcase the robustness of the presented FMM implementations, we ran excited state

computations with PE-ADC(2) and PE-TDDFT on the Nile Red molecule embedded in

BLG and solvated by water. An overview of the systems is presented in Figure 7. The

system size was artificially increased for demonstration purposes by replicating the unit cell

of the MD simulation box successively in all directions (Tab. 1). The timings for individual

computational tasks and resulting spectra are presented in Figure 8.

Figure 7: Illustration of Nile Red/BLG systems. Left: Nile Red molecule (QM region).
Center: single unit cell containing water, protein, and ions. Right: 27 unit cells (3x3x3)
replicated environment.

The largest system (3x3x3) contains more than 1.6 million polarizable sites in the envi-

ronment. In the PE-ADC(2) calculations, the number of polarizable sites only affects the

run time of the SCF and the perturbative corrections (PTC). The ADC eigenvalue problem

is solved without direct environment coupling, such that it always requires the same compu-

tational cost. Theoretical time increases would be 3-fold, 9-fold, and 27-fold for the 3x1x1,

3x3x1, and 3x3x3 system, respectively, when compared to the single unit cell 1x1x1 system.

This trend is present for the SCF timings with CPPE/PySCF. Even though the observed

relative timing factors are a bit larger than the theoretical estimates, the implementation

is still capable of treating the largest systems in a linearly scaling manner. For PTC, the

relative timing factors are below the theoretical estimate due to the fact that the number
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Figure 8: Timings and excitation spectra for Nile Red/BLG computed with a) PE-ADC(2)
and b) PE-TDDFT employing FMM.

of iterations needed to solve for the induced moments varies a bit, especially when compar-

ing to the smallest system. The relative timings observed for PE-TDDFT are rather close

to theoretical estimates, showing almost ideal linear scaling behavior. In contrast to the

PE-ADC(2) calculations, the relative timing factors are all a bit smaller than the estimated

value, which could be caused by the different underlying quantum chemical programs and

the employed parallelization strategy. Most importantly, both implementations, when used

in a real-world computation, are shown to be robust with respect to system size, and no

unexpected bottlenecks arise when treating such large systems. Note that for these systems,
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the compute time using direct summation would be almost unbearable and thus inefficient for

production calculations. Timing analyses clearly show that our implementations are ready

to handle polarizable environments of any practically relevant size without any difficulties.

The observed eigenstates of the systems are expected to vary only slightly due to the

long-range nature of the interactions with additional unit cells. This is indeed the case for

all presented computations on Nile Red/BLG. For PE-ADC(2), no direct coupling to the

polarizable environment is taken into account in the ADC procedure, such that intensities

are virtually identical in each system. On the contrary, the intensity of the energetically

lowest transition increases with system size for PE-TDDFT, where direct coupling to the

environment is present in the linear response procedure. For both methods, excitation ener-

gies are almost independent of the environment size. This is expected because the excitation

energies should already be well converged for the smallest system. The additional unit cells

are just artificially increasing the computational cost of computing induced dipoles, and one

can clearly see that the long-range nature of the polarization interactions has only negligible

effects on the excitation energies. This test is, however, crucial to assess that both implemen-

tations behave reasonably also for large environments. Consequently, both implementations

can be employed for arbitrarily large polarizable environments, and yield both efficient linear

scaling and physically sound molecular properties.

4 Conclusion

We have presented the performance and accuracy of two open-source FMM implementations

to accelerate the classical parts of PE calculations. Using FMM, the asymptotic scaling

of the PE calculations with the number of sites in the environment is linear, and we ob-

serve speed-ups compared to direct-summation techniques already for systems with a few

thousand polarizable sites. Further, we have demonstrated the correct linear scaling of the

method, which allowed for treating systems with more than a million polarizable sites. We
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demonstrate that the method allows for an accurate evaluation of the electric fields needed

for the solution of the induced dipole polarization equations. More importantly, we show

how FMM can be safely applied with essentially no degradation to the accuracy of practical

calculations of excitation energies. Our open-source implementations of FMM for PE are

coupled to several quantum chemistry packages, such as PySCF, Psi4, and Dalton, which

makes it affordable to apply PE for larger environments than ever before with a wide se-

lection of wave-function or density-functional approaches, targeting a wealth of molecular

properties.
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