## Weierstrass semigroups on the Skabelund maximal curve

Beelen, Peter ; Landi, Leonardo; Montanucci, Maria

Published in:
Finite Fields and Their Applications

Link to article, DOI:
10.1016/j.ffa.2021.101811

Publication date:
2021

Document Version
Peer reviewed version

Link back to DTU Orbit

Citation (APA):
Beelen, P., Landi, L., \& Montanucci, M. (2021). Weierstrass semigroups on the Skabelund maximal curve. Finite Fields and Their Applications, 72, Article 101811. https://doi.org/10.1016/j.ffa.2021.101811

[^0]
# Weierstrass semigroups on the Skabelund maximal curve 

Peter Beelen, Leonardo Landi, and Maria Montanucci


#### Abstract

In [14], D. Skabelund constructed a maximal curve over $\mathbb{F}_{q^{4}}$ as a cyclic cover of the Suzuki curve. In this paper we explicitly determine the structure of the Weierstrass semigroup at any point $P$ of the Skabelund curve. We show that its Weierstrass points are precisely the $\mathbb{F}_{q^{4}}$-rational points. Also we show that among the Weierstrass points, two types of Weierstrass semigroup occur: one for the $\mathbb{F}_{q}$-rational points, one for the remaining $\mathbb{F}_{q^{4}}$-rational points. For each of these two types its Apéry set is computed as well as a set of generators.
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## 1 Introduction

Let $\mathcal{X}$ be a nonsingular, projective algebraic curve of genus $g$ defined over a field $\mathbb{K}$. Let $P$ be a rational point of $\mathcal{X}$. The Weierstrass semigroup $H(P)$ is defined as the set of natural numbers $n$ for which there exists a function $f$ on $\mathcal{X}$ having pole divisor $(f)_{\infty}=n P$. In general, the semigroup $H(P)$ can be defined for any point $P \in \mathcal{X}$ by seeing $\mathcal{X}$ as an algebraic curve over the algebraic closure of $\mathbb{K}$.

According to the Weierstrass gap Theorem, see [15, Theorem 1.6.8], the set $G(P):=\mathbb{N} \backslash H(P)$ contains exactly $g$ elements called gaps. The structure of $H(P)$ in general varies as $P \in \mathcal{X}$ varies. However, it is known that generically the semigroup $H(P)$ is the same, but that there can exist finitely many points of $\mathcal{X}$, called Weierstrass points, with a different set of gaps. These points are of intrinsic theoretical interest, for example in Stöhr-Voloch theory [16] to obtain characterizing properties of the curve, but when $\mathbb{K}$ is a finite field, they also occur in the study of algebraic-geometry (AG) codes [17].

In this direction, an intensively studied class of curves is the class of maximal curves, that is, algebraic curves defined over a finite field $\mathbb{F}_{q}$ having as many rational points as possible according to the Hasse-Weil bound. More precisely, an algebraic curve $\mathcal{X}$ of genus $g(\mathcal{X})$ defined over $\mathbb{F}_{q}$ is $\mathbb{F}_{q}$-maximal if it has exactly $q+1+2 g(\mathcal{X}) \sqrt{q} \mathbb{F}_{q}$-rational points. Clearly, this can only be the case if the cardinality $q$ of the finite field is a square or $g(\mathcal{X})=0$.

Important examples of maximal curves over suitable finite fields are the so-called Deligne-Lusztig curves; namely the $\mathbb{F}_{q^{2}}$-maximal Hermitian curve

$$
\mathcal{H}: y^{q+1}=x^{q}+x
$$

the $\mathbb{F}_{q^{4}}$-maximal Suzuki curve

$$
\begin{equation*}
\mathcal{S}: y^{q}+y=x^{q_{0}}\left(x^{q}+x\right) \tag{1}
\end{equation*}
$$

where $q_{0}=2^{s}, s \geq 1$ and $q=2 q_{0}^{2}$; and the $\mathbb{F}_{q^{6}}$-maximal Ree curve

$$
\mathcal{R}:\left\{\begin{array}{l}
z^{q}-z=x^{2 q_{0}}\left(x^{q}-x\right) \\
y^{q}-y=x^{q_{0}}\left(x^{q}-x\right)
\end{array}\right.
$$

where $q_{0}=3^{s}, s \geq 1$ and $q=3 q_{0}^{2}$.
For a fixed $g$, the curve $\mathcal{H}$ has the largest possible genus $g(\mathcal{H})=q(q-1) / 2$ that an $\mathbb{F}_{q^{2}}$-maximal curve can have. Also $\mathcal{H}$ and $\mathcal{S}$ are two of the four only curves of genus $g \geq 2$ having at least $8 g^{3}$ automorphisms, see [11, Theorem 11.127] and [10]. The Weierstrass points of $\mathcal{H}$ and $\mathcal{S}$ as well as the precise structure of the Weierstrass semigroups at every point of these curves are known; see [6] and [1]. On the other hand nothing is known on the curve $\mathcal{R}$ and the computation of Weierstrass semigroups seems to be a challenging task, see [4].

By a result commonly attributed to Serre, see [13, Proposition 6], any $\mathbb{F}_{q^{2}}$-rational curve which is covered by an $\mathbb{F}_{q^{2}}$-maximal curve is also $\mathbb{F}_{q^{2}}$-maximal. Apart from the Deligne-Lusztig curves, most of the known maximal curves are subcovers of the Hermitian curve.

Since 2009, examples of maximal curves that are not subcovers of the Hermitian curve have been constructed as Kummer extenstions of the Deligne-Lusztig curves. The first known example $\tilde{\mathcal{H}}$ of a maximal curve which is not a subcover of the Hermitian curve was constructed by Giulietti and Korchmáros as

$$
\tilde{\mathcal{H}}:\left\{\begin{array}{l}
y^{q+1}=x^{q}+x, \\
z^{\frac{q}{}^{q}+1}=y^{q^{2}}-y
\end{array}\right.
$$

see [7]. This curve is $\mathbb{F}_{q^{6}}$-maximal and commonly called the Giulietti-Korchmáros (GK) curve. Other two families of maximal curves as generalizations of the GK curve and Kummer extensions of the Hermitian curve were constructed in [2] and [5].

Analogously, Skabelund [14] constructed Kummer extensions of the Suzuki and Ree curves as follows. Let $q_{0}=2^{s}$ with $s \geq 1$ and $q=2 q_{0}^{2}$. The curve

$$
\tilde{\mathcal{S}}:\left\{\begin{array}{l}
y^{q}+y=x^{q_{0}}\left(x^{q}+x\right)  \tag{2}\\
t^{\frac{q^{2}+1}{q+2 q_{0}+1}}=x^{q}+x
\end{array}\right.
$$

is $\mathbb{F}_{q^{4}}$-maximal. Now let $q_{0}=3^{s}$ with $s \geq 1$ and $q=3 q_{0}^{2}$. The curve

$$
\tilde{\mathcal{R}}:\left\{\begin{array}{l}
y^{q}-y=x^{q_{0}}\left(x^{q}-x\right) \\
z^{q}-z=x^{2 q_{0}}\left(x^{q}-x\right) \\
t^{\frac{q^{3}+1}{q+3 q_{0}+1}}=x^{q}-x
\end{array}\right.
$$

is $\mathbb{F}_{q^{6} \text {-maximal. }}$. The Weierstrass points as well as the precise structure of the Weierstrass semigroups at every point of $\tilde{\mathcal{H}}$ was determined in [3]. Hence it is natural to ask whether the same can be done for the curve $\tilde{\mathcal{S}}$. In this paper, a complete answer to the aforementioned question is given. More precisely, we show the following theorem.
Theorem 1.1. Let $q_{0}=2^{s}$ with $s \geq 1$ and $q=2 q_{0}^{2}$. Let $\tilde{\mathcal{S}}$ be the curve defined in Equation (2) and $P \in \tilde{\mathcal{S}}\left(\overline{\mathbb{F}}_{q}\right)$. As usual denote by $H(P)$ the Weierstrass semigroup of $P$. Then the following hold:

If $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$, then $H(P)=\left\langle q^{2}-2 q_{0} q+q, q^{2}-q_{0} q+q_{0}, q^{2}-q+2 q_{0}, q^{2}, q^{2}+1\right\rangle$.

If $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$, then

$$
H(P)=\left\langle q^{2}-q+1, q^{2}-2 q_{0}+1, q^{2}-q_{0}+1, q^{2}, q^{2}+1, f_{i}, h_{j} \mid i=0, \ldots, 2 q_{0}-2, j=0, \ldots, q_{0}-2\right\rangle,
$$

where $f_{i}:=(i+1) q_{0}\left(q^{2}-q+1\right)-i\left(q^{2}+1\right)-1$ and $h_{j}:=(2 j+1) q_{0}\left(q^{2}-q+1\right)-j\left(q^{2}+1\right)-q_{0}$.
For integers $a_{1}, a_{2}, a_{3}, a_{4}, f$, we write $\sigma:=a_{1}+a_{2}+a_{3}+a_{4}+f$ and $\nu:=a_{1}+a_{2} q_{0}+a_{3} 2 q_{0}+a_{4} q+f q^{2}$. If $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$, then $H(P)=\mathbb{N} \backslash\left(F_{1} \cup F_{2} \cup F_{3} \cup F_{4} \cup F_{5} \cup F_{6}\right)$, where

$$
\begin{aligned}
F_{1}= & \left\{\nu+1 \mid 0 \leq a_{1} \leq q_{0}-1 ; 0 \leq a_{2} \leq 1 ; 0 \leq a_{3} \leq q_{0}-1 ; a_{4} \geq 0 ; f \geq 0 ; \sigma \leq q-2\right\}, \\
F_{2}= & \left\{\nu+(n+1) q_{0} q+1 \mid 1 \leq n \leq 2 q_{0}-2 ; 0 \leq a_{1} \leq q_{0}-1 ; 0 \leq a_{2} \leq 1 ; 0 \leq a_{3} \leq q_{0}-1 ;\right. \\
& \left.0 \leq a_{4} \leq q-q_{0}-1-n q_{0} ; f \geq 0 ; \sigma=q-q_{0}-2-n q_{0}+n\right\}, \\
F_{3}= & \left\{\nu+(2 n+1) q_{0} q+n+2 \mid 0 \leq n \leq q_{0}-2 ; 0 \leq a_{1} \leq q_{0}-2-n ; 0 \leq a_{2} \leq 1 ; 0 \leq a_{3} \leq q_{0}-1 ;\right. \\
& \left.0 \leq a_{4} \leq q_{0}-1 ; f \geq 0 ; \sigma=q-q_{0}-2-2 n q_{0}+n\right\}, \\
F_{4}= & \left\{\nu+(2 n+2) q_{0} q+n+3 \mid 0 \leq n \leq q_{0}-3 ; 0 \leq a_{1} \leq q_{0}-3-n ; 0 \leq a_{2} \leq 1 ; 0 \leq a_{3} \leq q_{0}-1 ;\right. \\
& \left.0 \leq a_{4} \leq q_{0}-1 ; f \geq 0 ; \sigma=q-2 q_{0}-2-2 n q_{0}+n\right\}, \\
F_{5}= & \left\{\nu+c q_{0}(q+1)+d\left(2 q q_{0}+2 q_{0}+1\right)+1 \mid a_{1}=0 ; 0 \leq c \leq 1 ; 0 \leq a_{2} \leq 1-c ; 1-c \leq d \leq q_{0}-1 ;\right. \\
& \left.0 \leq a_{3} \leq q_{0}-1-d ; 0 \leq a_{4} \leq q_{0}-1 ; f \geq 0 ; \sigma=q-2-2 d q_{0}-c q_{0}\right\}, \\
F_{6}= & \left\{\nu+q_{0}+(2 n+2) q_{0} q+n+2 \mid a_{1}=0 ; a_{2}=0 ; 0 \leq n \leq q_{0}-2 ; 0 \leq a_{3} \leq n ; 0 \leq a_{4} \leq q_{0}-1 ;\right. \\
& \left.f \geq 0 ; \sigma=q-2 q_{0}-2-2 n q_{0}+n\right\} .
\end{aligned}
$$

As a result, we will also obtain the set of Weierstrass points of $\tilde{\mathcal{S}}$.
Corollary 1.2. The set of Weierstrass points of $\tilde{\mathcal{S}}$ is equal to $\tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$.
The paper is organized as follows: In the next section we give the necessary background on the curve $\tilde{\mathcal{S}}$ as well as some results on Weierstrass semigroups and their gaps that we will need later. In Section 3, we compute $H(P)$ for $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$. Here it should be mentioned that to a large extent this case was already treated in [14]. Our results complement those in [14] by proving a claim on the generators of the semigroup that was stated in [14] without proof. For $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$, the corresponding Weierstrass semigroups are currently unknown. Our main results are the determination of these semigroups. More precisely, in Section 4 we compute the Weierstrass semigroup for $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$, while in Section 5 we deal with the generic case $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$.

## 2 The curve $\tilde{\mathcal{S}}$

Let $q_{0}=2^{s}$ with $s \in \mathbb{N}$ and let $q=2 q_{0}^{2}$. The curve $\tilde{\mathcal{S}}$ defined in Equation (2) was constructed by Skabelund in [14]. This curve has genus $g(\tilde{\mathcal{S}})=\frac{q^{3}-2 q^{2}+q}{2}, q^{5}-q^{4}+q^{3}+1 \mathbb{F}_{q^{4}}$-rational points, and a unique point at infinity $P_{\infty}$, which is singular and $\mathbb{F}_{q}$-rational. The curve $\tilde{\mathcal{S}}$ has been introduced in [14], where it was proved that $\tilde{\mathcal{S}}$ is maximal over $\mathbb{F}_{q^{4}}$. As is clear from Equations (1) and (2), the curve $\tilde{\mathcal{S}}$ is a cyclic Galois cover of the Suzuki curve of degree $q-2 q_{0}+1$ by projecting $(x, y, t)$ on $(x, y)$. In the remainder of this paper, we will denote this cover by pr : $\tilde{\mathcal{S}} \rightarrow \mathcal{S}$. The cover pr gives in the usual way rise to a map $\mathrm{pr}^{*}: \operatorname{Div}(\mathcal{S}) \rightarrow \operatorname{Div}(\tilde{\mathcal{S}})$. If $Q \in \mathcal{S}$, then for any $Q$ of $\mathcal{S}$, the divisor $\operatorname{pr}^{*}(Q)$ is equal to the orbit of any point $P \in \operatorname{pr}^{-1}(Q)$ under the cyclic group $C_{q-2 q_{0}+1}$ multiplied with the order of the stabilizer of $P$ in $C_{q-2 q_{0}+1}$. For an algebraic function
$f$ on $\mathcal{S}$ (resp. $\tilde{\mathcal{S}}$ ), we will write $(f)_{\mathcal{S}}\left(\right.$ resp. $\left.(f)_{\tilde{\mathcal{S}}}\right)$ for its divisor. It is well known that for any function $f \in \mathbb{F}_{q}(\mathcal{S})$, it holds that $(f)_{\tilde{\mathcal{S}}}=\operatorname{pr}^{*}\left((f)_{\mathcal{S}}\right)$.

The automorphism group $\operatorname{Aut}(\tilde{\mathcal{S}})$ of $\tilde{\mathcal{S}}$ is defined over $\mathbb{F}_{q^{4}}$ and has size $q^{2}(q-1)\left(q^{2}+1\right)\left(q-2 q_{0}+1\right)$. It has a normal subgroup $H$ isomorphic to the Suzuki $\operatorname{group} \operatorname{Sz}(q)$ and $\operatorname{Aut}(\tilde{\mathcal{S}})=H \times C_{q-2 q_{0}+1}$, where $C_{q-2 q_{0}+1}$ is the Galois group of the cyclic Galois-covering pr : $\tilde{\mathcal{S}} \rightarrow \mathcal{S}$. The set $\tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$ of the $\mathbb{F}_{q^{4}}$-rational points of $\tilde{\mathcal{S}}$ splits into two orbits under the action of $\operatorname{Aut}(\tilde{\mathcal{S}})$ : one orbit has size $q^{2}+1$ and equals $\mathcal{O}_{1}=\tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$. The other orbit is $\mathcal{O}_{2}=\tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$ and has size $q^{5}-q^{4}+q^{3}-q^{2}$; see [8] for these and other details on $\tilde{\mathcal{S}}$. In particular, we can conclude that any point $P \in \mathcal{O}_{1}=\tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$ has the same Weierstrass semigroup and similarly for $P \in \mathcal{O}_{2}=\tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$.

Let $x, y, z, t \in \mathbb{F}_{q^{4}}(\tilde{\mathcal{S}})$ be the coordinate functions of the function field of $\tilde{\mathcal{S}}$, which satisfy $y^{q}+y=$ $x^{q_{0}}\left(x^{q}+x\right)$ and $t^{q-2 q_{0}+1}=x^{q}+x$. These functions have a pole at $P_{\infty}$ only. The same is true for the functions $z:=y^{2 q_{0}}+x^{2 q_{0}+1}$ and $w:=x y^{2 q_{0}}+z^{2 q_{0}}$. Now let $P \neq P_{\infty}$ be the point of $\tilde{\mathcal{S}}$ with $(x, y, t)-$ coordinates $(a, b, c)$. Further let $Q:=\operatorname{pr}(P)$. Then $Q$ has $(x, y)$-coordinates $(a, b)$. With $\Phi(P)$ (resp. $\Phi(Q))$ we denote the point $\Phi(P)=\left(a^{q}, b^{q}, c^{q}\right)\left(\right.$ resp. $\Phi(Q)=\left(a^{q}, b^{q}\right)$ ). In the sequel we will frequently use the following functions and information on their divisors:

$$
\begin{equation*}
\tilde{x}_{Q}:=x+a ; \quad\left(\tilde{x}_{Q}\right)_{\mathcal{S}}=Q+E_{x}-q Q_{\infty} \tag{3}
\end{equation*}
$$

where $E_{x} \geq 0$ and $\operatorname{Supp}\left(E_{x}\right) \cap\left\{Q, Q_{\infty}\right\}=\emptyset$,

$$
\begin{equation*}
\tilde{y}_{Q}:=y+b+a^{q_{0}}(x+a) ; \quad\left(\tilde{y}_{Q}\right)_{\mathcal{S}}=q_{0} Q+\Phi(Q)+E_{y}-\left(q+q_{0}\right) Q_{\infty} \tag{4}
\end{equation*}
$$

where $E_{y} \geq 0$ and $\operatorname{Supp}\left(E_{y}\right) \cap\left\{Q, \Phi(Q), Q_{\infty}\right\}=\emptyset$,

$$
\begin{equation*}
\tilde{z}_{Q}:=a^{2 q_{0}} x+z+b^{2 q_{0}} ; \quad\left(\tilde{z}_{Q}\right)_{\mathcal{S}}=2 q_{0} Q+\Phi(Q)+E_{z}-\left(q+2 q_{0}\right) Q_{\infty} \tag{5}
\end{equation*}
$$

where $E_{z} \geq 0$ and $\operatorname{Supp}\left(E_{z}\right) \cap\left\{Q, \Phi(Q), Q_{\infty}\right\}=\emptyset$, and

$$
\begin{equation*}
\tilde{w}_{Q}:=a^{q} \tilde{z}_{Q}+b^{2 q_{0}} x+w+b^{2}+a^{2 q_{0}+2} ; \quad\left(\tilde{w}_{Q}\right)_{\mathcal{S}}=q Q+2 q_{0} \Phi(Q)+\Phi^{2}(Q)-\left(q+2 q_{0}+1\right) Q_{\infty} \tag{6}
\end{equation*}
$$

Over $\mathbb{F}_{q}$, the Suzuki curve has $L$-polynomial $\left(1+2 q_{0} T+q T^{2}\right)^{g(\mathcal{S})}$. By the Fundamental Equation [11, Proposition 10.6 (I)], the operator $q$ id $+2 q_{0} \Phi+\Phi^{2}$ therefore acts trivially on linear equivalence classes of divisors of degree zero, for example on $Q-Q_{\infty}$. This means that the existence of a function $\tilde{w}_{Q}$ with divisor $\left(q \mathrm{id}+2 q_{0} \Phi+\Phi^{2}\right)\left(Q-Q_{\infty}\right)$ is guaranteed. Similarly applying the Fundamental Equation to the maximal curve $\tilde{\mathcal{S}}$ (over $\mathbb{F}_{q^{4}}$ ), we see that there exists a function $\pi_{P}$ on $\tilde{\mathcal{S}}$ with divisor:

$$
\begin{equation*}
\left(\pi_{P}\right)_{\tilde{\mathcal{S}}}=q^{2} P+\Phi^{4}(P)-\left(q^{2}+1\right) P_{\infty} \tag{7}
\end{equation*}
$$

In particular $\left(\pi_{P}\right)_{\tilde{\mathcal{S}}}=\left(q^{2}+1\right)\left(P-P_{\infty}\right)$ if $P$ is $\mathbb{F}_{q^{4}}$-rational. It is not hard to find the function $\pi_{P}$ explicitly:

$$
\pi_{P}=\tilde{w}_{Q}+A^{q} \tilde{z}_{Q}+A^{q+2 q_{0}} \tilde{x}_{Q}+c^{q^{2}}(t+c), \text { where } A:=a^{q}+a
$$

Note that if $P$ is $\mathbb{F}_{q}$-rational, then $A=0$ and $\pi_{P}=\tilde{w}_{Q}$. This observation is consistent with the divisors given above. Indeed, if $\Phi(P)=P$, then also $\Phi(Q)=Q$ and since $Q$ and $Q_{\infty}$ are totally ramified in the cover pr : $\tilde{\mathcal{S}} \rightarrow \mathcal{S}$ :

$$
\left(\pi_{P}\right)_{\tilde{\mathcal{S}}}=\operatorname{pr}^{*}\left(\left(\tilde{w}_{Q}\right)_{\mathcal{S}}\right)=\left(q+2 q_{0}+1\right)\left(q-2 q_{0}+1\right)\left(P-P_{\infty}\right)=\left(q^{2}+1\right)\left(P-P_{\infty}\right)
$$

As we already announced, our aim is to determine the structure of the Weierstrass semigroup at every point $P$ of the curve $\tilde{\mathcal{S}}$. First of all we observe that the orbit structure of $\operatorname{Aut}(\tilde{\mathcal{S}})$ tells us already that the Weierstrass semigroup at $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$ will be the same as $H\left(P_{\infty}\right)$, and $H(R)=H(Q)$ for all $R, Q \in$ $\tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$.

Clearly, as we will do for $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$, computing $H(P)$ is equivalent to completely determine the gap structure at $P$, that is, the complement $G(P)=\mathbb{N} \backslash H(P)$. Hence to finish this section we state some facts that we will use to achieve this. We start with the following well-known proposition connecting regular differentials (i.e., differential forms having no poles anywhere on $\tilde{\mathcal{S}}$ ) and gaps of $H(P)$.

Proposition 2.1. [18, Corollary 14.2.5] Let $\mathcal{X}$ be an algebraic curve of genus $g$ defined over a field $\mathbb{K}$. Let $P$ be a point of $\mathcal{X}$ and $\omega$ be a regular differential on $\mathcal{X}$. Then $v_{P}(\omega)+1$ is a gap at $P$.

This proposition has the following, for us very useful, consequence.
Corollary 2.2. For any point $P$ on the curve $\tilde{\mathcal{S}}$ distinct from $P_{\infty}$, and for any $f \in L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$, we have $v_{P}(f)+1 \in G(P)$.

Proof. First note that $(d x)_{\mathcal{S}}=(2 g(\mathcal{S})-2) Q_{\infty}=\left(2 q_{0}(q-1)-2\right) Q_{\infty}$. The set of points that branch in the cover pr : $\tilde{\mathcal{S}} \rightarrow \mathcal{S}$ is exactly $\mathcal{S}\left(\mathbb{F}_{q}\right)$, the set of $\mathbb{F}_{q}$-rational points of the Suzuki curve, all with ramification index $q-2 q_{0}+1$. Moreover, the points of $\tilde{\mathcal{S}}$ above $\mathcal{S}\left(\mathbb{F}_{q}\right)$ are precisely the $\mathbb{F}_{q}$-rational points of $\tilde{\mathcal{S}}$. Therefore, we immediately obtain that

$$
\begin{aligned}
(d x)_{\tilde{\mathcal{S}}} & =\left(q-2 q_{0}+1\right)\left(2 q_{0}(q-1)-2\right) P_{\infty}+\left(q-2 q_{0}\right) \sum_{P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)} P \\
& =\left(2 q_{0} q^{2}-2 q^{2}+q-2\right) P_{\infty}+\left(q-2 q_{0}\right) \sum_{P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right), P \neq P_{\infty}} P
\end{aligned}
$$

Thus, from $t^{q-2 q_{0}+1}=x^{q}+x$ and $(t)_{\tilde{\mathcal{S}}}=\sum_{P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right), P \neq P_{\infty}} P-q^{2} P_{\infty}$ we get,

$$
(d t)_{\tilde{\mathcal{S}}}=\left(\frac{d x}{t^{q-2 q_{0}}}\right)_{\tilde{\mathcal{S}}}=\left(q^{3}-2 q^{2}+q-2\right) P_{\infty}
$$

In particular a differential $f d t$ is regular if and only if $f \in L\left(\left(q^{3}-2 q^{2}+q-2\right) P_{\infty}\right)=L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$. The claim now follows by applying Proposition 2.1.

## 3 The Weierstrass semigroup for $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$

From Equations (3)-(6) and $(t)_{\tilde{\mathcal{S}}}=\sum_{P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right), P \neq P_{\infty}} P-q^{2} P_{\infty}$, it is clear that the Weierstrass semigroup $H\left(P_{\infty}\right)$ contains the integers $q^{2}-2 q_{0} q+q, q^{2}-q_{0} q+q_{0}, q^{2}-q+2 q_{0}, q^{2}$, and $q^{2}+1$. This was already observed in [14], where in fact it was written that $H\left(P_{\infty}\right)$ is generated by these five numbers. To complete the results in [14], we give a formal proof of this claim in this section. Note that the fact that $\tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$ forms one orbit under the action of the automorphism group of $\tilde{\mathcal{S}}$, directly implies that $H(P)=H\left(P_{\infty}\right)$ for any point $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$.

We will use the following standard terminology for numerical semigroups:

Definition. Let $Z \subset \mathbb{N}$ be a numerical semigroup. The set $G(Z):=\mathbb{N} \backslash Z$ is called the set of gaps of $Z$. The genus $g(Z)$, resp. multiplicity $m_{Z}$, resp. conductor $c_{Z}$ of $Z$ is defined to be

$$
g(Z):=|\mathbb{N} \backslash Z|, \quad \text { resp. } \quad m_{Z}:=\min \{z \in Z \mid z>0\}, \quad \text { resp. } \quad c_{Z}:=1+\max \{z \in \mathbb{N} \backslash Z\}
$$

Further, the Apéry set $A p(Z)$ of $Z$ is defined to be

$$
\operatorname{Ap}(Z):=\left\{z \in Z \mid z-m_{Z} \notin Z\right\}
$$

The Apéry set $\operatorname{Ap}(Z)$ has cardinality $m_{Z}$ and its elements form a complete set of representatives for the congruence classes of $\mathbb{Z}$ modulo $m_{Z}$. Moreover, by definition of $\operatorname{Ap}(Z)$, each representative is minimal among those lying in $Z$. As a consequence, the semigroup $Z$ can conveniently be described as $Z=\left\{a+t m_{Z} \mid a \in\right.$ $\operatorname{Ap}(Z), t \geq 0\}$. This also implies that the genus and conductor of $Z$ can be deduced directly from $m_{Z}$ and $\operatorname{Ap}(Z)$ :

$$
g(Z)=\sum_{a \in \operatorname{Ap}(Z)}\left\lfloor\frac{a}{m_{Z}}\right\rfloor \quad \text { and } \quad c_{Z}=1+\max \{z \in \operatorname{Ap}(Z)\}-m_{Z}
$$

This implies that if $A \subset Z$ consists of $m_{Z}$ elements that form a complete set of representatives for the congruence classes of $\mathbb{Z}$ modulo $m_{Z}$, then $A=\operatorname{Ap}(Z)$ if and only if $g(Z)=\sum_{a \in A}\left\lfloor\frac{a}{m_{Z}}\right\rfloor$. It is well known that $c_{Z} \leq 2 g(Z)$. A numerical semigroup for which $c_{Z}=2 g(Z)$ is called a symmetric semigroup.

Now we return to the study of the semigroup $H\left(P_{\infty}\right)$. It will be convenient to introduce a notation for the five integers contained in it that we mentioned previously:

$$
\mathfrak{g}_{0}:=q^{2}-2 q_{0} q+q, \quad \mathfrak{g}_{1}:=q^{2}-q_{0} q+q_{0}, \quad \mathfrak{g}_{2}:=q^{2}-q+2 q_{0}, \quad \mathfrak{g}_{3}:=q^{2}, \quad \text { and } \quad \mathfrak{g}_{4}:=q^{2}+1
$$

Moreover, we write $H=\left\langle\mathfrak{g}_{0}, \mathfrak{g}_{1}, \mathfrak{g}_{2}, \mathfrak{g}_{3}, \mathfrak{g}_{4}\right\rangle$ for the numerical semigroup generated by them. Since $\mathfrak{g}_{0}<\mathfrak{g}_{1}<$ $\mathfrak{g}_{2}<\mathfrak{g}_{3}<\mathfrak{g}_{4}$, we see that $m_{H}=\mathfrak{g}_{0}$. Moreover, since $H \subseteq H\left(P_{\infty}\right)$, we have $g(H) \geq g(\tilde{\mathcal{S}})$. Using Apéry sets, we will actually show that $g(H) \leq g(\tilde{\mathcal{S}})$, which then immediate will imply that $H=H\left(P_{\infty}\right)$.

Lemma 3.1. Let $A:=\left\{h \mathfrak{g}_{1}+i \mathfrak{g}_{2}+j \mathfrak{g}_{3}+k \mathfrak{g}_{4} \mid 0 \leq h \leq 1,0 \leq i \leq q_{0}-1,0 \leq j \leq q-2 q_{0}, 0 \leq k \leq q_{0}-1\right\}$. Then $A$ is a complete set of representatives for the congruence classes of $\mathbb{Z}$ modulo $\mathfrak{g}_{0}$.

Proof. By definition of $A$, there are $2 q_{0}^{2}\left(q-2 q_{0}+1\right)=\mathfrak{g}_{0}$ different four-tuples of parameters $(h, i, j, k)$ describing the elements of $A$, so $|A| \leq \mathfrak{g}_{0}$. The lemma follows once we show that elements of the form $h \mathfrak{g}_{1}+i \mathfrak{g}_{2}+j \mathfrak{g}_{3}+k \mathfrak{g}_{4}$ are pairwise distinct modulo $\mathfrak{g}_{0}$ for distinct four-tuples $(h, i, j, k)$ satisfying

$$
0 \leq h \leq 1, \quad 0 \leq i \leq q_{0}-1, \quad 0 \leq j \leq q-2 q_{0}, \quad 0 \leq k \leq q_{0}-1
$$

Now let $a=h \mathfrak{g}_{1}+i \mathfrak{g}_{2}+j \mathfrak{g}_{3}+k \mathfrak{g}_{4}$ and $a^{\prime}=h^{\prime} \mathfrak{g}_{1}+i^{\prime} \mathfrak{g}_{2}+j^{\prime} \mathfrak{g}_{3}+k^{\prime} \mathfrak{g}_{4}$ be elements of $A$ and suppose that $a \equiv a^{\prime}\left(\bmod \mathfrak{g}_{0}\right)$. Recall that $q=2 q_{0}^{2}$ and that $q$ divides $\mathfrak{g}_{0}$. Hence the congruence $a \equiv a^{\prime}\left(\bmod \mathfrak{g}_{0}\right)$ implies that $a \equiv a^{\prime}\left(\bmod q_{0}\right)$. This in turn is equivalent to the congruence $k \equiv k^{\prime}\left(\bmod q_{0}\right)$. Since $0 \leq k<q_{0}$ and $0 \leq k^{\prime}<q_{0}$, we see that $k=k^{\prime}$. Now working modulo $2 q_{0}$, implies that $q_{0} h \equiv q_{0} h^{\prime}\left(\bmod 2 q_{0}\right)$. Since $0 \leq h \leq 1$ and $0 \leq h^{\prime} \leq 1$, we obtain $h=h^{\prime}$. Similarly working modulo $q$, implies that $i=i^{\prime}$. At this point, we know that $j \mathfrak{g}_{3} \equiv j^{\prime} \mathfrak{g}_{3}\left(\bmod \mathfrak{g}_{0}\right)$. Dividing by $q$, we obtain that $j q \equiv j^{\prime} q\left(\bmod q-2 q_{0}+1\right)$, whence $j \equiv j^{\prime}$ $\left(\bmod q-2 q_{0}+1\right)$ and therefore $j=j^{\prime}$.
Theorem 3.2. For any $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$, we have $H(P)=\left\langle q^{2}-2 q_{0} q+q, q^{2}-q_{0} q+q_{0}, q^{2}-q+2 q_{0}, q^{2}, q^{2}+1\right\rangle$.

Proof. As before, let $H$ denote the semigroup $\left\langle q^{2}-2 q_{0} q+q, q^{2}-q_{0} q+q_{0}, q^{2}-q+2 q_{0}, q^{2}, q^{2}+1\right\rangle$. As observed before, we know that $H(P)$ contains $H$ and hence $g(H) \geq g(\tilde{\mathcal{S}})$. From Lemma 3.1, we see that $g(H) \leq \sum_{a \in A}\left\lfloor\frac{a}{\mathfrak{g}_{0}}\right\rfloor$. Note that equality holds if and only if $A=\operatorname{Ap}(H)$.

For simplicity let us denote $m=2 q_{0}^{2}-2 q_{0}+1$, so that $\mathfrak{g}_{0}=2 q_{0}^{2} m$. Then:

$$
\begin{aligned}
& \sum_{a \in A}\left\lfloor\frac{a}{\mathfrak{g}_{0}}\right\rfloor=\sum_{a \in A} \frac{a-a \bmod \mathfrak{g}_{0}}{\mathfrak{g}_{0}}=\frac{1}{\mathfrak{g}_{0}} \sum_{a \in A} a-\frac{1}{\mathfrak{g}_{0}} \sum_{r=0}^{\mathfrak{g}_{0}-1} r \\
& =\frac{1}{\mathfrak{g}_{0}} \sum_{h=0}^{1} \sum_{i=0}^{q_{0}-1} \sum_{j=0}^{m-1} \sum_{k=0}^{q_{0}-1}\left(h \mathfrak{g}_{1}+i \mathfrak{g}_{2}+j \mathfrak{g}_{3}+k \mathfrak{g}_{4}\right)-\frac{1}{\mathfrak{g}_{0}} \cdot \frac{\mathfrak{g}_{0}\left(\mathfrak{g}_{0}-1\right)}{2} \\
& =\frac{1}{\mathfrak{g}_{0}}\left(q_{0}^{2} m \mathfrak{g}_{1}+2 q_{0} m \frac{q_{0}\left(q_{0}-1\right)}{2} \mathfrak{g}_{2}+2 q_{0}^{2} \frac{m(m-1)}{2} \mathfrak{g}_{3}+2 q_{0} m \frac{q_{0}\left(q_{0}-1\right)}{2} \mathfrak{g}_{4}\right)-\frac{\mathfrak{g}_{0}-1}{2} \\
& =g(\tilde{\mathcal{S}}) .
\end{aligned}
$$

Hence $g(H) \leq g(\tilde{\mathcal{S}})$. Combining all the above, we see $g(H)=g(\tilde{\mathcal{S}})$, which implies that $H(P)=H$.
Corollary 3.3. Let $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$ and as before, let $A:=\left\{h \mathfrak{g}_{1}+i \mathfrak{g}_{2}+j \mathfrak{g}_{3}+k \mathfrak{g}_{4} \mid 0 \leq h \leq 1,0 \leq i \leq q_{0}-1,0 \leq\right.$ $\left.j \leq q-2 q_{0}, 0 \leq k \leq q_{0}-1\right\}$. Then $\operatorname{Ap}(H(P))=A$. Further, $H(P)$ is a symmetric semigroup.

Proof. The statement $\operatorname{Ap}(H(P))=A$ follows from the proof of Theorem 3.2. In particular, the largest gap of $H\left(P_{\infty}\right)$ is

$$
\max \{z \in A\}-\mathfrak{g}_{0}=\mathfrak{g}_{1}+\left(q_{0}-1\right) \mathfrak{g}_{2}+\left(q-2 q_{0}\right) \mathfrak{g}_{3}+\left(q_{0}-1\right) \mathfrak{g}_{4}-\mathfrak{g}_{0}=2 g(\tilde{\mathcal{S}})-1
$$

This means that the conductor of $H(P)$ is $2 g(\tilde{\mathcal{S}})$ and hence that the semigroup is symmetric.
We will later see that any $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$ is a Weierstrass point by computing the Weierstrass semigroups for all points on $\tilde{\mathcal{S}}$. However, using the symmetry of $H\left(P_{\infty}\right)$ that we just proved and [12, Proposition 50], we can already conclude this now.

## 4 The Weierstrass semigroup for $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$

Let $P$ be a point in $\tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$ with $(x, y, t)$-coordinates $(a, b, c)$. The aim of this section is to prove the following theorem.

Theorem 4.1. The Weierstrass semigroup $H(P)$ is generated by the following $3 q_{0}+3$ elements:

$$
\begin{aligned}
& \mathrm{g}_{0}:=q^{2}-q+1, \\
& \mathrm{~g}_{1}:=q^{2}-2 q_{0}+1, \\
& \mathrm{~g}_{2}:=q^{2}-q_{0}+1, \\
& \mathrm{~g}_{3}:=q^{2}, \\
& \mathrm{~g}_{4}:=q^{2}+1, \\
& \mathrm{f}_{i}:=(i+1) q_{0} g_{0}-i g_{4}-1 \quad i=0, \ldots, 2 q_{0}-2, \\
& \mathrm{~h}_{j}:=(2 j+1) q_{0} g_{0}-j g_{4}-q_{0} \quad j=0, \ldots, q_{0}-2 .
\end{aligned}
$$

The strategy of the proof will be to first show that the $3 q_{0}+3$ elements mentioned in Theorem 4.1 are in $H(P)$, then showing that the semigroup generated by them has $g(\tilde{\mathcal{S}})$ gaps. As before we write $Q=\operatorname{pr}(P)$, the point of $\mathcal{S}$ lying under $P$ in the cover pr : $\tilde{\mathcal{S}} \rightarrow \mathcal{S}$.

Lemma 4.2. There exists a divisor $D \geq 0$ on $\mathcal{S}$ satisfying $\Phi^{i}(Q) \notin \operatorname{Supp}(D)$ for $i=0, \ldots, 3$ such that:
a) The divisor $q_{0} \sum_{i=0}^{3} \Phi^{i}(Q)+D-\left(q+2 q_{0}+1\right) Q_{\infty}$ is principal.
b) The divisor $\left((2 i+1) q q_{0}+q_{0}\right) Q+\left(i q+q_{0}\right) \Phi(Q)+\left(q_{0}-1-i\right) \Phi^{3}(Q)+D-\left((2 i+1) q_{0}-i\right)\left(q+2 q_{0}+1\right) Q_{\infty}$ is principal for all $i \geq 0$.
Proof. a) Using the transitivity of the automorphism group of $\mathcal{S}$ on $\mathcal{S}\left(\mathbb{F}_{q^{4}}\right) \backslash \mathcal{S}\left(\mathbb{F}_{q}\right)$, we may assume without loss of generality that $a \in \mathbb{F}_{q^{2}} \backslash \mathbb{F}_{q}$. Define $\alpha:=\left(a^{q}+a\right)^{q_{0}} \in \mathbb{F}_{q}$ and let

$$
\begin{equation*}
F_{0}:=\alpha\left(a^{q_{0}} x+y+a^{q_{0}+1}+b\right)+x(x+a)^{2 q_{0}}+(y+b)^{2 q_{0}} . \tag{8}
\end{equation*}
$$

Observe that $F_{0}$ is defined over $\mathbb{F}_{q}$, since Equation (8) can also be expressed as

$$
F_{0}=a^{(q+1) q_{0}} x+\alpha y+y^{2 q_{0}}+x^{2 q_{0}+1}+\left(\alpha\left(a^{q_{0}+1}+b\right)+b^{2 q_{0}}\right)
$$

where $\left(\alpha\left(a^{q_{0}+1}+b\right)+b^{2 q_{0}}\right)$ lies in $\mathbb{F}_{q}$ because

$$
\begin{gathered}
\left(\alpha\left(a^{q_{0}+1}+b\right)+b^{2 q_{0}}\right)^{q}+\left(\alpha\left(a^{q_{0}+1}+b\right)+b^{2 q_{0}}\right)=\alpha\left(a^{\left(q_{0}+1\right) q}+a^{q_{0}+1}\right)+\alpha\left(b^{q}+b\right)+\left(b^{q}+b\right)^{2 q_{0}}= \\
\alpha\left(a^{\left(q_{0}+1\right) q}+a^{q_{0}+1}\right)+\alpha a^{q_{0}}\left(a^{q}+a\right)+\left(a^{q_{0}}\left(a^{q}+a\right)\right)^{2 q_{0}}=\alpha^{2} a^{q}+a^{q} \alpha^{2}=0
\end{gathered}
$$

Recalling Equation (4), we have

$$
\begin{equation*}
v_{Q}\left(F_{0}\right) \geq \min \left\{v_{Q}\left(a^{q_{0}} x+y+a^{q_{0}+1}+b\right), v_{Q}\left(x(x+a)^{2 q_{0}}\right), v_{Q}\left((y+b)^{2 q_{0}}\right)\right\}=v_{Q}\left(\tilde{y}_{Q}\right)=q_{0} . \tag{9}
\end{equation*}
$$

Inequality (9) is in fact an equality, since $x(x+a)^{2 q_{0}}$ and $(y+b)^{2 q_{0}}$ have valuation at $Q$ larger than or equal to $2 q_{0}$. The valuation of $F_{0}$ at $\Phi^{i}(Q)$, for $i=0, \ldots, 3$ can be obtained from Inequality (9) and from the fact that $F_{0}$ is defined over $\mathbb{F}_{q}$, as

$$
v_{\Phi^{i}(Q)}\left(F_{0}\right)=v_{Q}\left(\Phi^{-i}\left(F_{0}\right)\right)=v_{Q}\left(F_{0}\right)=q_{0}
$$

Finally, observe that $Q_{\infty}$ is the only pole of $F_{0}$ and that

$$
v_{Q_{\infty}}\left(F_{0}\right)=v_{Q_{\infty}}\left(x^{2 q_{0}+1}+y^{2 q_{0}}\right)=v_{Q_{\infty}}(z)=-\left(q+2 q_{0}\right)
$$

Therefore there exists an effective divisor $\tilde{D}$ with support not containing $\Phi^{i}(Q)$ for $i=0, \ldots, 3$ such that

$$
\left(F_{0}\right)_{\mathcal{S}}=q_{0} \sum_{i=0}^{3} \Phi^{i}(Q)+\tilde{D}-\left(q+2 q_{0}\right) Q_{\infty}
$$

The conclusion follows after setting $D:=\tilde{D}+Q_{\infty}$.
b) Let us write

$$
D_{i}:=\left((2 i+1) q q_{0}+q_{0}\right) Q+\left(i q+q_{0}\right) \Phi(Q)+\left(q_{0}-1-i\right) \Phi^{3}(Q)+D-\left((2 i+1) q_{0}-i\right)\left(q+2 q_{0}+1\right) Q_{\infty}
$$

Using part a) and Equation (6), we observe that $D_{i}=\left(F_{0}\right)_{\mathcal{S}}+\left(\tilde{w}_{Q}^{(2 i+1) q_{0}}\right)_{\mathcal{S}}-\left(\tilde{w}_{\Phi(Q)}^{i+1}\right)_{\mathcal{S}}$.

Proposition 4.3. The integers $\mathrm{g}_{0}, \mathrm{~g}_{1}, \mathrm{~g}_{2}, \mathrm{~g}_{3}, \mathrm{~g}_{4}, \mathrm{f}_{0}, \ldots, \mathrm{f}_{2 q_{0}-2}, \mathrm{~h}_{0}, \ldots, \mathrm{~h}_{q_{0}-2}$ are elements of $H(P)$.
Proof. The first five values $\mathrm{g}_{0}, \mathrm{~g}_{1}, \mathrm{~g}_{2}, \mathrm{~g}_{3}, \mathrm{~g}_{4}$ can be obtained as pole orders at $P$ of the functions $\gamma_{0}=\tilde{w}_{Q} \cdot \pi_{P}^{-1}$, $\gamma_{1}=\tilde{w}_{\Phi^{3}(Q)} \cdot \pi_{P}^{-1}, \gamma_{2}=\tilde{y}_{Q} \cdot \pi_{P}^{-1}, \gamma_{3}=\tilde{x}_{Q} \cdot \pi_{P}^{-1}, \gamma_{4}=\pi_{P}^{-1}$ respectively. It can be easily seen from Equations (4), (6), and (7) that such functions are regular outside $P$.

Let us prove now that $\mathrm{f}_{i}$ is in $H(P)$ for $i=0, \ldots, 2 q_{0}-2$. For each $i=0, \ldots, 2 q_{0}-2$ define:

$$
\alpha_{i}:=\frac{\tilde{w}_{Q}^{(i+1) q_{0}} \cdot \tilde{w}_{\Phi^{2}(Q)}}{\tilde{w}_{\Phi(Q)}^{(i+1)}} .
$$

By Equation (6), the divisor of $\alpha_{i}$ in $\mathcal{S}$ is

$$
\left(\alpha_{i}\right)_{\mathcal{S}}=\left((i+1) q q_{0}+1\right) Q+\left(q-(i+1) q_{0}\right) \Phi^{2}(Q)+\left(2 q_{0}-(i+1)\right) \Phi^{3}(Q)-\left((i+1) q_{0}-i\right)\left(q+2 q_{0}+1\right) Q_{\infty}
$$

Note that the assumption $i \leq 2 q_{0}-2$ implies that $\left(q-(i+1) q_{0}\right) \geq q_{0}>0$ and $\left(2 q_{0}-(i+1)\right) \geq 1$. Since $P$ is unramified and $P_{\infty}$ is totally ramified in the cover pr : $\tilde{\mathcal{S}} \rightarrow \mathcal{S}$, we have:

$$
\left\{\begin{array}{l}
v_{P}\left(\alpha_{i}\right)=v_{Q}\left(\alpha_{i}\right)=(i+1) q q_{0}+1 \\
v_{P_{\infty}}\left(\alpha_{i}\right)=v_{Q_{\infty}}\left(\alpha_{i}\right) \cdot\left(q-2 q_{0}+1\right)=-\left((i+1) q_{0}-i\right)\left(q^{2}+1\right), \\
v_{R}\left(\alpha_{i}\right) \geq 0
\end{array} \quad \text { for } R \neq P, P_{\infty}\right.
$$

Therefore the function $\beta_{i}:=\alpha_{i} / \pi_{P}^{(i+1) q_{0}-i}$ satisfies

$$
\left\{\begin{array}{l}
v_{P}\left(\beta_{i}\right)=\left((i+1) q q_{0}+1\right)-\left((i+1) q_{0}-i\right)\left(q^{2}+1\right)=-\mathrm{f}_{i} \\
v_{P_{\infty}}\left(\beta_{i}\right)=-\left((i+1) q_{0}-i\right)\left(q^{2}+1\right)+\left((i+1) q_{0}-i\right)\left(q^{2}+1\right)=0, \\
v_{R}\left(\beta_{i}\right)=v_{R}\left(\alpha_{i}\right) \geq 0
\end{array} \quad \text { for } R \neq P, P_{\infty}\right.
$$

Hence, $\beta_{i}$ is a function having a unique pole in $P$ of order $\mathrm{f}_{i}$.
Let us finally prove that $\mathrm{h}_{i}$ is in $H(P)$ for $i=0, \ldots, q_{0}-2$. By Lemma 4.2 part b), there exists a function $\delta_{i} \in \mathbb{F}_{q^{4}}(\mathcal{S})$ and some effective divisor $D$ such that
$\left(\delta_{i}\right)_{\mathcal{S}}=D_{i}:=\left((2 i+1) q q_{0}+q_{0}\right) Q+\left(i q+q_{0}\right) \Phi(Q)+\left(q_{0}-1-i\right) \Phi^{3}(Q)+D-\left((2 i+1) q_{0}-i\right)\left(q+2 q_{0}+1\right) Q_{\infty}$.
The assumption $i \leq q_{0}-2$ guarantees that $\delta_{i}$ is regular outside $Q_{\infty}$. Recalling Equation (7), the function $\eta_{i}:=\delta_{i} / \pi_{P}^{(2 i+1) q_{0}-i}$ satisfies

$$
\left\{\begin{array}{l}
v_{P}\left(\eta_{i}\right)=\left((2 i+1) q q_{0}+q_{0}\right)-\left((2 i+1) q_{0}-i\right)\left(q^{2}+1\right)=-\mathrm{h}_{i}, \\
v_{P_{\infty}}\left(\eta_{i}\right)=-\left((2 i+1) q_{0}-i\right)\left(q^{2}+1\right)+\left((2 i+1) q_{0}-i\right)\left(q^{2}+1\right)=0, \\
v_{R}\left(\eta_{i}\right)=v_{R}\left(\delta_{i}\right) \geq 0
\end{array} \quad \text { for } R \neq P, P_{\infty}\right.
$$

Hence, $\eta_{i}$ is a function having a unique pole in $P$ of order $\mathrm{h}_{i}$.
A consequence of Proposition 4.3 is that the numerical semigroup

$$
\left.H:=\left\langle\mathrm{g}_{0}, \mathrm{~g}_{1}, \mathrm{~g}_{2}, \mathrm{~g}_{3}, \mathrm{~g}_{4}, \mathrm{f}_{i}, \mathrm{~h}_{j}\right| i=0, \ldots, 2 q_{0}-2 \text { and } j=0, \ldots, q_{0}-2\right\rangle
$$

is contained in $H(P)$. To show that equality $H=H(P)$ holds, from which Theorem 4.1 follows, it suffices to prove that $H$ has the same genus of $H(P)$, namely that $g(H)=g(H(P))=\frac{1}{2} q(q-1)^{2}$.

Observe that $\mathrm{g}_{0}$ is the smallest generator of $H$; in particular $\mathrm{g}_{0}$ is the multiplicity of $H$ and the Apéry set $\operatorname{Ap}(H)$ consists of $g_{0}$ distinct elements. We now want to find a map $\varphi:\left\{0, \ldots, g_{0}-1\right\} \rightarrow \mathbb{N}$ such that any $a \in \operatorname{Ap}(H)$ can be expressed as $a=\varphi(i) \mathrm{g}_{0}+i$ for some $i \in\left\{0, \ldots, \mathrm{~g}_{0}-1\right\}$.

Lemma 4.4. Let $i \in\left\{0, \ldots, \frac{q(q-2)}{2}\right\}$ and write $i=l q+k q_{0}+j$ with $j \in\left\{0, \ldots, q_{0}-1\right\}, k \in\left\{0, \ldots, 2 q_{0}-1\right\}$ and $l \geq 0$. Define:

$$
\varphi_{1}(i)= \begin{cases}l & \text { if } j=0 \text { and } k=0 \\ l+1+\max \left\{q-q_{0}(k+2 l+2), 0\right\} & \text { if } j=0 \text { and } k \neq 0, \\ l+1+\max \left\{q-q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right), 0\right\} & \text { if } j \neq 0\end{cases}
$$

Then $\varphi_{1}(i) \mathrm{g}_{0}+i$ belongs to $H$.
Proof. Clearly, if $j=0$ and $k=0$, then $\varphi_{1}(i) g_{0}+i=l g_{0}+l q=l g_{4}$ belongs to $H$.
We now consider the case of $j=0, k \neq 0$ and $\max \left\{q-q_{0}(k+2 l+2), 0\right\}>0$. Note that this last condition implies that $2 q_{0}-k-2 l-2>0$. Then:

$$
\begin{aligned}
\varphi_{1}(i) \mathrm{g}_{0}+i & =\left(l+1+q-q_{0}(k+2 l+2)\right) \mathrm{g}_{0}+l q+k q_{0} \\
& =(l+1) \mathrm{g}_{1}+(l+1)\left(2 q_{0}-q\right)+\left(q-q_{0}(k+2 l+2)\right) \mathrm{g}_{0}+l q+k q_{0} \\
& =(l+1) \mathrm{g}_{1}+\left(2 q_{0}-k-2 l-2\right) \mathrm{h}_{0}
\end{aligned}
$$

Hence $\varphi_{1}(i) \mathrm{g}_{0}+i$ belongs to $H$.
Let us consider now the case of $j=0, k \neq 0$ and $\max \left\{q-q_{0}(k+2 l+2), 0\right\}=0$. This last condition can be expressed equivalently as $k \geq 2 q_{0}-2 l-2$. Define $c:=2 q_{0}-k$, so that $1 \leq c \leq 2 l+2$. Then

$$
\begin{equation*}
\varphi_{1}(i) \mathrm{g}_{0}+i=(l+1) \mathrm{g}_{0}+l q+k q_{0}=(l+1) \mathrm{g}_{4}-c q_{0} . \tag{10}
\end{equation*}
$$

We can distinguish three cases.

- If $c \leq l+1$, then Equation (10) can be written as $(l+1-c) \mathrm{g}_{4}+c \mathrm{~g}_{2}$.
- If $c>l+1$ and $c$ is even, then Equation (10) can be written as $\left(l+1-\frac{c}{2}\right) \mathrm{g}_{4}+\frac{c}{2} \mathrm{~g}_{1}$.
- If $c>l+1$ and $c$ is odd (and in particular $c \leq 2 l+1$ ), then Equation (10) can be written as $\left(l-\frac{c-1}{2}\right) \mathrm{g}_{4}+\frac{c-1}{2} \mathrm{~g}_{1}+\mathrm{g}_{2}$.
In all the three cases $\varphi_{1}(i) g_{0}+i$ belongs to $H$.
Let us now assume $j \neq 0$ and $\max \left\{q-q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right), 0\right\}>0$; this last condition implies $2 q_{0}-\left\lceil\frac{k}{2}\right\rceil-$ $j-l-1>0$. Also,

$$
\begin{align*}
\varphi_{1}(i) \mathrm{g}_{0}+i & =\left(l+1+q-q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right)\right) \mathrm{g}_{0}+l q+k q_{0}+j \\
& =\mathrm{f}_{2 q_{0}-\left\lceil\frac{k}{2}\right\rceil-j-l-2}+2 q_{0} q^{2}+2 q_{0}-\left\lceil\frac{k}{2}\right\rceil\left(q^{2}+1\right)-j q^{2}-q-q^{2}+k q_{0} \tag{11}
\end{align*}
$$

If $k$ is even, then Equation (11) is equal to

$$
\mathrm{f}_{2 q_{0}-\frac{k}{2}-j-l-2}+\left(q_{0}-1-\frac{k}{2}\right) \mathrm{g}_{1}+\left(q_{0}-1-j\right) \mathrm{g}_{3}+\mathrm{g}_{2}
$$

If $k$ is odd, then Equation (11) is equal to

$$
\mathrm{f}_{2 q_{0}-\frac{k+1}{2}-j-l-2}+\left(q_{0}-\frac{k+1}{2}\right) \mathrm{g}_{1}+\left(q_{0}-1-j\right) \mathrm{g}_{3}
$$

In both cases $\varphi_{1}(i) \mathrm{g}_{0}+i$ belongs to $H$.
Let us finally consider the case of $j \neq 0$ and $\max \left\{q-q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right), 0\right\}=0$; this last condition implies $k \geq 4 q_{0}-2 j-2 l-3$. Define $c:=2 q_{0}-1-k$, so that $0 \leq c \leq 2\left(l+1+j-q_{0}\right)$. Then

$$
\begin{equation*}
\varphi_{1}(i) \mathrm{g}_{0}+i=(l+1) \mathrm{g}_{0}+l q+k q_{0}+j=\left(l+1+j-q_{0}\right) \mathrm{g}_{4}+\left(q_{0}-j\right) \mathrm{g}_{3}-c q_{0} . \tag{12}
\end{equation*}
$$

Let us distinguish three cases.

- If $c \leq l+1+j-q_{0}$, then Equation (12) can be written as $\left(l+1+j-q_{0}-c\right) \mathrm{g}_{4}+\left(q_{0}-j\right) \mathrm{g}_{3}+c \mathrm{~g}_{2}$.
- If $c>l+1+j-q_{0}$ and $c$ is even, then Equation (12) can be written as

$$
\left(l+1+j-q_{0}-\frac{c}{2}\right) \mathrm{g}_{4}+\left(q_{0}-j\right) \mathrm{g}_{3}+\frac{c}{2} \mathrm{~g}_{1} .
$$

- If $c>l+1+j-q_{0}$ and $c$ is odd (and in particular $1 \leq c \leq 1+2\left(l+j-q_{0}\right)$ ), then Equation (12) can be written as

$$
\left(l+j-q_{0}-\frac{c-1}{2}\right) \mathrm{g}_{4}+\left(q_{0}-j\right) \mathrm{g}_{3}+\frac{c-1}{2} \mathrm{~g}_{1}+\mathrm{g}_{2} .
$$

In all the three cases $\varphi_{1}(i) \mathrm{g}_{0}+i$ belongs to $H$.
Lemma 4.5. Let $i \in\left\{\frac{q(q-2)}{2}+1, \ldots, \mathrm{~g}_{0}-1\right\}$. Denote $i^{\prime}=\mathrm{g}_{0}-1-i$ and write $i^{\prime}=l q+k q_{0}+j$ with $j \in\left\{0, \ldots, q_{0}-1\right\}, k \in\left\{0, \ldots, 2 q_{0}-1\right\}$ and $l \geq 0$. Define:

$$
\varphi_{2}(i)= \begin{cases}q-l-1-\max \left\{q-q_{0}(k+2 l+1), 0\right\} & \text { if } j=q_{0}-1 \\ q-l-1-\max \left\{q-q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right), 0\right\} & \text { if } j \neq q_{0}-1\end{cases}
$$

Then $\varphi_{2}(i) \mathrm{g}_{0}+i$ belongs to $H$.
Proof. We first prove that if $\varphi_{2}(i)=q-l-1$, then $\varphi_{2}(i) g g_{0}+i$ belongs to $H$.

$$
\begin{aligned}
\varphi_{2}(i) \mathrm{g}_{0}+i & =(q-l-1) \mathrm{g}_{0}+\mathrm{g}_{0}-1-i^{\prime} \\
& =(q-l-1) \mathrm{g}_{4}+l q-\left(l q+k q_{0}+j\right) \\
& =(q-l-k-j-1) \mathrm{g}_{4}+k \mathrm{~g}_{2}+j \mathrm{~g}_{3}
\end{aligned}
$$

By assumption on $i$, the condition $l \leq \frac{q}{2}-1$ holds, so

$$
\begin{aligned}
q-l-k-j-1 & \geq q-\left(\frac{q}{2}-1\right)-\left(2 q_{0}-1\right)-\left(q_{0}-1\right)-1 \\
& =\frac{q}{2}-3 q_{0}+2=\left(q_{0}-1\right)\left(q_{0}-2\right) \geq 0
\end{aligned}
$$

Therefore $\varphi_{2}(i) \mathrm{g}_{0}+i$ is in $H$.
We now consider the case of $j=q_{0}-1$ and $\max \left\{q-q_{0}(k+2 l+1), 0\right\}>0$. Note that this last condition implies $l<q_{0}$. Define $\mathrm{h}_{q_{0}-1}:=\left(2 q_{0}-1\right) q_{0} \mathrm{~g}_{0}-\left(q_{0}-1\right) \mathrm{g}_{4}-q_{0}$, coherently with the definition of $\mathrm{h}_{j}$ for $j=0, \ldots, q_{0}-2$, and observe that $\mathrm{h}_{q_{0}-1}=\mathrm{f}_{q_{0}-1}+\mathrm{f}_{q_{0}-2}+\left(q_{0}-2\right) \mathrm{g}_{3} \in H$. Then:

$$
\begin{aligned}
\varphi_{2}(i) \mathrm{g}_{0}+i & =\left(q_{0}(k+2 l+1)-l-1\right) \mathrm{g}_{0}+\mathrm{g}_{0}-1-i^{\prime} \\
& =\left(q_{0}(k+2 l+1)-l\right) \mathrm{g}_{0}-1-\left(l q+k q_{0}+j\right) \\
& =\mathrm{h}_{l}+k \mathrm{~h}_{0} .
\end{aligned}
$$

Hence $\varphi_{2}(i) g_{0}+i$ belongs to $H$.
We finally prove that if $j \neq q_{0}-1$ and $\max \left\{q-q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right), 0\right\}>0$, then $\varphi_{2}(i) \mathrm{g}_{0}+i$ belongs to $H$. Note that the condition on the maximum implies $\left\lceil\frac{k}{2}\right\rceil+j+l<2 q_{0}-1$. Then:

$$
\begin{align*}
\varphi_{2}(i) \mathrm{g}_{0}+i & =\left(q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right)-l-1\right) \mathrm{g}_{0}+\mathrm{g}_{0}-1-i^{\prime} \\
& =\left(q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right)-l\right) \mathrm{g}_{0}-1-\left(l q+k q_{0}+j\right) \\
& =\mathrm{f}_{\left\lceil\frac{k}{2}\right\rceil+j+l}+\left(\left\lceil\frac{k}{2}\right\rceil+j\right) q^{2}-k q_{0}+\left\lceil\frac{k}{2}\right\rceil \tag{13}
\end{align*}
$$

If $k$ is even, then Equation (13) is equal to $\mathrm{f}_{\frac{k}{2}+j+l}+\frac{k}{2} \mathrm{~g}_{1}+j \mathrm{~g}_{3}$. If $k$ is odd (and in particular $k \geq 1$ ), then Equation (13) is equal to $\mathrm{f}_{\frac{k+1}{2}+j+l}+\frac{k-1}{2} \mathrm{~g}_{1}+j \mathrm{~g}_{3}+\mathrm{g}_{2}$. In both cases $\varphi_{2}(i) \mathrm{g}_{0}+i$ belongs to $H$.

Define the map $\varphi:\left\{0, \ldots, g_{0}-1\right\} \rightarrow \mathbb{N}$ by

$$
\varphi(i)= \begin{cases}\varphi_{1}(i) & \text { if } i \in\left\{0, \ldots, \frac{q(q-2)}{2}\right\} \\ \varphi_{2}(i) & \text { if } i \in\left\{\frac{q(q-2)}{2}+1, \ldots, \mathrm{~g}_{0}-1\right\}\end{cases}
$$

Combining Lemma 4.4 and Lemma 4.5, it follows that $\varphi(i) \mathrm{g}_{0}+i$ belongs to $H$ for all $i \in\left\{0, \ldots, \mathrm{~g}_{0}-1\right\}$.
Lemma 4.6. The Apéry set of $H(P)$ is $\operatorname{Ap}(H(P))=\left\{\varphi(i) \mathrm{g}_{0}+i \mid i=0, \ldots, \mathrm{~g}_{0}-1\right\}$.
Proof. It is sufficient to show that $\sum_{i=0}^{\mathrm{g}_{0}-1} \varphi(i)=g(\tilde{\mathcal{S}})$. Indeed, the number of gaps of $H$ is then shown to be at most $g(\tilde{\mathcal{S}})$, which implies that $H=H(P)$, since we already know that $H \subseteq H(P)$. But in that case, the mentioned set is the Apéry set of $H(P)$, since otherwise $g(H(P))$ would be strictly less than $\sum_{i=0}^{\mathrm{g}_{0}-1} \varphi(i)$.

First, let us prove that

$$
\begin{equation*}
\varphi(i)+\varphi\left((q-1)^{2}-i\right)=q-1 \quad \text { for } i \in\left\{0, \ldots,(q-1)^{2}\right\} \tag{14}
\end{equation*}
$$

Observe that $i$ is in range $0, \ldots, \frac{q(q-2)}{2}$ if and only if $(q-1)^{2}-i$ is in range $\frac{q(q-2)}{2}+1, \ldots,(q-1)^{2}$. Therefore it is enough to prove Equation (14) for $i \in\left\{0, \ldots, \frac{q(q-2)}{2}\right\}$ only; the case $i \in\left\{\frac{q(q-2)}{2}+1, \ldots,(q-1)^{2}\right\}$ follows by symmetry.

For $i \in\left\{0, \ldots, \frac{q(q-2)}{2}\right\}$ we have $\varphi(i)=\varphi_{1}(i)$ where $\varphi_{1}$ is defined as in Lemma 4.4 and $\varphi\left((q-1)^{2}-i\right)=$ $\varphi_{2}\left((q-1)^{2}-i\right)$ where $\varphi_{2}$ is defined as in Lemma 4.5. Write $i=l q+k q_{0}+j$ with $j \in\left\{0, \ldots, q_{0}-1\right\}$, $k \in\left\{0, \ldots, 2 q_{0}-1\right\}$ and $l \geq 0$. Then:

$$
\mathrm{g}_{0}-1-\left((q-1)^{2}-i\right)=q-1+i=l^{\prime} q+k^{\prime} q_{0}+j^{\prime}
$$

with

$$
\begin{cases}l^{\prime}=l, k^{\prime}=2 q_{0}-1, j^{\prime}=q_{0}-1 & \text { if } j=0 \text { and } k=0, \\ l^{\prime}=l+1, k^{\prime}=k-1, j^{\prime}=q_{0}-1 & \text { if } j=0 \text { and } k \neq 0, \\ l^{\prime}=l+1, k^{\prime}=k, j^{\prime}=j-1 & \text { if } j \neq 0,\end{cases}
$$

satisfying $j^{\prime} \in\left\{0, \ldots, q_{0}-1\right\}, k^{\prime} \in\left\{0, \ldots, 2 q_{0}-1\right\}$ and $l^{\prime} \geq 0$. Consequently:

$$
\begin{aligned}
& q-1-\varphi\left((q-1)^{2}-i\right)=q-1-\varphi_{2}\left((q-1)^{2}-i\right) \\
& = \begin{cases}l^{\prime}+\max \left\{q-q_{0}\left(k^{\prime}+2 l^{\prime}+1\right), 0\right\} & \text { if } j^{\prime}=q_{0}-1 \\
l^{\prime}+\max \left\{q-q_{0}\left(\left\lceil\frac{k^{\prime}}{2}\right\rceil+j^{\prime}+l^{\prime}+1\right), 0\right\} & \text { if } j^{\prime} \neq q_{0}-1 .\end{cases} \\
& = \begin{cases}l+\max \left\{-2 q_{0} l, 0\right\} & \text { if } j=0 \text { and } k=0, \\
l+1+\max \left\{q-q_{0}(k+2 l+2), 0\right\} & \text { if } j=0 \text { and } k \neq 0, \\
l+1+\max \left\{q-q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+l+1\right), 0\right\} & \text { if } j \neq 0 .\end{cases} \\
& =\varphi_{1}(i)=\varphi(i) .
\end{aligned}
$$

Equation (14) implies that

$$
\begin{equation*}
\sum_{i=0}^{(q-1)^{2}} \varphi(i)=\sum_{i=0}^{\frac{q(q-2)}{2}}(q-1)=\left(\frac{q(q-2)}{2}+1\right)(q-1) \tag{15}
\end{equation*}
$$

Now let us assume $i \in\left\{(q-1)^{2}+1, \ldots, g_{0}-1\right\}$. Since $i^{\prime}=\mathrm{g}_{0}-1-i$ ranges between 0 and $q-2$, we can express $i^{\prime}$ as $i^{\prime}=k q_{0}+j$ with $j \in\left\{0, \ldots, q_{0}-1\right\}$ and $k \in\left\{0, \ldots, 2 q_{0}-1\right\}$. In particular:

$$
\varphi(i)=\varphi_{2}(i)= \begin{cases}q_{0}(k+1)-1 & \text { if } j=q_{0}-1 \\ q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+1\right)-1 & \text { if } j \neq q_{0}-1\end{cases}
$$

Then:

$$
\begin{equation*}
\sum_{i=(q-1)^{2}+1}^{\mathrm{g}_{0}-1} \varphi(i)=\sum_{k=0}^{2 q_{0}-2}\left(q_{0}(k+1)-1\right)+\sum_{k=0}^{2 q_{0}-1} \sum_{j=0}^{q_{0}-2}\left(q_{0}\left(\left\lceil\frac{k}{2}\right\rceil+j+1\right)-1\right)=\frac{q^{2}}{2}-\frac{3}{2} q+1 . \tag{16}
\end{equation*}
$$

Combining Equations (15) and (16) we obtain:

$$
\sum_{i=0}^{g_{0}-1} \varphi(i)=\left(\frac{q(q-2)}{2}+1\right)(q-1)+\left(\frac{q^{2}}{2}-\frac{3}{2} q+1\right)=\frac{1}{2} q(q-1)^{2}=g(\tilde{\mathcal{S}})
$$

Note that from the proof of the above lemma, we immediately conclude that $H=H(P)$, proving Theorem 4.1.

Corollary 4.7. Let $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$. Then the Weierstrass semigroup $H(P)$ is symmetric.
Proof. For $i=(q-1)^{2}$ we have $a:=\varphi(i) \mathrm{g}_{0}+i=q^{2}(q-1)=2 g(\tilde{\mathcal{S}})-1+\mathrm{g}_{0}$. Since $a$ is an element of $\operatorname{Ap}(H(P))$, it follows that $a-\mathrm{g}_{0}=2 g(\tilde{\mathcal{S}})-1$ is a gap of $H$. By the Weierstrass gap theorem $2 g(\tilde{\mathcal{S}})-1$ is the largest possible gap of $H(P)$, hence $H(P)$ has conductor $2 g(\tilde{\mathcal{S}})$.

As for $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$, we can now conclude from [12, Proposition 50] that any $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$ is a Weierstrass point of $\tilde{\mathcal{S}}$. In the next section, we will show that any $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$ has the same Weierstrass semigroup. This will imply that the set of Weierstrass points of $\tilde{\mathcal{S}}$ is equal to $\tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$.

## 5 The Weierstrass semigroup for $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$

Let now $P \in \tilde{\mathcal{S}}\left(\overline{\mathbb{F}}_{q}\right) \backslash \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$. Let $a, b, c \in \overline{\mathbb{F}}_{q}$ be the affine coordinates of $P$ and as before denote with $Q$, the point of $\mathcal{S}$ with affine coordinates $a$ and $b$. It will also be convenient to use the expression $A:=a^{q}+a$.

From Corollary 2.2, the gap sequence $G(P)$ at $P$ can be computed by constructing $g=g(\tilde{\mathcal{S}})$ functions $f_{1}, \ldots, f_{g}$ having pairwise distinct valuations at $P$ and such that $f_{i} \in L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$ for all $i=1, \ldots, g$.

To this aim note first that $\tilde{x}_{Q}:=x-a$ is a local parameter at $P$ and $\tilde{x}_{Q}, \tilde{y}_{Q}, \tilde{z}_{Q}, \tilde{w}_{Q} \in L\left(\left(q^{3}-2 q^{2}+q-\right.\right.$ 2) $P_{\infty}$ ) by Equations (3)-(6). Also, recall from Equation (7), that there exists a function $\pi_{P} \in \overline{\mathbb{F}}_{q}(\tilde{\mathcal{S}})$ such that $\left(\pi_{P}\right)_{\tilde{\mathcal{S}}}=q^{2} P+\Phi^{4}(P)-\left(q^{2}+1\right) P_{\infty}$.

In the following, the local power series expansions of $\tilde{y}_{Q}, \tilde{z}_{Q}$ and $\tilde{w}_{Q}$ at $P$ (with respect to the local parameter $\left.\tilde{x}_{Q}\right)$ is computed. First of all note that from $Q \in \mathcal{S}$ and $y^{q}+y=x^{q_{0}}\left(x^{q}+x\right)$ we have

$$
(y+b)^{q}+(y+b)=a^{q_{0}}\left(a^{q}+a\right)+x^{q_{0}}\left(x^{q}+x\right)=a^{q_{0}} \tilde{x}_{Q}+\left(a^{q}+a\right) \tilde{x}_{Q}^{q_{0}}+\tilde{x}_{Q}^{q_{0}+1}+a^{q_{0}} \tilde{x}_{Q}^{q}+\tilde{x}_{Q}^{q+q_{0}}
$$

so that

$$
\begin{equation*}
(y+b)=a^{q_{0}} \tilde{x}_{Q}+A \tilde{x}_{Q}^{q_{0}}+\tilde{x}_{Q}^{q_{0}+1}+A^{q_{0}} \tilde{x}_{Q}^{q}+\tilde{x}_{Q}^{q+q_{0}}+A^{q} \tilde{x}_{Q}^{q_{0} q}+\tilde{x}_{Q}^{q q_{0}+q}+A^{q_{0} q}+\tilde{x}_{Q}^{q^{2}}+O\left(\tilde{x}_{Q}^{q^{2}+1}\right) \tag{17}
\end{equation*}
$$

Hence, from $\tilde{y}_{Q}=(y+b)+a^{q_{0}} \tilde{x}_{Q}$ and Equation (17) we get

$$
\begin{equation*}
\tilde{y}_{Q}=A \tilde{x}_{Q}^{q_{0}}+\tilde{x}_{Q}^{q_{0}+1}+A^{q_{0}} \tilde{x}_{Q}^{q}+\tilde{x}_{Q}^{q+q_{0}}+A^{q} \tilde{x}_{Q}^{q_{0} q}+\tilde{x}_{Q}^{q q_{0}+q}+A^{q_{0} q}+\tilde{x}_{Q}^{q^{2}}+O\left(\tilde{x}_{Q}^{q^{2}+1}\right) \tag{18}
\end{equation*}
$$

Since $A \neq 0$ from $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q}\right)$, while $\tilde{x}_{Q}$, seen as a function on $\mathcal{S}$, is also a local parameter at $Q$, we get that $v_{P}\left(\tilde{y}_{Q}\right)=v_{Q}\left(\tilde{y}_{Q}\right)=q_{0}$ as anticipated in Equation (4).

Now, $\tilde{z}_{Q}=a^{2 q_{0}}\left(\tilde{x}_{Q}+a\right)+\left(\tilde{x}_{Q}+a\right)^{2 q_{0}+1}+(y+b)^{2 q_{0}}=a \tilde{x}_{Q}^{2 q_{0}}+\tilde{x}_{Q}^{2 q_{0}+1}+(y+b)^{2 q_{0}}$, which combined with Equation (17) gives

$$
\begin{equation*}
\tilde{z}_{Q}=A \tilde{x}_{Q}^{2 q_{0}}+\tilde{x}_{Q}^{2 q_{0}+1}+A^{2 q_{0}} \tilde{x}_{Q}^{q}+\tilde{x}_{Q}^{q+2 q_{0}}+A^{q} \tilde{x}_{Q}^{2 q_{0} q}+\tilde{x}_{Q}^{2 q_{0} q+q}+A^{2 q_{0} q} \tilde{x}_{Q}^{q^{2}}+O\left(\tilde{x}_{Q}^{q^{2}+1}\right) \tag{19}
\end{equation*}
$$

The computation above yields that $v_{P}\left(\tilde{z}_{Q}\right)=v_{Q}\left(\tilde{z}_{Q}\right)=2 q_{0}$, which is again consistent with Equation (5). Finally, from $z=\tilde{z}_{Q}+a^{2 q_{0}} x+b^{2 q_{0}}, b^{q}+b=a^{q_{0}}\left(a^{q}+a\right)$, Equations (17) and (19), we have

$$
\begin{aligned}
\tilde{w}_{Q}= & a^{q} \tilde{z}_{Q}+b^{2 q_{0}}\left(\tilde{x}_{Q}+a\right)+\left(\tilde{z}_{Q}+a^{2 q_{0}} x+b^{2 q_{0}}\right)^{2 q_{0}}+x y^{2 q_{0}}+b^{2}+a^{2 q_{0}+2} \\
= & a^{q} \tilde{z}_{Q}+\tilde{z}_{Q}^{2 q_{0}}+a^{2 q} \tilde{x}_{Q}^{2 q_{0}}+\tilde{x}_{Q}(y+b)^{2 q_{0}}+a(y+b)^{2 q_{0}} \\
= & a^{q}\left(A \tilde{x}_{Q}^{2 q_{0}}+\tilde{x}_{Q}^{2 q_{0}+1}+A^{2 q_{0}} \tilde{x}_{Q}^{q}+\tilde{x}_{Q}^{q+2 q_{0}}+A^{q} \tilde{x}_{Q}^{2 q_{0} q}+\tilde{x}_{Q}^{2 q_{0} q+q}+A^{2 q_{0} q} \tilde{x}_{Q}^{q^{2}}\right) \\
& +\left(A^{2 q_{0}} \tilde{x}_{Q}^{2 q}+\tilde{x}_{Q}^{2 q+2 q_{0}}+A^{2 q} \tilde{x}_{Q}^{2 q_{0} q}+\tilde{x}_{Q}^{2 q_{0} q+2 q}\right) \\
& +a^{2 q} \tilde{x}_{Q}^{2 q_{0}}+\tilde{x}_{Q}\left(a^{q} \tilde{x}_{Q}^{2 q_{0}}+A^{2 q_{0}} \tilde{x}_{Q}^{q}+\tilde{x}_{Q}^{q+2 q_{0}}+A^{q} \tilde{x}_{Q}^{2 q_{0} q}+\tilde{x}_{Q}^{2 q_{0} q+q}\right) \\
& +a\left(a^{q} \tilde{x}_{Q}^{2 q_{0}}+A^{2 q_{0}} \tilde{x}_{Q}^{q}+\tilde{x}_{Q}^{q+2 q_{0}}+A^{q} \tilde{x}_{Q}^{2 q_{0} q}+\tilde{x}_{Q}^{2 q_{0} q+q}+A^{2 q_{0} q} \tilde{x}_{Q}^{q^{2}}\right)+O\left(\tilde{x}_{Q}^{q^{2}+1}\right),
\end{aligned}
$$

which yields,

$$
\begin{align*}
\tilde{w}_{Q}= & A^{2 q_{0}+1} \tilde{x}_{Q}^{q}+A^{2 q_{0}} \tilde{x}_{Q}^{q+1}+A \tilde{x}_{Q}^{q+2 q_{0}}+\tilde{x}_{Q}^{q+2 q_{0}+1}+A^{2 q_{0}} \tilde{x}_{Q}^{2 q}+\tilde{x}_{Q}^{2 q+2 q_{0}}+A^{q}\left(A^{q}+A\right) \tilde{x}_{Q}^{2 q_{0} q} \\
& +A^{q} \tilde{x}_{Q}^{2 q_{0} q+1}+A \tilde{x}_{Q}^{2 q_{0} q+q}+\tilde{x}_{Q}^{2 q_{0} q+q+1}+\tilde{x}_{Q}^{2 q_{0} q+2 q}+A^{2 q_{0} q+1} \tilde{x}_{Q}^{q^{2}}+O\left(\tilde{x}_{Q}^{q^{2}+1}\right) . \tag{20}
\end{align*}
$$

Hence $v_{P}\left(\tilde{w}_{Q}\right)=v_{Q}\left(\tilde{w}_{Q}\right)=q$ as in Equation (6).

Remark 5.1. Fixing $i \geq 1$ and replacing $P$ with $\Phi^{i}(P)$, one can obtain the power series expansions of $\tilde{x}_{\Phi^{i}(Q)}, \tilde{y}_{\Phi^{i}(Q)}, \tilde{z}_{\Phi^{i}(Q)}$ and $\tilde{w}_{\Phi^{i}(Q)}$. Clearly, they will be given as in Equations (18)-(20) simply replacing $\tilde{x}_{Q}$ with $\tilde{x}_{\Phi^{i}(Q)}$ and $A$ with $A^{q^{i}}$.

The following lemmas show that the computations carried out in Equations (18)-(20) for $P$ (and for $\Phi^{i}(P)$ with $i \geq 1$ as in Remark 5.1), as well as the divisor in Equation (6) allow us to construct other functions in $L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$ that we can use to obtain families of gaps according to Corollary 2.2.

Lemma 5.2. Let $n=1, \ldots, 2 q_{0}-2$. Then there exists a function $h_{n}$ on $\mathcal{S}$ that is regular outside $Q_{\infty}$ and such that
$\left(h_{n}\right)_{\mathcal{S}}=(n+1) q_{0} q Q+q_{0}\left(2 q_{0}-n-1\right) \Phi^{2}(Q)+\left(2 q_{0}-n-1\right) \Phi^{3}(Q)+\Phi^{4}(Q)-\left[(n+1) q_{0}-n\right]\left(q+2 q_{0}+1\right) Q_{\infty}$.
In particular $v_{P}\left(h_{n}\right)=(n+1) q_{0} q, v_{P_{\infty}}\left(h_{n}\right)=-\left[(n+1) q_{0}-n\right]\left(q^{2}+1\right)$ and $h_{n} \in L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$.
Proof. It is sufficient to define

$$
h_{n}=\tilde{w}_{\Phi^{2}(Q)} \cdot\left(\frac{\tilde{w}_{Q}^{q_{0}}}{\tilde{w}_{\Phi(Q)}}\right)^{n+1}
$$

Indeed from Equation (6) we get

$$
\left(h_{n}\right)_{\mathcal{S}}=(n+1) q_{0} q Q+q_{0}\left(2 q_{0}-n-1\right) \Phi^{2}(Q)+\left(2 q_{0}-n-1\right) \Phi^{3}(Q)+\Phi^{4}(Q)-\left[(n+1) q_{0}-n\right]\left(q+2 q_{0}+1\right) Q_{\infty}
$$

The claim follows by observing that $2 q_{0}-n-1>0$ since $n \leq 2 q_{0}-2$.
Lemma 5.3. There exists a function $f_{1}$ on $\mathcal{S}$ that is regular outside $Q_{\infty}$ and such that

$$
v_{Q}\left(f_{1}\right)=q_{0} q+q_{0}, \quad \text { and } \quad v_{Q_{\infty}}\left(f_{1}\right) \geq-q_{0}\left(q+2 q_{0}+1\right)
$$

In particular $v_{P}\left(f_{1}\right)=q_{0} q+q_{0}, v_{P_{\infty}}\left(f_{1}\right) \geq-q_{0}\left(q^{2}+1\right)$ and $f_{1} \in L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$.
Proof. We have the following linear equivalence of divisors on $\mathcal{S}$,

$$
\begin{aligned}
\left(q_{0} q+q_{0}\right) Q-q_{0}\left(q+2 q_{0}+1\right) Q_{\infty} & \cong\left(q_{0} q+q_{0}\right) Q-q_{0}\left(q+2 q_{0}+1\right) Q_{\infty}-\left(\tilde{w}_{Q}^{q_{0}}\right)_{\mathcal{S}}+\left(\tilde{w}_{\Phi(Q)}\right)_{\mathcal{S}} \\
& =q_{0} Q+q_{0} \Phi^{2}(Q)+\Phi^{3}(Q)-\left(q+2 q_{0}+1\right) Q_{\infty}
\end{aligned}
$$

Hence if we find a function $\tilde{f}_{1}$ such that $v_{Q}\left(\tilde{f}_{1}\right)=q_{0}, v_{\Phi^{2}(Q)}\left(\tilde{f}_{1}\right) \geq q_{0}, v_{\Phi^{3}(Q)}\left(\tilde{f}_{1}\right) \geq 1$ and $v_{Q_{\infty}}\left(\tilde{f}_{1}\right) \geq$ $-\left(q+2 q_{0}+1\right)$ then we can simply define $f_{1}=\tilde{f}_{1} \cdot \frac{\tilde{w}_{Q}^{q_{0}}}{\tilde{w}_{\Phi(Q)}}$, to complete the proof.

To construct $\tilde{f}_{1}$ we first observe that if $f_{\alpha, \beta, \gamma}$ denotes a linear combination $f_{\alpha, \beta, \gamma}:=\alpha \tilde{w}_{\Phi(Q)}+\beta \tilde{y}_{\Phi^{2}(Q)}+$ $\gamma \tilde{w}_{\Phi^{2}(Q)}$ with $\alpha, \beta, \gamma \in \overline{\mathbb{F}}_{q^{4}}$, then

$$
v_{\Phi^{2}(Q)}\left(f_{\alpha, \beta, \gamma}\right) \geq \min \left\{v_{\Phi^{2}(Q)}\left(\tilde{y}_{\Phi^{2}(Q)}\right), v_{\Phi^{2}(Q)}\left(\tilde{w}_{\Phi^{2}(Q)}\right), v_{\Phi^{2}(Q)}\left(\tilde{w}_{\Phi(Q)}\right)\right\}=\min \left\{q_{0}, q, 2 q_{0}\right\}=q_{0}
$$

and similarly,

$$
v_{\Phi^{3}(Q)}\left(f_{\alpha, \beta, \gamma}\right) \geq \min \left\{v_{\Phi^{3}(Q)}\left(\tilde{y}_{\Phi^{2}(Q)}\right), v_{\Phi^{3}(Q)}\left(\tilde{w}_{\Phi^{2}(Q)}\right), v_{\Phi^{3}(Q)}\left(\tilde{w}_{\Phi(Q)}\right)\right\}=\min \left\{1,2 q_{0}, 1\right\}=1
$$

Also, from Equations (4) and (6), $f_{\alpha, \beta, \gamma}$ is regular outside $Q_{\infty}$ and $v_{Q_{\infty}}\left(f_{\alpha, \beta, \gamma}\right) \geq-\left(q+2 q_{0}+1\right)$. Hence we give a local description of the functions $\tilde{y}_{\Phi^{2}(Q)}, \tilde{w}_{\Phi^{2}(Q)}$ and $\tilde{w}_{\Phi(Q)}$ at $Q$ (equivalently $P$ ) and check whether
we can find a linear combination $f_{\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}}$ such that $v_{Q}\left(f_{\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}}\right)=q_{0}$. Doing so, it will be enough to define $\tilde{f}_{1}:=f_{\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}}$. From Equation (17) we have that

$$
\begin{align*}
\tilde{y}_{\Phi^{2}(Q)} & =y+b^{q^{2}}+a^{q_{0} q^{2}}\left(x+a^{q^{2}}\right)=(y+b)+\left(b^{q^{2}}+b\right)+a^{q_{0} q^{2}}\left(\tilde{x}_{Q}+a+a^{q^{2}}\right) \\
& =\left(a^{q_{0}} \tilde{x}_{Q}+A \tilde{x}_{Q}^{q_{0}}+O\left(\tilde{x}_{Q}^{q_{0}+1}\right)\right)+\left(b^{q}+b\right)+\left(b^{q}+b\right)^{q}+a^{q_{0} q^{2}}\left(\tilde{x}_{Q}+a+a^{q^{2}}\right) \\
& =T(A)+\left(A^{q}+A\right)^{q_{0}} \tilde{x}_{Q}+A \tilde{x}_{Q}^{q_{0}}+O\left(\tilde{x}_{Q}^{q_{0}+1}\right) \tag{21}
\end{align*}
$$

where using $a^{q_{0}} A=b^{q}+b$,

$$
T(A)=\left(b^{q}+b\right)+\left(b^{q}+b\right)^{q}+a^{q_{0} q^{2}}\left(A^{q}+A\right)=a^{q_{0}} A+a^{q_{0} q} A^{q}+a^{q_{0} q^{2}}\left(A^{q}+A\right)=A^{q_{0}+1}+A^{q q_{0}+1}+A^{q q_{0}+q}
$$

From Equation (5), $z=\tilde{z}_{Q}+a^{2 q_{0}}\left(\tilde{x}_{Q}+a\right)+b^{2 q_{0}}$ and this combined with Equation (19) gives

$$
\begin{align*}
\tilde{z}_{\Phi^{2}(Q)} & =a^{2 q_{0} q^{2}}\left(\tilde{x}_{Q}+a\right)+z+b^{2 q_{0} q^{2}} \\
& =a^{2 q_{0} q^{2}}\left(\tilde{x}_{Q}+a\right)+a^{2 q_{0}}\left(\tilde{x}_{Q}+a\right)+b^{2 q_{0}}+b^{2 q_{0} q^{2}}+\tilde{z}_{Q} \\
& =\left(A^{q}+A\right) A^{2 q_{0} q}+A^{2 q_{0}+1}+\left(A^{q}+A\right)^{2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right) . \tag{22}
\end{align*}
$$

Combining Equation (22) with Equations (6) and (20) one gets

$$
\begin{align*}
\tilde{w}_{\Phi^{2}(Q)}= & a^{q^{3}} \tilde{z}_{\Phi^{2}(Q)}+b^{2 q_{0} q^{2}} x+w+b^{2 q^{2}}+a^{q^{2}\left(2 q_{0}+2\right)} \\
= & a^{q^{3}} \tilde{z}_{\Phi^{2}(Q)}+b^{2 q_{0} q^{2}}\left(\tilde{x}_{Q}+a\right)+\left(\tilde{w}_{Q}+a^{q} \tilde{z}_{Q}+b^{2 q_{0}}\left(\tilde{x}_{Q}+a\right)+b^{2}+a^{2 q_{0}+2}\right)+b^{2 q^{2}}+a^{q^{2}\left(2 q_{0}+2\right)} \\
= & a^{q^{3}}\left(\left(A^{q}+A\right) A^{2 q_{0} q}+A^{2 q_{0}+1}+\left(A^{q}+A\right)^{2 q_{0}} \tilde{x}_{Q}\right)+b^{2 q_{0} q^{2}}\left(\tilde{x}_{Q}+a\right) \\
& +b^{2 q_{0}}\left(\tilde{x}_{Q}+a\right)+b^{2}+a^{2 q_{0}+2}+b^{2 q^{2}}+a^{q^{2}\left(2 q_{0}+2\right)}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right) \\
= & P(A)+T(A)^{2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right), \tag{23}
\end{align*}
$$

where, $P(A)=A^{q^{2}+2 q_{0} q+q}+A^{q^{2}+2 q_{0} q+1}+A^{q^{2}+2 q_{0}+1}+A^{q+2 q_{0}+1}=A \cdot T(A)^{2 q_{0}}+A^{q^{2}+2 q_{0} q+q}$. Finally,

$$
\begin{aligned}
\tilde{z}_{\Phi(Q)} & =a^{2 q_{0} q}\left(\tilde{x}_{Q}+a\right)+z+b^{2 q_{0} q}=a^{2 q_{0} q}\left(\tilde{x}_{Q}+a\right)+a^{2 q_{0}}\left(\tilde{x}_{Q}+a\right)+b^{2 q_{0}}+b^{2 q_{0} q}+\tilde{z}_{Q} \\
& =A^{2 q_{0}+1}+A^{2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right)
\end{aligned}
$$

and hence

$$
\begin{align*}
\tilde{w}_{\Phi(Q)} & =a^{q^{2}} \tilde{z}_{\Phi(Q)}+b^{2 q_{0} q} x+w+b^{2 q}+a^{q\left(2 q_{0}+2\right)} \\
& =a^{q^{2}} A^{2 q_{0}+1}+a^{q^{2}} A^{2 q_{0}} \tilde{x}_{Q}+b^{2 q_{0} q}\left(\tilde{x}_{Q}+a\right)+\left(b^{2 q_{0}}\left(\tilde{x}_{Q}+a\right)+b^{2}+a^{2 q_{0}+2}\right)+b^{2 q}+a^{q\left(2 q_{0}+2\right)}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right) \\
& =A^{q+2 q_{0}+1}+A^{q+2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right) \tag{24}
\end{align*}
$$

Equations (21), (23) and (24) show that finding $\tilde{\alpha}, \tilde{\beta}$ and $\tilde{\gamma}$ such that $v_{Q}\left(f_{\tilde{\alpha}, \tilde{\beta}, \tilde{\gamma}}\right)=q_{0}$ is equivalent to find a solution to the following system of linear equations (corresponding to the coefficients of $\tilde{x}_{Q}^{0}, \tilde{x}_{Q}$ and $\tilde{x}_{Q}^{q_{0}}$ in the power series expansion of $f_{\alpha, \beta, \gamma}$ respectively),

$$
\left\{\begin{array}{l}
\alpha A^{q+2 q_{0}+1}+\beta T(A)+\gamma\left[A \cdot T(A)^{2 q_{0}}+A^{q^{2}+2 q_{0} q+q}\right]=0  \tag{25}\\
\alpha A^{q+2 q_{0}}+\beta\left(A^{q}+A\right)^{q_{0}}+\gamma T(A)^{2 q_{0}}=0 \\
\beta A \neq 0
\end{array}\right.
$$

Since $A \neq 0$ and $\left(A^{q}+A\right)^{q_{0}}=\left(T(A)+A^{q_{0} q+q}\right) / A$, System (25) can be rewritten as

$$
\left\{\begin{array}{l}
\beta=A^{q^{2}+q_{0} q} \gamma  \tag{26}\\
\alpha=\frac{\gamma\left(A^{q^{2}+q_{0} q} \cdot T(A)+P(A)\right)}{A^{q+2 q_{0}+1}} \\
\beta \neq 0
\end{array}\right.
$$

To conclude the proof it is now sufficient to define $\tilde{f}_{1}=f_{\frac{A^{q^{2}+q_{0} q \cdot T(A)+P(A)}}{A^{q+2 q_{0}+1}}, A^{q^{2}+q_{0} q, 1}}$.
Lemma 5.4. There exists a function $f_{2}$ on $\mathcal{S}$ that is regular outside $Q_{\infty}$ and such that

$$
v_{Q}\left(f_{2}\right)=2 q_{0} q+2 q_{0}+1, \quad \text { and } \quad v_{Q_{\infty}}\left(f_{2}\right) \geq-2 q_{0}\left(q+2 q_{0}+1\right)
$$

In particular $v_{P}\left(f_{2}\right)=2 q_{0} q+2 q_{0}+1$, $v_{P_{\infty}}\left(f_{2}\right) \geq-2 q_{0}\left(q^{2}+1\right)$ and $f_{2} \in L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$.
Proof. We have the following linear equivalence of divisors on $\mathcal{S}$,

$$
\begin{aligned}
\left(2 q_{0} q+2 q_{0}+1\right) Q-2 q_{0}\left(q+2 q_{0}+1\right) Q_{\infty} & \cong\left(2 q_{0} q+2 q_{0}+1\right) Q-2 q_{0}\left(q+2 q_{0}+1\right) Q_{\infty}-\left(\tilde{w}_{Q}^{2 q_{0}}\right)_{\mathcal{S}}+\left(\tilde{w}_{\Phi(Q)}^{2}\right)_{\mathcal{S}} \\
& =\left(2 q_{0}+1\right) Q+2 q_{0} \Phi^{2}(Q)+2 \Phi^{3}(Q)-2\left(q+2 q_{0}+1\right) Q_{\infty}
\end{aligned}
$$

Hence if we find a function $\tilde{f}_{2}$ such that $v_{Q}\left(\tilde{f}_{2}\right)=2 q_{0}+1, v_{\Phi^{2}(Q)}\left(\tilde{f}_{2}\right) \geq 2 q_{0}, v_{\Phi^{3}(Q)}\left(\tilde{f}_{2}\right) \geq 2$ and $v_{Q_{\infty}}\left(\tilde{f}_{2}\right) \geq$ $-2\left(q+2 q_{0}+1\right)$ then we can simply define $f_{2}=\tilde{f}_{2} \cdot \frac{\tilde{w}_{Q}^{2 q_{0}}}{\tilde{w}_{\Phi(Q)}^{2}}$, to complete the proof.

To construct $\tilde{f}_{2}$, we first observe that

$$
\left(\tilde{w}_{\Phi^{2}(Q)} \cdot \tilde{z}_{Q}\right)_{\mathcal{S}}=2 q_{0} Q+q \Phi^{2}(Q)+2 q_{0} \Phi^{3}(Q)+\left(E+\Phi^{4}(Q)\right)-\left[2\left(q+2 q_{0}+1\right)-1\right] Q_{\infty}
$$

where $E$ is effective and not containing $Q, \Phi^{2}(Q)$ and $\Phi^{3}(Q)$. Also, from the proof of Lemma 5.3 we have a function $\tilde{f}_{1}=\frac{A^{q^{2}+q_{0} q} \cdot T(A)+P(A)}{A^{q+2 q_{0}+1}} \tilde{w}_{\Phi(Q)}+A^{q^{2}+q_{0} q} \tilde{y}_{\Phi^{2}(Q)}+\tilde{w}_{\Phi^{2}(Q)}$, such that $\left(\tilde{f}_{1}^{2}\right)=2 q_{0} Q+2 q_{0} \Phi^{2}(Q)+$ $2 \Phi^{3}(Q)+E_{1}-2\left(q+2 q_{0}+1\right) Q_{\infty}$, where $E_{1}$ is effective and not containing $Q$.

Hence if $h_{\alpha, \beta}$ denotes a linear combination $h_{\alpha, \beta}:=\alpha \tilde{w}_{\Phi^{2}(Q)} \cdot \tilde{z}_{Q}+\beta \tilde{f}_{1}^{2}$ with $\alpha, \beta \in \overline{\mathbb{F}}_{q}$, then

$$
v_{\Phi^{2}(Q)}\left(h_{\alpha, \beta}\right) \geq \min \left\{v_{\Phi^{2}(Q)}\left(\tilde{w}_{\Phi^{2}(Q)} \cdot \tilde{z}_{Q}\right), v_{\Phi^{2}(Q)}\left(\tilde{f}_{1}\right)\right\}=\min \left\{q, 2 q_{0}\right\}=2 q_{0}
$$

and similarly,

$$
v_{\Phi^{3}(Q)}\left(h_{\alpha, \beta}\right) \geq \min \left\{v_{\Phi^{3}(Q)}\left(\tilde{w}_{\Phi^{2}(Q)} \cdot \tilde{z}_{Q}\right), v_{\Phi^{3}(Q)}\left(\tilde{f}_{1}\right)\right\}=\min \left\{2 q_{0}, 2\right\}=2
$$

Also, from Equations (4)-(6), $h_{\alpha, \beta}$ is regular outside $Q_{\infty}$ and $v_{Q_{\infty}}\left(h_{\alpha, \beta}\right) \geq-2\left(q+2 q_{0}+1\right)$. Hence using the local description of the functions $\tilde{w}_{\Phi^{2}(Q)}, \tilde{z}_{Q}$ and $\tilde{f}_{1}$, we find a linear combination $h_{\tilde{\alpha}, \tilde{\beta}}$ such that $v_{Q}\left(h_{\tilde{\alpha}, \tilde{\beta}}\right)=$ $2 q_{0}+1$ and doing so, it will be enough to define $\tilde{f}_{2}:=h_{\tilde{\alpha}, \tilde{\beta}}$ to complete the proof.

Systems (25) and (26) yield, $\tilde{f}_{1}^{2}=A^{2\left(q^{2}+q_{0} q+1\right)} \tilde{x}_{Q}^{2 q_{0}}+O\left(\tilde{x}_{Q}^{2 q_{0}+2}\right)$, while from Equations (19) and (23) one has,

$$
\begin{aligned}
\tilde{w}_{\Phi^{2}(Q)} \cdot \tilde{z}_{Q} & =\left(P(A)+T(A)^{2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right)\right) \cdot\left(A \tilde{x}_{Q}^{2 q_{0}}+\tilde{x}_{Q}^{2 q_{0}+1}+O\left(\tilde{x}_{Q}^{q}\right)\right) \\
& =A \cdot P(A) \tilde{x}_{Q}^{2 q_{0}}+\left[P(A)+A \cdot T(A)^{2 q_{0}}\right] \tilde{x}_{Q}^{2 q_{0}+1}+O\left(\tilde{x}_{Q}^{2 q_{0}+2}\right)
\end{aligned}
$$

So it is enough to define

$$
\begin{aligned}
\tilde{f}_{2}:=h_{1, A P(A) / A^{2\left(q^{2}+q_{0} q+1\right)}} & =A \cdot P(A) \tilde{x}_{Q}^{2 q_{0}}+\left[P(A)+A \cdot T(A)^{2 q_{0}}\right] \tilde{x}_{Q}^{2 q_{0}+1}+A \cdot P(A) \tilde{x}_{Q}^{2 q_{0}}+O\left(\tilde{x}_{Q}^{2 q_{0}+2}\right) \\
& =\left[P(A)+A \cdot T(A)^{2 q_{0}}\right] \tilde{x}_{Q}^{2 q_{0}+1}+O\left(\tilde{x}_{Q}^{2 q_{0}+2}\right)
\end{aligned}
$$

Recalling that $P(A)+A T(A)^{2 q_{0}}=A^{q^{2}+2 q_{0} q+q} \neq 0$, we see that $v_{Q}\left(\tilde{f}_{2}\right)=2 q_{0}+1$ as desired.
Lemma 5.5. For all $i=0, \ldots, q_{0}-2$ there exists a function $g_{i}$ on $\mathcal{S}$ that is regular outside $Q_{\infty}$ and such that

$$
v_{Q}\left(g_{i}\right)=(2 i+1) q_{0} q+i+1, \quad \text { and } \quad v_{Q_{\infty}}\left(g_{i}\right) \geq-\left((2 i+1) q_{0}-i\right)\left(q+2 q_{0}+1\right)
$$

In particular $v_{P}\left(g_{i}\right)=(2 i+1) q_{0} q+i+1, v_{P_{\infty}}\left(g_{i}\right) \geq-\left((2 i+1) q_{0}-i\right)\left(q^{2}+1\right)$ and $g_{i} \in L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$ for all $i=0, \ldots, q_{0}-2$.
Proof. Let $D_{i}:=\left((2 i+1) q_{0} q+i+1\right) Q-\left((2 i+1) q_{0}-i\right)\left(q+2 q_{0}+1\right) Q_{\infty}$. Then,

$$
\begin{aligned}
D_{i} & \cong\left((2 i+1) q_{0} q+i+1\right) Q-\left((2 i+1) q_{0}-i\right)\left(q+2 q_{0}+1\right) Q_{\infty}-\left(\tilde{w}_{Q}^{(2 i+1) q_{0}}\right)_{\mathcal{S}}+\left(\tilde{w}_{\Phi(Q)}^{2 i+1}\right)_{\mathcal{S}} \\
& =(i+1) Q+(2 i+1) q_{0} \Phi^{2}(Q)+(2 i+1) \Phi^{3}(Q)-(i+1)\left(q+2 q_{0}+1\right) Q_{\infty}
\end{aligned}
$$

Hence if we find a function $\tilde{g}_{i}$ such that $v_{Q}\left(\tilde{g}_{i}\right)=i+1, v_{\Phi^{2}(Q)}\left(\tilde{g}_{i}\right) \geq(2 i+1) q_{0}, v_{\Phi^{3}(Q)}\left(\tilde{g}_{i}\right) \geq 2 i+1$ and $v_{Q_{\infty}}\left(\tilde{g}_{i}\right) \geq\left((2 i+1) q_{0}-i\right)\left(q+2 q_{0}+1\right)$ then we simply define $g_{i}=\tilde{g}_{i} \cdot\left(\frac{\tilde{w}_{Q}^{q_{0}}}{\tilde{w}_{\Phi(Q)}}\right)^{2 i+1}$ to complete the proof.

To this end we first compute some local power series expansions at $\Phi^{3}(P)$ (equivalently $\Phi^{3}(Q)$ ) using the local parameter $\tilde{x}_{\Phi^{3}(Q)}=x+a^{q^{3}}=\tilde{x}_{Q}+a+a^{q^{3}}=\tilde{x}_{Q}+A+A^{q}+A^{q^{2}}$. Clearly, we can use the expressions we already obtained in Equations (17)-(20) to describe the local power series expansion of $y+b^{q^{3}}, \tilde{y}_{\Phi^{3}(Q)}, \tilde{z}_{\Phi^{3}(Q)}$, $\tilde{w}_{\Phi^{3}(Q)}$ at $\Phi^{3}(P)$ simply replacing $a$ with $a^{q^{3}}$ and hence $A$ with $A^{q^{3}}$. From Equation (17) and $a^{q_{0}} A=b^{q}+b$, one has $y+b^{q^{2}}=\left(y+b^{q^{3}}\right)+\left(b^{q^{3}}+b^{q^{2}}\right)=a^{q_{0} q^{2}} A^{q^{2}}+a^{q_{0} q^{3}} \tilde{x}_{\Phi^{3}(Q)}+A^{q^{3}} \tilde{x}_{\Phi^{3}(Q)}^{q_{0}}+\tilde{x}_{\Phi^{3}(Q)}^{q_{0}+1}+O\left(\tilde{x}_{\Phi^{3}(Q)}^{q}\right)$. Hence

$$
\begin{align*}
\tilde{y}_{\Phi^{2}(Q)} & =\left(y+b^{q^{2}}\right)+a^{q_{0} q^{2}}\left(x+a^{q^{2}}\right)=\left(y+b^{q^{2}}\right)+a^{q_{0} q^{2}}\left(\tilde{x}_{\Phi^{3}(Q)}+A^{q^{2}}\right) \\
& =A^{q_{0} q^{2}} \tilde{x}_{\Phi^{3}(Q)}+A^{q^{3}} \tilde{x}_{\Phi^{3}(Q)}^{q_{0}}+\tilde{x}_{\Phi^{3}(Q)}^{q_{0}+1}+O\left(\tilde{x}_{\Phi^{3}(Q)}^{q}\right) . \tag{27}
\end{align*}
$$

Similarly using Equation (19) and $z=\tilde{z}_{\Phi^{3}(Q)}+a^{2 q_{0} q^{3}} x+b^{2 q_{0} q^{3}}$ one gets,

$$
\begin{align*}
\tilde{z}_{\Phi^{2}(Q)} & =a^{2 q_{0} q^{2}}\left(\tilde{x}_{\Phi^{3}(Q)}+a^{q^{3}}\right)+z+b^{2 q_{0} q^{2}} \\
& =a^{2 q_{0} q^{2}}\left(\tilde{x}_{\Phi^{3}(Q)}+a^{q^{3}}\right)+\tilde{z}_{\Phi^{3}(Q)}+a^{2 q_{0} q^{3}} x+b^{2 q_{0} q^{3}}+b^{2 q_{0} q^{2}} \\
& =A^{2 q_{0} q^{2}} \tilde{x}_{\Phi^{3}(Q)}+\tilde{z}_{\Phi^{3}(Q)}=A^{2 q_{0} q^{2}} \tilde{x}_{\Phi^{3}(Q)}+O\left(\tilde{x}_{\Phi^{3}(Q)}^{2 q_{0}}\right) . \tag{28}
\end{align*}
$$

We define $H_{1}:=\tilde{z}_{\Phi^{2}(Q)}+A^{q_{0} q^{2}} \tilde{y}_{\Phi^{2}(Q)}$. Then using Equations (27) and (28),

$$
\begin{aligned}
H_{1} & =A^{q_{0} q^{2}}\left(A^{q_{0} q^{2}} \tilde{x}_{\Phi^{3}(Q)}+A^{q^{3}} \tilde{x}_{\Phi^{3}(Q)}^{q_{0}}+\tilde{x}_{\Phi^{3}(Q)}^{q_{0}+1}\right)+A^{2 q_{0} q^{2}} \tilde{x}_{\Phi^{3}(Q)}+O\left(\tilde{x}_{\Phi^{3}(Q)}^{2 q_{0}}\right) \\
& =A^{q^{3}+q_{0} q^{2}} \tilde{x}_{\Phi^{3}(Q)}^{q_{0}}+A^{q_{0} q^{2}} \tilde{x}_{\Phi^{3}(Q)}^{q_{0}+1}+O\left(\tilde{x}_{\Phi^{3}(Q)}^{2 q_{0}}\right)
\end{aligned}
$$

Since $A \neq 0$ this shows that $v_{\Phi^{3}(Q)}\left(H_{1}\right)=q_{0}$. Also note that

$$
v_{\Phi^{2}(Q)}\left(H_{1}\right)=\min \left\{v_{\Phi^{2}(Q)}\left(\tilde{z}_{\Phi^{2}(Q)}\right), v_{\Phi^{2}(Q)}\left(\tilde{y}_{\Phi^{2}(Q)}\right)\right\}=\min \left\{2 q_{0}, q_{0}\right\}=q_{0}
$$

To compute the valuation of $H_{1}$ at $P$ we see that from Equations (21) and (22),

$$
H_{1}=\tilde{z}_{\Phi^{2}(Q)}+A^{q_{0} q^{2}} \tilde{y}_{\Phi^{2}(Q)}=P_{1}(A)+\left[\left(A^{q}+A\right)^{2}+A^{q^{2}}\left(A^{q}+A\right)\right]^{q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{q_{0}}\right)
$$

where $P_{1}(A)=\left(A^{q}+A\right) A^{2 q_{0} q}+A^{2 q_{0}+1}+A^{q_{0} q^{2}} T(A)$. Note that the coefficient of $\tilde{x}_{Q}$ in $H_{1}$ is not zero as both $A^{q}+A=0$ and $A^{q^{2}}+A^{q}+A=0$ imply $P \in \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$.

If $P_{1}(A)=0$ then $v_{Q}\left(H_{1}\right)=1$ and we define $N_{1}:=H_{1}$. Otherwise recalling that from Equation (23) we have $\tilde{w}_{\Phi^{2}(Q)}=P(A)+T(A)^{2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right)$, we define $N_{1}:=P_{1}(A) \tilde{w}_{\Phi^{2}(Q)}+P(A) H_{1}$. Doing so,

$$
\begin{aligned}
N_{1} & =P_{1}(A)\left(P(A)+T(A)^{2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right)\right)+P(A)\left(P_{1}(A)+\left[\left(A^{q}+A\right)^{2}+A^{q^{2}}\left(A^{q}+A\right)\right]^{q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{q_{0}}\right)\right) \\
& =P_{2}(A) \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{q_{0}}\right)
\end{aligned}
$$

Using $P(A)=A T(A)^{2 q_{0}}+A^{q^{2}+2 q_{0} q+q},\left(A^{q}+A\right)^{q_{0}}=\left(T(A)+A^{q_{0} q+q}\right) / A$ and $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$, one obtains $P_{2}(A)=P_{1}(A) T(A)^{2 q_{0}}+P(A)\left[\left(A^{q}+A\right)^{2}+A^{q^{2}}\left(A^{q}+A\right)\right]^{q_{0}}=A^{q_{0} q+q+q_{0}} P(A)^{q_{0}} \neq 0$.

Since $N_{1}$ is a linear combination of $\tilde{w}_{\Phi^{2}(Q)}$ and $H_{1}$, both the valuations of $N_{1}$ at $\Phi^{2}(Q)$ and $\Phi^{3}(Q)$ are at least $q_{0}$. This shows that, in both cases $P_{1}(A)=0$ and $P_{1}(A) \neq 0$, one has

$$
\begin{equation*}
\left(N_{1}\right)_{\mathcal{S}}=Q+q_{0} \Phi^{2}(Q)+q_{0} \Phi^{3}(Q)+E_{N_{1}}-\left(q+2 q_{0}+1\right) Q_{\infty} \tag{29}
\end{equation*}
$$

where $E_{N_{1}}$ is effective and with support not containing $Q$. Finally, we show that there exists a function $N_{0}$ on $\mathcal{S}$ such that

$$
\begin{equation*}
\left(N_{0}\right)_{\mathcal{S}}=Q+2 q_{0} \Phi^{2}(Q)+\Phi^{3}(Q)+E_{N_{0}}-\left(q+2 q_{0}+1\right) Q_{\infty} \tag{30}
\end{equation*}
$$

where $E_{N_{0}}$ is effective and with support not containing $Q$. Indeed since we already obtained in Equations (22) and (23) that $\tilde{z}_{\Phi^{2}(Q)}=\left(A^{q}+A\right) A^{2 q_{0} q}+A^{2 q_{0}+1}+\left(A^{q}+A\right)^{2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right)$, and $\tilde{w}_{\Phi^{2}(Q)}=P(A)+$ $T(A)^{2 q_{0}} \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right)$, we can define $N_{0}:=P(A) \tilde{z}_{\Phi^{2}(Q)}+\left[\left(A^{q}+A\right) A^{2 q_{0} q}+A^{2 q_{0}+1}\right] \tilde{w}_{\Phi^{2}(Q)}$. Doing so,

$$
N_{0}=\left(P(A)\left(A^{q}+A\right)^{2 q_{0}}+\left[\left(A^{q}+A\right) A^{2 q_{0} q}+A^{2 q_{0}+1}\right] T(A)^{2 q_{0}}\right) \tilde{x}_{Q}+O\left(\tilde{x}_{Q}^{2 q_{0}}\right)
$$

where by direct checking $P(A)\left(A^{q}+A\right)^{2 q_{0}}+\left[\left(A^{q}+A\right) A^{2 q_{0} q}+A^{2 q_{0}+1}\right] T(A)^{2 q_{0}}=A^{2 q_{0} q+2 q+2 q_{0}} \neq 0$, and hence $v_{Q}\left(N_{0}\right)=1$. Also, $v_{\Phi^{2}(Q)}\left(N_{0}\right)=\min \left\{v_{\Phi^{2}(Q)}\left(\tilde{z}_{\Phi^{2}(Q)}\right), v_{\Phi^{2}(Q)}\left(\tilde{w}_{\Phi^{2}(Q)}\right)\right\}=\min \left\{2 q_{0}, q\right\}=2 q_{0}$, and $v_{\Phi^{3}(Q)}\left(N_{0}\right)=\min \left\{v_{\Phi^{3}(Q)}\left(\tilde{z}_{\Phi^{2}(Q)}\right), v_{\Phi^{3}(Q)}\left(\tilde{w}_{\Phi^{2}(Q)}\right)\right\}=\min \left\{1,2 q_{0}\right\}=1$, as desired. Using Equations (29) and (30) it is now enough to define $\tilde{f}_{i}=N_{0}^{i} \cdot N_{1}$. Indeed one has,

$$
\left(\tilde{f}_{i}\right)_{\mathcal{S}}=(i+1) Q+(2 i+1) q_{0} \Phi^{2}(Q)+\left(q_{0}+i\right) \Phi^{3}(Q)+\left(i E_{N_{0}}+E_{N_{1}}\right)-(i+1)\left(q+2 q_{0}+1\right) Q_{\infty}
$$

where $q_{0}+i>2 i+1$ as $i \leq q_{0}-2$.
To construct gaps using Corollary 2.2 we will look at functions of the form

$$
\begin{equation*}
\tilde{x}_{Q}^{a_{1}} \cdot \tilde{y}_{Q}^{a_{2}} \cdot \tilde{z}_{Q}^{a_{3}} \cdot \tilde{w}_{Q}^{a_{4}} \cdot \prod_{n=1}^{2 q_{0}-2} h_{n}^{b_{n}} \cdot f_{1}^{c} \cdot f_{2}^{d} \cdot \prod_{n=0}^{q_{0}-2} g_{n}^{e_{n}} \cdot \pi_{P}^{f} \tag{31}
\end{equation*}
$$

for suitable choices of exponents $a_{1}, a_{2}, a_{3}, a_{4}, b_{1}, \ldots, b_{2 q_{0}-2}, c, d, e_{0}, \ldots, e_{q_{0}-2}, f$.
The six families of natural numbers $F_{1}, F_{2}, F_{3}, F_{4}, F_{5}, F_{6}$ defined in Theorem 1.1 correspond to sets of valuations of functions as in Equation (31). Indeed our aim is to show that $G(P)=\underset{\tilde{S}}{F}:=\cup_{i=1}^{6} F_{i}$. To this end we proceed with the following two steps: first, we prove that $F$ contains exactly $g(\tilde{\mathcal{S}})$ elements. Then we prove that the functions as in Equation (31) whose valuations are contained in $F$, are in $L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$.

Proposition 5.6. The set $F$ consists of $g(\tilde{\mathcal{S}})$ distinct natural numbers.
Proof. If $s=1,2$ the claim can be checked directly using a computer. Table 1 collects the cardinalities of the families $F_{i}^{\prime} s$ in these two cases.

Table 1: The cases $s=1$ and $s=2$.

| $c\|c\| F_{4} \mid$ | $\left\|F_{5}\right\|$ | $\left\|F_{6}\right\|$ | $\|F\|$ | $g(\tilde{\mathcal{S}})$ |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: | :---: | :---: | :---: | ---: | ---: |
| $s$ | $\left\|F_{1}\right\|$ | $\left\|F_{2}\right\|$ | $\left\|F_{3}\right\|$ | $\mid F_{1}$ |  |  |  |  |
| 1 | 146 | 31 | 8 | 0 | 9 | 2 | 196 | 196 |
| 2 | 12584 | 2393 | 192 | 96 | 87 | 24 | 15376 | 15376 |

So in the following, we assume $s>2$. We first show that for all $i=1, \ldots, 6$ different choices of coefficients within the same family $F_{i}$ give rise to distinct natural numbers.

- For $i=1$, assume by contradiction that there exists element $v \in F_{1}$ having two different expressions, namely

$$
\begin{equation*}
a_{1}+a_{2} q_{0}+2 a_{3} q_{0}+a_{4} q+f q^{2}+1=a_{1}^{\prime}+a_{2}^{\prime} q_{0}+2 a_{3}^{\prime} q_{0}+a_{4}^{\prime} q+f^{\prime} q^{2}+1 \tag{32}
\end{equation*}
$$

Considering Equation (32) modulo $q_{0}$ we obtain $a_{1} \equiv a_{1}^{\prime} \bmod q_{0}$ and therefore $a_{1}=a_{1}^{\prime}$, since $0 \leq$ $a_{1}, a_{1}^{\prime} \leq q_{0}-1$. So, Equation (32) can be simplified as $a_{2}+2 a_{3}+2 a_{4} q_{0}+2 f q q_{0}=a_{2}^{\prime}+2 a_{3}^{\prime}+2 a_{4}^{\prime} q_{0}+2 f^{\prime} q q_{0}$. Repeating the same procedure, firstly considering the equality modulo 2 , then modulo $q_{0}$ again and finally modulo $q$, we obtain $a_{2}=a_{2}^{\prime}, a_{3}=a_{3}^{\prime}, a_{4}=a_{4}^{\prime}$ respectively. As a consequence, $f=f^{\prime}$. This yields a contradiction.

- As before, for $i=2$ let

$$
a_{1}+a_{2} q_{0}+2 a_{3} q_{0}+a_{4} q+f q^{2}+(n+1) q q_{0}+1=a_{1}^{\prime}+a_{2}^{\prime} q_{0}+2 a_{3}^{\prime} q_{0}+a_{4}^{\prime} q+f^{\prime} q^{2}+\left(n^{\prime}+1\right) q q_{0}+1
$$

With a similar argument used for $i=1$, we can reduce the above equality modulo $q_{0}$, then modulo 2 , then modulo $q_{0}$ again and finally modulo $q$ to obtain $a_{1}=a_{1}^{\prime}, a_{2}=a_{2}^{\prime}, a_{3}=a_{3}^{\prime}$ and $a_{4}+n q_{0}=a_{4}^{\prime}+n^{\prime} q_{0}$ respectively. As a consequence $f=f^{\prime}$. The conditions $a_{1}+a_{2}+a_{3}+a_{4}+f=q-q_{0}-2-n q_{0}+n$ and $a_{1}^{\prime}+a_{2}^{\prime}+a_{3}^{\prime}+a_{4}^{\prime}+f^{\prime}=q-q_{0}-2-n^{\prime} q_{0}+n^{\prime}$ now imply that $n=n^{\prime}$ and $a_{4}=a_{4}^{\prime}$.

- The argument used for $i=3, \ldots, 6$ is exactly the same as for $i=1,2$ and hence it is omitted.

Next, one needs to prove that $F_{i} \cap F_{j}=\emptyset$, for all $i, j=1, \ldots, 6, i \neq j$. To this end, one can use exactly the same method used in the first part of this proof. For this reason just the first two cases are proven here in full details. Let $\sigma=a_{1}+a_{2}+a_{3}+a_{4}+f$.

- $F_{1} \cap F_{2}=\emptyset$ : suppose by contradiction that there exists $v \in F_{1} \cap F_{2}$. Then:

$$
\begin{aligned}
v & =a_{1}+a_{2} q_{0}+2 a_{3} q_{0}+a_{4} q+\left(\sigma-a_{1}-a_{2}-a_{3}-a_{4}\right) q^{2}+1 \\
& =a_{1}^{\prime}+a_{2}^{\prime} q_{0}+2 a_{3}^{\prime} q_{0}+a_{4}^{\prime} q+(n+1) q_{0} q+\left(q-q_{0}-2-n q_{0}+n-a_{1}^{\prime}-a_{2}^{\prime}-a_{3}^{\prime}-a_{4}^{\prime}\right) q^{2}+1
\end{aligned}
$$

Considering the equality above modulo $q_{0}$, then modulo 2 and finally modulo $q_{0}$ we get $a_{1}=a_{1}^{\prime}, a_{2}=$ $a_{2}^{\prime}, a_{3}=a_{3}^{\prime}$. This yields

$$
a_{4}+\left(\sigma-a_{4}\right) q=a_{4}^{\prime}+(n+1) q_{0}+\left(q-q_{0}-2-n q_{0}+n-a_{4}^{\prime}\right) q .
$$

Since $a_{4} \leq q-2$ and $a_{4}^{\prime}+(n+1) q_{0} \leq q-q_{0}-1-n q_{0}+n q_{0}+q_{0}=q-1$, the equality above modulo $q$ gives $a_{4}=a_{4}^{\prime}+(n+1) q_{0}$ and $\sigma=q-2+n$, a contradiction to $\sigma \leq q-2$ as $n \geq 1$.

- $F_{1} \cap F_{3}=\emptyset:$ suppose by contradiction that there exists $v \in F_{1} \cap F_{3}$. Then we can write

$$
\begin{aligned}
v & =a_{1}+a_{2} q_{0}+2 a_{3} q_{0}+a_{4} q+\left(\sigma-a_{1}-a_{2}-a_{3}-a_{4}\right) q^{2}+1 \\
& =a_{1}^{\prime}+a_{2}^{\prime} q_{0}+2 a_{3}^{\prime} q_{0}+a_{4}^{\prime} q+(2 n+1) q_{0} q+n+1+\left(q-q_{0}-2-2 n q_{0}+n-a_{1}^{\prime}-a_{2}^{\prime}-a_{3}^{\prime}-a_{4}^{\prime}\right) q^{2}+1
\end{aligned}
$$

Arguing as in the previous case one gets $a_{1}=a_{1}^{\prime}+n+1, a_{2}=a_{2}^{\prime}$ and $a_{3}=a_{3}^{\prime}$, so that

$$
a_{4}+\left(\sigma-n-a_{4}\right) q=a_{4}^{\prime}+(2 n+1) q_{0}+\left(q-q_{0}-1-2 n q_{0}+n-a_{4}^{\prime}\right) q
$$

Note that $a_{4}^{\prime}+(2 n+1) q_{0} \leq q_{0}-1+\left(2 q_{0}-3\right) q_{0}<q$ so that considering the equality modulo $q$ one gets $a_{4}=a_{4}^{\prime}+(2 n+1) q_{0}$. Hence $\sigma=q-1+2 n \geq q-1$, a contradiction.

Finally, we need to prove that $F$ consists of $g(\tilde{\mathcal{S}})$ distinct elements. From the previous step it is enough to check that there are exactly $g(\tilde{\mathcal{S}})$ possible distinct choices of such coefficients.

For a given $\sigma \in \mathbb{N}$, we denote the number of combinations of five natural numbers $a_{1}, a_{2}, a_{3}, a_{4}, f$ such that $a_{1}+a_{2}+a_{3}+a_{4}+f=\sigma$ with $\mathcal{B}(\sigma)=\binom{\sigma+4}{4}$. Observe that from [9, Equation 5.10] for any $n \in \mathbb{N}$ it holds:

$$
\sum_{\sigma=0}^{n} \mathcal{B}(\sigma)=\sum_{\sigma^{\prime}=4}^{n+4}\binom{\sigma^{\prime}}{4}=\binom{n+5}{5}=\frac{n(n+1)}{120}\left(n^{3}+14 n^{2}+71 n+154\right)+1 .
$$

It is also useful to denote the number of combinations of four natural numbers $a_{2}, a_{3}, a_{4}, f$ such that $a_{2}+$ $a_{3}+a_{4}+f=\sigma$ with $\mathcal{B}^{\prime}(\sigma)=\binom{\sigma+3}{3}$ and, similarly, the number of combinations of three natural number $a_{3}, a_{4}, f$ such that $a_{3}+a_{4}+f=\sigma$ with $\mathcal{B}^{\prime \prime}(\sigma)=\binom{\sigma+2}{2}$.

- Let us count the number of elements in $F_{1}$. By the inclusion-exclusion principle, this is given by:

$$
\begin{aligned}
& \sum_{\sigma=0}^{q-2} \mathcal{B}(\sigma)-\left(\sum_{\sigma_{1}=0}^{q-2-q_{0}} \mathcal{B}\left(\sigma_{1}\right)+\sum_{\sigma_{2}=0}^{q-2-2} \mathcal{B}\left(\sigma_{2}\right)+\sum_{\sigma_{3}=0}^{q-2-q_{0}} \mathcal{B}\left(\sigma_{3}\right)\right) \\
& +\left(\sum_{\sigma_{1,2}=0}^{q-2-q_{0}-2} \mathcal{B}\left(\sigma_{1,2}\right)+\sum_{\sigma_{2,3}=0}^{q-2-2-q_{0}} \mathcal{B}\left(\sigma_{2,3}\right)+\sum_{\sigma_{1,3}=0}^{q-2-q_{0}-q_{0}} \mathcal{B}\left(\sigma_{1,3}\right)\right)-\sum_{\sigma_{1,2,3}=0}^{q-2-q_{0}-2-q_{0}} \mathcal{B}\left(\sigma_{1,2,3}\right) \\
& =\frac{q^{3}}{2}-q^{2} q_{0}+\frac{7}{24} q^{2}-\frac{1}{12} q .
\end{aligned}
$$

- Let us now count the number of elements in $F_{2}$. In this case $\sigma=q-q_{0}-2-2 n q_{0}+n$ in $F_{2}$. Observe that: $\sigma-q_{0}, \sigma-2$ are always non-negative, while $\sigma-\left(q-q_{0}-n q_{0}\right)$ is non-negative only for $n>1$; $\sigma-2 q_{0}, \sigma-2-q_{0}$ are non-negative as $s>1 ; \sigma-\left(q-q_{0}-n q_{0}\right)-2$ and $\sigma-\left(q-q_{0}-n q_{0}\right)-q_{0}$ are non-negative only for $n>3$ and $n>q_{0}+1$, respectively. Both conditions can hold true as $s>1$; $\sigma-2 q_{0}-2$ is non-negative since $s>1 ; \sigma-\left(q-q_{0}-n q_{0}\right)-2-q_{0}$ is non-negative only for $n>q_{0}+3$, which can hold true as $s>2 ; \sigma-\left(q-q_{0}-n q_{0}\right)-2 q_{0}$ is always negative; and $\sigma-\left(q-q_{0}-n q_{0}\right)-2-2 q_{0}$
is always negative. Hence, the number of elements in $F_{2}$ is given by:

$$
\begin{aligned}
& \sum_{n=1}^{2 q_{0}-2} \mathcal{B}(\sigma)-\left(\sum_{n=1}^{2 q_{0}-2} \mathcal{B}(\sigma-2)+\sum_{n=1}^{2 q_{0}-2} 2 \mathcal{B}\left(\sigma-q_{0}\right)+\sum_{n=2}^{2 q_{0}-2} \mathcal{B}\left(\sigma-\left(q-q_{0}-n q_{0}\right)\right)\right)+\left(\sum_{n=1}^{2 q_{0}-2} \mathcal{B}\left(\sigma-2 q_{0}\right)\right. \\
& \left.+\sum_{n=1}^{2 q_{0}-2} 2 \mathcal{B}\left(\sigma-2-q_{0}\right)+\sum_{n=4}^{2 q_{0}-2} \mathcal{B}\left(\sigma-\left(q-q_{0}-n q_{0}\right)-2\right)+\sum_{n=q_{0}+2}^{2 q_{0}-2} 2 \mathcal{B}\left(\sigma-\left(q-q_{0}-n q_{0}\right)-q_{0}\right)\right) \\
& -\left(\sum_{n=1}^{2 q_{0}-2} \mathcal{B}\left(\sigma-2-2 q_{0}\right)+\sum_{n=q_{0}+4}^{2 q_{0}-2} 2 \mathcal{B}\left(\sigma-\left(q-q_{0}-n q_{0}\right)-2-q_{0}\right)\right) \\
& =q^{2} q_{0}-\frac{43}{24} q^{2}+q q_{0}+\frac{1}{12} q+1
\end{aligned}
$$

- For counting the elements of $F_{3}$, observe that $\sigma-q_{0}, \sigma-2, \sigma-\left(q_{0}-1-n\right), \sigma-2-q_{0}, \sigma-2 q_{0}, \sigma-$ $\left(q_{0}-1-n\right)-2, \sigma-\left(q_{0}-1-n\right)-q_{0}$ are always non-negative, and also $\sigma-2-2 q_{0}, \sigma-2-q_{0}-\left(q_{0}-\right.$ $1-n), \sigma-2 q_{0}-\left(q_{0}-1-n\right), \sigma-2-2 q_{0}-\left(q_{0}-1-n\right)$ are non-negative as $s>1$.
Taking into consideration the aforementioned observations we get that the cardinality of $F_{3}$ is equal to

$$
\begin{aligned}
& \sum_{n=0}^{q_{0}-2} \mathcal{B}(\sigma)-\sum_{n=0}^{q_{0}-2}\left(\mathcal{B}(\sigma-2)+2 \mathcal{B}\left(\sigma-q_{0}\right)+\mathcal{B}\left(\sigma-\left(q_{0}-1-n\right)\right)\right) \\
& +\sum_{n=0}^{q_{0}-2}\left(\mathcal{B}\left(\sigma-2 q_{0}\right)+2 \mathcal{B}\left(\sigma-2-q_{0}\right)+\mathcal{B}\left(\sigma-\left(q_{0}-1-n\right)-2\right)+2 \mathcal{B}\left(\sigma-\left(q_{0}-1-n\right)-q_{0}\right)\right) \\
& -\sum_{n=0}^{q_{0}-2}\left(\mathcal{B}\left(\sigma-2-2 q_{0}\right)+2 \mathcal{B}\left(\sigma-2-q_{0}-\left(q_{0}-1-n\right)\right)+\mathcal{B}\left(\sigma-2 q_{0}-\left(q_{0}-1-n\right)\right)\right) \\
& +\sum_{n=0}^{q_{0}-2} \mathcal{B}\left(\sigma-2-2 q_{0}-\left(q_{0}-1-n\right)\right)=\frac{1}{4} q^{2}-\frac{1}{2} q q_{0}
\end{aligned}
$$

- The number of elements of $F_{4}$ is given by:

$$
\begin{aligned}
& \sum_{n=0}^{q_{0}-3} \mathcal{B}(\sigma)-\sum_{n=0}^{q_{0}-3}\left(\mathcal{B}(\sigma-2)+2 \mathcal{B}\left(\sigma-q_{0}\right)+\mathcal{B}\left(\sigma-\left(q_{0}-2-n\right)\right)\right) \\
& +\sum_{n=0}^{q_{0}-3}\left(\mathcal{B}\left(\sigma-2 q_{0}\right)+2 \mathcal{B}\left(\sigma-2-q_{0}\right)+\mathcal{B}\left(\sigma-\left(q_{0}-2-n\right)-2\right)+2 \mathcal{B}\left(\sigma-\left(q_{0}-2-n\right)-q_{0}\right)\right) \\
& -\sum_{n=0}^{q_{0}-3}\left(\mathcal{B}\left(\sigma-2-2 q_{0}\right)+2 \mathcal{B}\left(\sigma-2-q_{0}-\left(q_{0}-2-n\right)\right)+\mathcal{B}\left(\sigma-2 q_{0}-\left(q_{0}-2-n\right)\right)\right) \\
& +\sum_{n=0}^{q_{0}-3} \mathcal{B}\left(\sigma-2-2 q_{0}-\left(q_{0}-2-n\right)\right)=\frac{1}{4} q^{2}-\frac{3}{2} q q_{0}+q
\end{aligned}
$$

- For studying the number of elements of $F_{5}$, let us consider the cases $c=0$ and $c=1$ separately, starting from the case $c=0$.

The number of elements in $F_{5}$ for $c=0$ can be computed as follows

$$
\begin{aligned}
& \sum_{d=1}^{q_{0}-1} \mathcal{B}^{\prime}(\sigma)-\sum_{d=1}^{q_{0}-1}\left(\mathcal{B}^{\prime}(\sigma-2)+\mathcal{B}^{\prime}\left(\sigma-q_{0}\right)+\mathcal{B}^{\prime}\left(\sigma-\left(q_{0}-d\right)\right)\right) \\
& +\sum_{d=1}^{q_{0}-1}\left(\mathcal{B}^{\prime}\left(\sigma-2-q_{0}\right)+\mathcal{B}^{\prime}\left(\sigma-2-\left(q_{0}-d\right)\right)+\mathcal{B}^{\prime}\left(\sigma-q_{0}-\left(q_{0}-d\right)\right)\right) \\
& -\sum_{d=1}^{q_{0}-1} \mathcal{B}^{\prime}\left(\sigma-2-q_{0}-\left(q_{0}-d\right)\right)=\frac{1}{2} q q_{0}-\frac{1}{2} q
\end{aligned}
$$

Let us consider now the case $c=1$. Observe that $\sigma-q_{0}$ and $\sigma-q_{0}-\left(q_{0}-d\right)$ are negative only for $d=q_{0}-1$, while the quantity $\sigma-\left(q_{0}-d\right)$ is always non-negative as $s>2$. Hence the number of elements in $F_{5}$ with $c=1$ is given by

$$
\sum_{d=0}^{q_{0}-1} \mathcal{B}^{\prime \prime}(\sigma)-\left(\sum_{d=0}^{q_{0}-1} \mathcal{B}^{\prime \prime}\left(\sigma-\left(q_{0}-d\right)\right)+\sum_{d=0}^{q_{0}-2} \mathcal{B}^{\prime \prime}\left(\sigma-q_{0}\right)\right)+\sum_{d=0}^{q_{0}-2} \mathcal{B}^{\prime \prime}\left(\sigma-q_{0}-\left(q_{0}-d\right)\right)=\frac{1}{4} q q_{0}+\frac{1}{4} q-1
$$

- For counting the number of elements of $F_{6}$, observe that $\sigma-q_{0}-(n+1)$ is non-negative as $s>1$. So, $\left|F_{6}\right|$ coincides with

$$
\sum_{n=0}^{q_{0}-2} \mathcal{B}^{\prime \prime}(\sigma)-\sum_{n=0}^{q_{0}-2}\left(\mathcal{B}^{\prime \prime}\left(\sigma-q_{0}\right)+\mathcal{B}^{\prime \prime}(\sigma-(n+1))\right)+\sum_{n=0}^{q_{0}-2} \mathcal{B}^{\prime \prime}\left(\sigma-q_{0}-(n+1)\right)=\frac{1}{4} q q_{0}-\frac{1}{4} q
$$

The conclusion follows after adding up the quantities obtained for each of the six families separately. For all $s>2$ the computation yields $|F|=\frac{1}{2} q(q-1)^{2}=g(\tilde{\mathcal{S}})$.

A consequence of Proposition 5.6 is that we can assign to each $v \in F$ a unique function $\mathfrak{f}_{v}$ on $\tilde{\mathcal{S}}$ of the form as in Equation (31) that is regular outside $P_{\infty}$ and has valuation $v-1$ at $P$ in the following way: if $v$ is expressed as
$v=a_{1}+a_{2} q_{0}+2 a_{3} q_{0}+a_{4} q+q q_{0} \sum_{n=1}^{2 q_{0}-2} b_{n}(n+1)+c q_{0}(q+1)+d\left(2 q q_{0}+2 q_{0}+1\right)+\sum_{n=0}^{q_{0}-2} e_{n}\left((2 n+1) q_{0} q+n+1\right)+f q^{2}+1$,
then we define

$$
\mathfrak{f}_{v}:=\tilde{x}_{Q}^{a_{1}} \cdot \tilde{y}_{Q}^{a_{2}} \cdot \tilde{z}_{Q}^{a_{3}} \cdot \tilde{w}_{Q}^{a_{4}} \cdot \prod_{n=1}^{2 q_{0}-2} h_{n}^{b_{n}} \cdot f_{1}^{c} \cdot f_{2}^{d} \cdot \prod_{n=0}^{q_{0}-2} g_{n}^{e_{n}} \cdot \pi_{P}^{f}
$$

Proposition 5.6 guarantees that there are exactly $g(\tilde{\mathcal{S}})$ such functions having pairwise distinct valuations at $P$. The following proposition, together with Proposition 5.6 and Corollary 2.2, completes the proof of Theorem 1.1.

Proposition 5.7. $\mathfrak{f}_{v}$ belongs to $L\left((2 g(\tilde{\mathcal{S}})-2) P_{\infty}\right)$ for all $v \in F$.
Proof. It has been already shown that $\mathfrak{f}_{v}$ is regular outside $P_{\infty}$. It remains to show that $-v_{P_{\infty}}\left(\mathfrak{f}_{v}\right) \leq 2 g(\tilde{\mathcal{S}})-2$. As before, let $\sigma=a_{1}+a_{2}+a_{3}+a_{4}+f$.

- If $v \in F_{1}$, then $-v_{P_{\infty}}\left(\mathfrak{f}_{v}\right)$ is equal to $\sigma\left(q^{2}+1\right)-a_{1}\left(2 q q_{0}-q+1\right)-a_{2}\left(q q_{0}-q_{0}+1\right)-a_{3}\left(q-2 q_{0}+1\right) \leq$ $(q-2)\left(q^{2}+1\right)=2 g(\mathcal{S})-2$.
- If $v \in F_{2}$, then $-v_{P_{\infty}}\left(\mathfrak{f}_{v}\right)$ is equal to $(q-2)\left(q^{2}+1\right)-a_{1}\left(2 q q_{0}-q+1\right)-a_{2}\left(q q_{0}-q_{0}+1\right)-a_{3}\left(q-2 q_{0}+1\right) \leq$ $(q-2)\left(q^{2}+1\right)=2 g(\tilde{\mathcal{S}})-2$.
- If $v \in F_{3}$, then $-v_{P_{\infty}}\left(\mathfrak{f}_{v}\right)$ is at most $(q-2)\left(q^{2}+1\right)-a_{1}\left(2 q q_{0}-q+1\right)-a_{2}\left(q q_{0}-q_{0}+1\right)-a_{3}\left(q-2 q_{0}+1\right) \leq$ $(q-2)\left(q^{2}+1\right)=2 g(\tilde{\mathcal{S}})-2$.
- If $v \in F_{4}$, then $-v_{P_{\infty}}\left(\mathfrak{f}_{v}\right)$ is at most $(q-2)\left(q^{2}+1\right)-a_{1}\left(2 q q_{0}-q+1\right)-a_{2}\left(q q_{0}-q_{0}+1\right)-a_{3}\left(q-2 q_{0}+1\right) \leq$ $(q-2)\left(q^{2}+1\right)=2 g(\mathcal{S})-2$.
- If $v \in F_{5}$, then $-v_{P_{\infty}}\left(\mathfrak{f}_{v}\right)$ is at most $(q-2)\left(q^{2}+1\right)-a_{2}\left(q q_{0}-q_{0}+1\right)-a_{3}\left(q-2 q_{0}+1\right) \leq(q-2)\left(q^{2}+1\right)=$ $2 g(\tilde{\mathcal{S}})-2$.
- If $v \in F_{6}$, then $-v_{P_{\infty}}\left(\mathfrak{f}_{v}\right)$ is at most $(q-2)\left(q^{2}+1\right)-a_{3}\left(q-2 q_{0}+1\right) \leq(q-2)\left(q^{2}+1\right)=2 g(\tilde{\mathcal{S}})-2$.

It is possible, though a bit technical, to determine the Apéry set and a set of generators of $H(P)$ for $P \notin \tilde{\mathcal{S}}\left(\mathbb{F}_{q^{4}}\right)$. It turns out that for $s=1$, one needs 19 generators, while for $s \geq 2, H(P)$ has $3 q-2 q_{0}$ generators. More details will appear in the upcoming PhD thesis of the second author.
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