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Abstract
Large-scale integration of Renewable Energy Sources (RES) as well as the installation of new High
Voltage Direct Current (HVDC) lines pose new technical challenges concerning the stability of
the electrical power system, the accurate system modeling and the real-time dynamic security
assessment. This is due to the lack of system inertia, limited overload capability of power electronic
devices and fast power electronic interfaces. To ensure the secure and reliable operation of power
systems with high penetration of RES and HVDC interconnectors, advanced control methods
and new operational tools are required. The research aims of this PhD thesis are twofold: first,
it investigates the effects of controller design of converters on the power system stability and
proposes control designs and metrics to enable the secure integration of converter-based resources.
Second, this thesis investigates analysis tools for time-domain simulations by evaluating the
appropriateness of existing reduced complexity models for converters and by proposing the use of
physics-informed neural networks which can provide fast and accurate solutions. Overall, this
work approaches the fundamental challenge of low- and zero-inertia power systems from two
distinct angles and proposes pragmatic solutions.

The first fundamental challenge concerns the replacement of conventional synchronous-based
generation by renewable energy sources. This reduces the level of rotational inertia and introduces
uncertainty in the dynamic behavior of the power grid due to their continuously varying power
infeed. Consequently, the level of system inertia obtains a time-varying profile, which influences
the frequency stability of the system. Two strategies are considered to tackle the problem of
frequency stability. The first strategy leverages tools from control system theory and proposes
a structured robust frequency control design that accounts for the impact of low inertia on
frequency dynamics and aims to reduce the Rate Of Change Of Frequency (ROCOF) and frequency
nadir. The second strategy focuses on utilizing HVDC systems interconnecting asynchronous
areas and studies the exchange of frequency reserves in order to limit the maximum ROCOF
and frequency nadir. Particularly, we extract expressions for the ROCOF, frequency nadir and
maximum steady-state frequency deviation as a function of the system inertia and components’
control parameters. These expressions are incorporated into the unit commitment problem as
constraints. This enables the dispatch of enough generator-based units and the procurement of
enough frequency reserves, to maintain the frequency stability of the system and allow for secure
integration of RES into the power grid. Moreover, considering that converter-based resources
are called to participate in grid-supporting services, we study how their operation mode, namely
grid-forming and grid-following converter, affects the system stability and dynamic performance.
Having as control objectives to avoid (i) induced instabilities caused by the converters and (ii)
the saturation of converters in the event of a contingency, we propose methods for appropriate
tuning of the converters’ control parameters. This allows the safe and reliable integration of
converter-based resources to power grid.

The second fundamental challenge relates to the system analyses based on time-domain simulations,

xiii
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which is a critical tool for power system operators. To ensure the secure power system operation,
transmission system operators evaluate a large number of scenarios that correspond to hundreds
of thousands of operating points and different types of contingencies. Due to the increase of
the number of generation units, mainly due to the large penetration of RES, the number of
these scenarios dramatically increases, which in turn increases the computation time required
for performing these dynamic security assessment studies. To this end, two methodologies are
proposed. The first concerns the appropriateness of Root Mean Squared (RMS) models to assess
the security of a power system with high penetration of RES. RES are usually connected to the grid
over power electronic converters which introduce faster dynamics to the system response, that
RMS models cannot always capture. Considering the key role grid-forming converters will play in
the near future, we propose a loop-shaping control design, and derive sufficient conditions that
determine the appropriateness of the RMS models of different classes of grid-forming converters,
when simulating events where the power balance is disturbed, e.g. loss of load or generation. The
second direction draws from recent developments in machine learning and neural networks for
predicting solutions to systems of partial differential equations, ordinary differential equations and
differential algebraic equations. This thesis proposes, for the first time, physics informed neural
networks for power system applications and demonstrates how they can provide solutions for a
system of differential algebraic equations at a fraction of the time required by traditional numerical
solvers, while maintaing high accuracy.



Resumé
Integration af vedvarende energikilder (VE) i stor skala, så vel som installation af nye jævnstrøms
højpændingsslinjer (HVDC), udgør nye tekniske udfordringer for stabiliteten i elsystemet, nø-
jagtig systemmodellering, samt dynamisk sikkerhedsvurdering i real-tid. Dette skyldes manglen
på systeminerti, begrænset overbelastningskapacitet i de effektelektroniske enheder, samt hur-
tigtvirkende effektelektroniske interfaces. For at sikre sikker og pålidelig drift af elsystemer med
høj indtrængen af vedvarende energi og HVDC interkonnektorer, er der behov for avancerede
kontrolmetoder og nye operationelle værktøjer. Målet med forskningen i denne PhD afhandling
er således tofold: I første omgang, undersøges effekterne af omformeres kontrolsystemsdesign
på elsystemsstabiliteten og der foreslås kontrolsystemsdesign og metrikker der kan muliggøre
sikker integration af omformerbaserede ressourcer. Dernæst, undersøger denne afhandling analy-
seværktøjer til tidsdomæne simuleringer, ved at evaluere hensigtsmæssigheden af eksisterende
omformermodeller med reduceret kompleksitet og ved at foreslå brugen af fysik-informerede
neurale netværk som giver nøjagtige og hurtige løsninger. Samlet set tilgår arbejdet i afhandlingen
den fundamentale udfordring ved lav- og nulinerti elsystemer fra to distinkte vinkler og foreslår
pragmatiske løsninger.

Den første fundamentale udfordring omhandler erstatning af konventionel synkronbaseret produk-
tion med vedvarende energikilder. Dette reducerer mængden af roterende inerti and introducerer
usikkerhed om den dynamiske opførsel af elnettet, grundet den kontinuerte indfødning af vari-
erende effekt. Følgelig vil mængden af systeminerti få en tidsvarierende profil, hvilket påvirker
frekvensstabiliteten i systemet. To strategier overvejes for at håndtere problemet med frekvenssta-
bilitet. Den første strategi benytter værktøjer fra kontrolsystemsteori, og foreslår et struktureret
robust design af frekvensregulering der tager højde for indvirkningen af lav inerti på frekvens-
dynamikker og har som målsætning at reducere både hurtigere frekvensændring (ROCOF) og
frekvens nadir. Den anden strategi fokuserer på at udnytte HVDC systemers sammenkoblede
asynkrone områder og studerer udvekslingen af frekvensreserver for mindske den maksimale RO-
COF og frekvens nadir. I særdelshed, uddrager vi udtryk for ROCOF, frekvens nadir og maksimal
steady-state afvigelse som en funktion af systeminertien og komponenters kontrolparametre. Disse
udtryk bliver indarbejdet i unit commitment problemet som bi-betingelser. Dette muliggør at nok
generator-baserede enheder dispatches og at der produceres nok frekvensreserver til at opretholde
frekvensstabiliteten i systemet og tillader således sikker integration af VE i elnettet. Herudover,
med tanke på at omformer-baserede ressourcer forventes at deltage i netunderstøttende services,
undersøger vi først driftstilstandens indflydelse, navnlig net-dannende og net-følgende omformer,
på systemets stabilitet og dynamiske ydeevne. Med kontrolmål om at undgå (i) inducerede usta-
biliteter forårsaget af omformerne og (ii) mætning af omformere ved nødstilfælde, foreslår vi en
passende tuning af omformernes kontrolparametre. Dette tillader sikker og pålidelig integration af
omformerbaserede ressourcer i elnettet. — Den anden fundamentale udfordring angår systemanal-
yser baseret på tids-domæne simuleringer, hvilket er et kritisk værktøj for elsystemsoperatører. For
at sikre sikker drift af elsystemer, udfører transmissionssystemsoperatører sikkerhedsvurderinger,
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ved at evaluere store antal scenarier der svarer til forskellige driftstilstande, typer af forstyrrelser
og tab af produktionsenheder. På grund af de øgede antal af produktionsenheder, hovedsagligt
på grund af installation af talrige VE, øges antallet af disse scenarier dramatisk, hvilket igen
øger den beregningstid det kræves for at udføre dynamisk sikkerhedsvurdering. Med henblik
herpå, foreslås to metodologier. Den første, omhandler hensigtsmæssigheden af Root Mean
Squared (RMS) modeller af elsystemer med høj penetration af VE. I betragtning af den nøglerolle
net-dannende omformere får i den nære fremtid, foreslås et sløjfe-dannende kontrol design og
nødvendige betingelser udledes, der bestemmer hensigtsmæssigheden af RMS modellerne, for
forskellige klasser af net-dannende omformere ved simulering af hændelser, hvor effektbalancen
forstyrres. Den anden retning, fokuserer på at udnytte nylige fremskridt indenfor maskinlæring og
neurale netværk, til at løse systemer af partielle differentialligninger, ordinære differentialligninger
og algebraiske differentialligninger. Denne afhandling foreslår, for første gang, fysik-informerede
neurale netværk til elsystemsapplikationer og vi demonstrerer hvorledes de kan levere løsninger,
til et system af algebraiske differentialligninger, på en brøkdel af den tid der kræves af traditionelle
numeriske solvere, samtidig med at de opretholder høj nøjagtighed.



CHAPTER1
Introduction

1.1 Background and motivation

To meet the targets of the Paris agreement [7], governments around the world have initiated a
number of actions, which involve reducing the number of fossil fuel based generation units while
increasing the penetration of renewable energy sources. In this regard, the European Clean Energy
Package expects to deliver a 45 % reduction in greenhouse gases by 2030, and a reduction up to
90 % by 2050 [8]. This transition introduces a number of challenges in power system operation
related to power system stability.

One aspect that Transmission System Operators (TSOs) assess, concerns the frequency stability of
the system. This is defined as the ability of the system to maintain the balance between generation
and demand, following a severe active power imbalance [9]. Due to the inclusion of intermittent
power sources, preserving the balance between supply and demand becomes a much harder task
[10]. Additionally, the inclusion of converter-based resources adds significant uncertainty to the
system parameters, such as the system inertia which affects significantly the frequency stability [11].
This occurs because Renewable Energy Sources (RES) do not inherently contribute to frequency
control, as synchronous machines do, since they are interfaced to the grid through power electronic
devices and cannot store kinetic energy. However, with their main advantage being their fast
control action, transmission system operators could potentially tackle the problem by introducing
converter-based resources, such as High Voltage Direct Current links, batteries, wind turbines and
solar panels into primary frequency control [12].

Among the different types of converter-based resources which can be used for frequency support,
HVDC-links interconnecting asynchronous areas are a promising option [13, 14]. Considering the
high number of interconnections formed by HVDC lines, especially in Europe [15], appropriate
converter control tuning and better coordination between regional entities are required to handle
system disturbances associated with frequency stability. However, to allow HVDC links to
provide services such as active power balance restoration and limiting the instantaneous frequency
deviation, other challenges need to be addressed. The replacement of conventional power plants
combined with the opposition against installation of new AC overhead lines [16, 17], can lead to
weaker AC systems, meaning that lower Short-Circuit Ratio (SCR) values and less stiff voltage are
to be expected. Low SCR values can cause issues in the operation of HVDC links [16–18], which
require extensive stability analysis to ensure their secure integration when providing grid support.
The main issues are associated with the dynamic power transfer capability of the HVDC converter,
as well as with the small-signal stability of the system.

Moreover, an example of a weak AC system is the North Sea Wind Power Hub (NSWPH) project,
which was announced in 2017 by Energinet and TenneT, the Danish and Dutch transmission
system operators. This project aims at installing more than 30 GW of offshore wind power in the
North Sea. Artificial islands will collect the produced wind power and multiple inter-connectors
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Figure 1.1: Classification of power system stability

will transmit it onshore [19, 20]. According to [21], the connections between the offshore system
and onshore grids will be multiple point-to-point Voltage Source Converter (VSCs) HVDC links.
Thus, the offshore system that could potentially be formed is an AC system with absence of stiff
AC voltage and limited energy storage capability. Assessing the stability of such a system and
designing appropriate controllers for converter-based resources are necessary for its realization
and removing the barriers towards a carbon-free power grid.

Another barrier towards a carbon-free power grid concerns the ability of TSOs to continuously
monitor the state of the system. Considering the continuously varying power infeed from RES,
real-time situation awareness is necessary for ensuring the power system security [11, 22, 23]. Time-
domain simulations play a vital role when performing dynamic security assessment. Up until now,
due to the time-scale separation properties between synchronous generators and transmission line
dynamics, transmission line dynamics were neglected and an algebraic model of the transmission
network was used, i.e. Root Mean Square (RMS) modeling [24]. RMS modeling allows for
large time-steps in numerical simulations and fast estimation of the dynamic state of the power
system [25]. However, converter-based resources contain fast control systems with time constants
similar to the time constants of the network line dynamics [1]. Thus, neglecting the network line
dynamics when modeling converter-based resources and relying on RMS modeling of the power
grid, leads to: (i) loss of information regarding the dynamic state of the system [26, 27] and (ii)
inaccurate assessment of the stability boundaries [28]. Thus, in order for transmission system
operators to ensure the power system security, a model that accounts for the electromagnetic
dynamics is required, namely ElectroMagnetic Transient (EMT) model. The main limitation,
however, of using EMT modeling is the small time-steps required for the numerical solutions
of differential-algebraic equations, which increases the computational burden when performing
dynamic security assessment. To this end, appropriate simulation tools are required to maintain
secure operation of future power systems [27, 29, 30].

1.2 Research directions

Two research directions are defined in this thesis. The first one focuses on power system
stability issues emerging from the integration of converter-based resources, as well as developing
appropriate controllers to enhance the stability of power systems with varying penetration of RES.
The second one focuses on identifying and developing appropriate simulation tools for performing
dynamic security assessment of future power systems.

1.2.1 Enhancing stability in low- and zero-inertia power systems

The first research objective aims at identifying potential stability issues that can occur due to high
penetration of RES and proposes appropriate solutions and control designs. Figure 1.1 depicts a
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classification of the stability of future power systems containing a large number of converter-based
resources [31, 32]. This thesis focuses on frequency and converter stability issues encompassing
future power systems.

We first assess how different levels of system inertia affects the frequency stability of the system.
Existing approaches in literature focus on two mitigation strategies for ensuring frequency stability.
The first one concerns the development of fast frequency control schemes for improving the
frequency stability of the system [33–36]. The second strategy focuses on the inclusion of frequency-
related constraints, such as Rate Of Change Of Frequency (ROCOF), frequency nadir and steady
state frequency deviation, in the unit commitment problem [37–40]. The idea is to include inertia
requirements in the unit commitment problem. By doing that, TSOs can decide which units
(synchronous generators or converter-based resources) are going to be dispatched for the sole
purpose of providing frequency support. This allows for preserving the frequency stability of
the system and ensuring secure integration of RES. This thesis aims at complementing these
two strategies by proposing alternative fast frequency control schemes, and frequency-related
constraints which can be included in the unit commitment problem.

Given that services, such as frequency support, will be provided by an increasing number of
converter-based resources in the future, the dynamic properties of the power grid substantially
change. This means that the challenge of large-scale integration is not limited to problems related
to frequency stability, but also to the stable operation of the converter when connected to weak
power grids. Particularly, it is well known that converters that operate in grid-following mode can
lead to small-signal instability due to the inability of their Phase Locked Loop (PLL) controller
to synchronize the converter with the grid under low SCR values [41]. Existing approaches in
the literature investigates small-signal stability issues related to the operation of grid-following
converters that are connected to weak grids [16–18, 42–44]. However, limited studies have been
performed on the impact of converters that participate in frequency regulation, namely grid-
supporting converters [41], on their dynamic transfer capability under large disturbances. For this
reason the second objective of this work is to evaluate the impact of grid-supporting converters on
the system stability.

As the share of RES increases, lower SCR values are expected. Due to poor dynamic performance
of grid-following converters in weak grids, several options can be considered. The first solution is
related to the operating mode of the converter. Grid-forming converters [41] appear as a suitable
solution for integrating RES in weak grids. This is primarily due to their robust performance
against low SCR values and their ability to regulate the frequency with fast active power injection
[45, 46]. Although grid-forming converters are being used in parts of the world and mainly in
microgrids, they have not been standardized by TSOs. The reason for that is that grid-forming
converters cannot directly control the current. As described in [4, 5], this can lead to their saturation
and loss of synchronism with the grid during large disturbances, i.e. overload incidents. Thus, it is
still an open question of how secure a system consisting of numerous grid-forming converters is
against large disturbances.

To answer this question, we perform two analyses. For the first analysis, we establish an alternative
grid-forming pair [47], consisting of a synchronous condenser and a grid-following converter,
and perform a comparative stability analysis of how the two grid-forming schemes (grid-forming
converter and alternative grid-forming pair) respond to large disturbances. To the best of our
knowledge, this is the first time that such an analysis is performed. For the second analysis,



4 CHAPTER 1. INTRODUCTION

10μs 100μs 1ms 10ms 100ms 1 s 10 s

PWM Harmonics Inner loop Outer loop

AVR & PSS Governor

T

Swing dynamics

Turbine

signal processing voltage dynamics frequency dynamics

Fibre optics Network line dynamics WAMS

PLL

Figure 1.2: Timescale separation in future power systems. Adapted from [1].

this thesis studies the transient stability of a system “formed" only by grid-forming converters
and develops a centralized control strategy that enhances the transient stability of grid-forming
converters by avoiding current saturation and ensuring the N-1 criterion. Existing approaches
in the literature [5, 48–50] develop control schemes that improve the transient stability, relying
only on local measurements. Although the proposed schemes improve the transient performance
of grid-forming converters, they have only been evaluated in systems containing an infinite bus
or synchronous generators. As it will be demonstrated in Chapter 2.3.2, some of these control
schemes still lead to transient instability in systems “formed" only by grid-forming converters.
Consequently a centralized control strategy is necessary for ensuring the transient stability of
the system in the event of a contingency. Last but not least, it should be mentioned that for the
comparative analysis and the transient stability study, this thesis uses an offshore power system
which is a representation of the NSWPH and comprises 100% converter-based resources.

1.2.2 Dynamic security assessment in future power systems

The second research direction investigates analysis tools for time-domain simulations. We first
evaluate the appropriateness of existing reduced complexity models for converters. We propose
the use of machine learning algorithms which provide mathematical representations of high
dimensional functions that allow to solve computational problems at a fraction of the time required
by traditional approaches.

The transition from synchronous generation units to converter-based units introduces rapid changes
to power system dynamics. Figure 1.2 shows the time scale separation of physical and control
dynamics in power systems that contain converter-based generation. The yellow, purple, pink
and green colors correspond to grid, generator, PLL and converter dynamics, respectively. Unlike
generator dynamics, converter dynamics overlap with the network line dynamics. Consequently,
instability phenomena originating from LC resonances and inadequate tuning of converters control
parameters, as well as low SCR cannot be captured. Thus, for these phenomena EMT simulations
are necessary for accurate dynamic security assessment. Although RMS models are unable to
capture fast dynamics, they can be appropriate for capturing slower dynamics. Given the need
for fast and accurate time-domain simulations analysis, it is necessary to evaluate under which
conditions RMS models can be used.

Existing approaches in the literature focus on determining the appropriateness of RMS modeling for
converters based on time-domain simulation analysis [27, 29, 51, 52]. In [29], the appropriateness
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of RMS modeling for grid-forming converters was evaluated for different types of disturbances,
including faults and power imbalances occurring in the grid. A similar analysis has been conducted
in [27], where the authors evaluate the validity of RMS models of both grid-forming and grid-
following converters. In [51], the authors proposed an RMS model of grid-following converters
which only accounts for the outer control loops of the converter, and disregards the network line
dynamics, the PLL unit and the inner control loop. The results show a good accuracy of the RMS
model when simulating generator and line tripping. In [52], the authors demonstrate the limitation
of the proposed RMS model in [51] to be used in fault-ride through studies, mainly due to the
significant influence of the PLL block and voltage controller parameters on the re-synchronization
process of the converter after the fault. The authors in [16] tackled this problem by using an RMS
model of the converter that accounts for PLL block and is used for simulating events, such as
grid-topology changes and fault-ride through studies.

In the aforementioned studies, the validity of RMS models of VSCs was not evaluated with respect
to the control parameters of the converters. Considering the fact that the control parameters
define the time response of the converters control loops, different control parameters might lead
to an increase of the impact of fast dynamics on slower modes. This can render the RMS model
inappropriate even for simulating signals associated with slower dynamics. To tackle this problem,
appropriate control tuning is required which allows for timescale separation of the control and
physical dynamics and limits the interactions between fast and slow dynamics. To this end, the
first objective of this research direction is to identify conditions under which RMS models can
accurately predict the system response for a large subset of disturbances. The focus in this thesis is
on grid-forming converters since they are expected to play a key role in future grids for enabling
large-scale integration of RES.

The final research objective concerns the development of dynamic models that can provide fast
solutions to differential-algebraic equations. Time-domain simulation analysis is a task that
requires solving a system of differential-algebraic equations. Solutions to a system of differential-
algebraic equations can either be calculated analytically or numerically. Analytical solutions,
however, are very rare and can only be obtained for simple differential equations. To tackle
this problem, numerical methods, such as Runge-Kutta, Newton-Raphson method, etc. are
necessary for computing the solutions of the system of differential-algebraic equations. Machine
learning techniques and in particular neural networks have been gaining momentum in predicting
solutions to differential-algebraic equations [53–55]. They can provide an accurate mathematical
representation of high dimensional functions and solve computational problems both in dynamics
and optimization at a fraction of the time required by traditional approaches [56–60]. In [61], the
authors highlight the recent developments in applying feedforward neural networks for transient
stability assessment [62–64]. They argue about the credibility of neural networks approaches, since
their accuracy highly depends on the quality and amount of data. Moreover, the black-box nature
of neural networks offers limited interpretability, which prevents system operators from increasing
their confidence on their applicability to dynamic security assessment. To this end, this thesis
proposes physics-informed neural networks for power system applications which reduces the
dependency of the accuracy of the neural network predictions on training data and follows the
underlying physical laws of power systems.

1.3 Contributions
The main objectives of this Ph.D. thesis are to: (i) investigate frequency and converter stability
issues that might occur in future power systems due to the high share of converter based resources,
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(ii) develop control methods and mitigation strategies for preserving the power system stability
and (iii) propose solutions to potential problems that arises when performing dynamic security
assessment based on time-domain simulation analysis. The main contributions of this thesis,
represented by the scientific papers [Pub. A] – [Pub. G] are listed below:

• A robust frequency control design is presented in [Pub. A] that accounts for the time-
varying profile of system inertia. By exploiting the efficiency of H∞ loop-shaping procedure,
the control parameters of the frequency controllers are optimized. Moreover using the
optimization framework presented in [Pub. A] we can avoid the standard time-consuming
trial and error method for tuning the control parameters.

• In [Pub. B], we derive analytical expressions for ROCOF, frequency nadir and steady state
frequency deviation of asynchronous AC systems exchanging frequency reserves through
HVDC interconnectors. By linearizing the analytical expressions and incorporating them
into the unit commitment formulation we can allow for the exchange of primary reserves
between neighboring asynchronous systems.

• A comparative stability analysis between grid-feeding and grid-supporting converters is
presented in [Pub. C]. Using large-disturbance analysis we identify the dynamic limit of the
active power transfer capability of a VSC under different operation modes. For the analysis,
it is considered that the VSC is connected to a “weak” grid, i.e. low SCR.

• In [Pub. D], an investigation and a comparison between two different configurations, namely
zero- and low-inertia configuration is presented. Using large-disturbance analysis we
evaluate the stability properties of each configuration. Furthermore, we investigate the
differences in dynamic performance between a grid-forming converter and an alternative
grid-forming pair comprising a synchronous condenser and a grid-following converter.

• [Pub. E] proposes an adaptive frequency droop control strategy for a zero-inertia offshore
system, where the frequency droop gains are calculated by solving an optimization problem.
The optimization problem takes into consideration the operational limits of each offshore
converter and their available headroom at the pre fault-state. By optimally selecting the
frequency droop values the active power is distributed in a way that the operational limits
of the offshore converters are not violated in case of a contingency, i.e. loss of an offshore
converter. This results in ensuring the N-1 criterion in the offshore system.

• In [Pub. F], we provide sufficient conditions for the control parameters of two different types
of grid-forming converters (power synchronization loop, virtual synchronous machine),
under which RMS modeling of the component is still valid. We evaluate the validity of these
conditions for different types of disturbances, i.e. change in the active power set-point of the
converter, a sudden change in grid topology and loss of a generation unit in the grid.

• [Pub. G] introduces for the first time a framework for physics-informed neural networks
in power system applications. The contributions of the proposed framework are twofold:
(i) by exploiting the underlying physical laws describing power system models, we can
reduce the dependency of the physics-informed neural network on training data and (ii)
we can accurately determine solutions of differential-algebraic equations at a fraction of the
computational time required by conventional numerical methods.
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1.4 Thesis structure

This thesis presents the key concepts and contributions of the scientific work conducted over the
Ph.D study period. For brevity, comprehensive literature review is not part of this thesis and the
reader should consult the scientific publications of this Ph.D project.

Chapter 2 outlines the technical challenges related to the integration of converter-based resources
in the electric power system. First, the impact of low-inertia on frequency stability of a power
grid is analyzed and two mitigation strategies are proposed to limit ROCOF, frequency nadir and
steady state frequency deviation. Next, based on large-disturbance analysis, the impact of different
operation modes of a VSC on its maximum active power transfer capability is investigated. Main
findings regarding the influence of control gains as well as low SCR levels are summarized. Finally,
a comparative stability analysis between two different AC configurations for an offshore system,
namely zero- and low-inertia configuration, is provided. The analysis aims at assessing how secure
a zero-inertia system is against large disturbances. For the analysis, the NSWPH test case is used
which has been developed within the multi-DC project.

Chapter 3 deals with potential problems that arise when performing dynamic security assessment
based on time-domain simulation analysis. The first part focuses on characterizing the appropri-
ateness of RMS modeling of grid-forming converters for monitoring the power balance stability
and proposing sufficient conditions for the control parameters of the grid-forming converter’s
outer control loops. The second part introduces physics-informed neural networks for predicting
solutions to a system of differential-algebraic equations describing the power system dynamics. It
is shown that physics-informed neural networks can provide numerical solutions at a fraction of
the computational time required by conventional numerical solvers, which make them suitable for
performing fast dynamic security assessment.

Chapter 4 provides the concluding remarks and a summary of the contributions of this thesis.
Future research directions are outlined with the main focus on stability aspects, control design and
dynamic security assessment of future power systems.

1.5 List of publications

The following scientific publications constitute the content of this thesis:

[Pub. A] G. S. Misyris, S. Chatzivasileiadis and T. Weckesser, “Robust Frequency Control for Varying
Inertia Power Systems,” in 2018 IEEE PES Innovative Smart Grid Technologies Conference Europe
(ISGT-Europe), Sarajevo, 2018, pp. 1-6, doi: 10.1109/ISGTEurope.2018.8571607.

[Pub. B] A. Tosatto, G. Misyris, A. Junyent-Ferré, F. Teng and S. Chatzivasileiadis, “Towards Optimal
Coordination between Regional Groups: HVDC Supplementary Power Control,” submitted
to IEEE Transactions on Power Systems, (under review, second round), 2021.

[Pub. C] G. S. Misyris, J. A. Mermet-Guyennet, S. Chatzivasileiadis and T. Weckesser, “Grid Supporting
VSCs in Power Systems with Varying Inertia and Short-Circuit Capacity,” in 2019 IEEE Milan
PowerTech, Milan, Italy, 2019, pp. 1-6, doi: 10.1109/PTC.2019.8810979.

[Pub. D] G. Misyris, T. Van Cutsem, J. G. Møller, M. Dijokas, O. Renom Estragues, B. Bastin, S.
Chatzivasileiadis, A. H. Nielsen, J. T. G. Weckesser, J. Østergaard, and F. Kryezi, “North
Sea Wind Power Hub: System Configurations, Grid Implementation and Techno-economic
Assessment,” accepted at CIGRE (International Council on Large Electric Systems), 2020 .
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[Pub. E] G. S. Misyris, A. Tosatto, S. Chatzivasileiadis and T. Weckesser, “Zero-inertia Offshore Grids:
N-1 Security and Active Power Sharing,” submitted to IEEE Transactions on Power Systems,
(under review, first round), 2021.

[Pub. F] G. S. Misyris, S. Chatzivasileiadis and T. Weckesser, “Grid-forming Converters: Sufficient
Conditions for RMS Modeling,” submitted to Electric Power Systems Research, (under review,
second round), 2021.

[Pub. G] G. S. Misyris, A. Venzke and S. Chatzivasileiadis, “Physics-Informed Neural Networks for
Power Systems,” in 2020 IEEE Power & Energy Society General Meeting (PESGM), Montreal,
QC, 2020, pp. 1-5, doi: 10.1109/PESGM41954.2020.9282004.

The following publications have also been prepared during the course of the Ph.D. study, but have
been omitted from this thesis because they are not directly related to the primary objective.

[Pub. H] G. S. Misyris, D. I. Doukas, T. A. Papadopoulos, D. P. Labridis and V. G. Agelidis,
“State-of-Charge Estimation for Li-Ion Batteries: A More Accurate Hybrid Approach,”
in IEEE Transactions on Energy Conversion, vol. 34, no. 1, pp. 109-119, March 2019, doi:
10.1109/TEC.2018.2861994.

[Pub. I] T. Weckesser, G. Misyris, et al., “The multiDC project: Research Towards a Holistic Integration
of HVDC Links into Large-Scale AC Power Systems,” in NEIS 2020; Conference on Sustainable
Energy Supply and Energy Storage Systems, Hamburg, Germany, 2020, pp. 1-7.

[Pub. J] V. Nougain, S. Mishra, G. S. Misyris, and S. Chatzivasileiadis. “Multi-Terminal DC Fault
Identification for MMC-HVDC Systems based on Modal Analysis - A Localized Protection
Scheme”, accepted at Journal of Emerging and Selected Topics in Power Electronics, 2021.

[Pub. K] J. Stiasny, G. S. Misyris and S. Chatzivasileiadis, “Physics-Informed Neural Networks for
Non-linear System Identification applied to Power System Dynamics,”, accepted at 2021
IEEE Madrid PowerTech, 2021

[Pub. L] G. S. Misyris, J. Stiasny and S. Chatzivasileiadis, “Capturing Power System Dynamics by
Physics-Informed Neural Networks and Optimization,”, submitted to 60th IEEE conference on
Decision and Control, 2021
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Informed Neural Networks affect the way we feed, train and evaluate our Machine Learning
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CHAPTER2
Enhancing stability in low- and

zero-inertia power systems
In Chapter 2.1, we analyze the impact of low-inertia on frequency stability of an electric power
system and propose methods to limit Rate Of Change Of Frequency (ROCOF) and frequency
nadir. We first propose a robust control design that accounts for the uncertainty on the level
of system inertia due to the varying power infeed from RES. Since converter-based resources,
and particularly HVDC-VSCs, are called to participate in supporting the grid during weak-grid
conditions, i.e. high penetration of converter-based resources, an investigation of their impact on
system stability is conducted in Chapter 2.2. In Chapter 2.3, the impact of the converter operation
modes on the system dynamic performance is analyzed. For the assessment, the NSWPH test
case is used which has been developed within the multi-DC project [65]. Additionally, a primary
frequency droop-based control is proposed, which is applied in a decentralized manner without
the need for communication and regulates the active power without violating the current limits of
the converters in systems "formed" only by grid-forming converters. Last but not least, Chapter 2.4
provides concluding remarks concerning stability issues and appropriate control design in power
systems with high share of RES.

2.1 Frequency stability of low-inertia systems

Frequency stability denotes the ability of the system to maintain the frequency of a power system
following a severe active power imbalance, see Fig. 2.1. Several issues related to frequency stability
have been analyzed and documented in [66], which concern the impact of the inertia level on the
dynamic behavior of the power system. Rotational inertia is a system property that defines the
total energy stored in the rotating mass of synchronous generators and adds an energy buffer to
potential disturbances in the power balance. The higher the level of inertia is, the more is the
kinetic energy stored in the synchronous generators rotating mass, which reduces the ROCOF
and frequency nadir during a system incident. High values of ROCOF are not desirable, not only
because of frequency stability issues but they can also cause: (i) stress of the prime movers of
synchronous generators, (ii) large transient displacements of voltage angles, which in turn lead to
network splitting, and (iii) protection devices not being able to ensure a reliable system operation.
Thus, due to the decreased level of inertia, the ability of the system to withstand power unbalances
deteriorates.

To counteract the problem of reduced system inertia due to large share of non-synchronous
generation and ensure secure system operation, TSOs can rely on alternative power regulating
resources, such as wind farms, solar photovoltaic generators and HVDC converters connecting
neighboring asynchronous areas, i.e. converter-based resources. Although these resources do not
inherently contribute to frequency regulation and the level of system inertia, by equipping them

9
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Figure 2.1: Active power balance and frequency stability.

with frequency controllers they can provide fast active power support. The frequency controllers
are primarily designed around droop-based or virtual synchronous machines-based schemes, for
which an appropriate control tuning is required in order to enable the converters to provide fast
active power control. To enable converter-based resources to participate in frequency regulation, a
framework needs to be developed that takes into consideration the frequency constraints imposed
by system operators and that selects the frequency services in order to ensure the frequency
stability of the system. Thus, appropriate control tuning and dispatch of fast frequency reserves
are the two necessary mitigation strategies that lead to frequency restoration and minimization of
the instantaneous frequency deviation. We propose two technical solutions: the first is based on
publication [Pub. A] and proposes a robust frequency control design with the objective of limiting
the ROCOF and frequency nadir, while accounting for the time-varying profile of inertia levels.
The second is based on publication [Pub. B] and proposes frequency metrics based on current
frequency controllers, e.g. power synchronization loop [45], turbine governor, etc. that can be used
in a unit-commitment problem for optimally dispatching the active power regulating units needed
to maintain the frequency stability of the system.

2.1.1 Robust primary frequency control

Given the varying power-infeed from RES, the system inertia exhibits a time-varying profile, which
makes the tuning of frequency controllers a difficult task for TSOs [Pub. A]. Considering the fact
that the frequency control gains are static, i.e. they are not updated regularly by the TSOs, the
control parameters should be selected in order to provide robust performance and ensure the
frequency stability of the system. During low-inertia periods, the devices participating in primary
frequency support would ideally act adequately fast in order to limit ROCOF and frequency nadir.
However, during high-inertia periods fast active power regulation leads to higher energy loss,
since the controllers are more sensitive to frequency deviations [67]. Thus, the selection of the
droops should be realized, so that it accounts both for limiting the frequency nadir and ROCOF
in low-inertia periods, and avoids high energy loss in high-inertia periods, i.e. robust frequency
control design. This thesis formulates the robust frequency control design as an optimization
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problem based on H∞ loop shaping methodology [68], which provides desirable properties, such
as tracking performance and robustness against uncertainty. We consider the problem of having
several power regulating resources with structured frequency controllers, such as droop-based,
PID, lead-lag, etc. whose control parameters need to be tuned, in order to mitigate the impact of
uncertain inertia levels on frequency stability. To this end, we propose a procedure for designing
Multi-Input-Multi-Output (MIMO) frequency controllers. First, we analyze the impact of varying
inertia on the frequency dynamics and then we present the optimization problem for deriving the
robust controller.

Power system modeling

To assess the impact of the system inertia on the frequency dynamics, we first introduce the model
that can be used to assess this type of dynamic phenomena. The swing equation is a commonly
used model that describes the frequency dynamics of the system linearized around an operating
point, which relates the change of rotor speed of a machine i to a power imbalance [69] and can be
expressed as follows:

∆ω̇i = 1
2Hi

[∆Pmi
−∆Pei

+ ∆Ppi
−
(
Di + 1

Ri

)
︸ ︷︷ ︸

KDi

∆ωi], (2.1)

∆δ̇i = ω0∆ωi, (2.2)

where ∆ωi and ∆δi are the speed and angle deviations of the i-th machine, respectively. Hi is
the inertia constant of the generator, ω0 is the base rotor electrical speed expressed in radians/sec,
∆Pmi

and ∆Pei
are the deviations of the mechanical and electrical power, respectively, applied

to the machine. The terms Di and Ri are the damping and the droop coefficient of the generator,
respectively. The term KDi

is the aggregate damping coefficient. The variable ∆Ppi
is the

controllable input of the power regulating components. The electrical power drained by the
network at bus i is ∆Pei

=
∑
j∈Ωi

ViVjbijcos(δij). The terms Vi and Vj are the voltage magnitudes
at the i-th and j-th buses, bij is the susceptance between i and j, δij is the angle difference between
the i-th and j-th nodes. The term Ωi is the set of all nodes adjacent to node i. The state space
representation of the open-loop transfer function is:[

˙∆δN
˙∆ωN

]
=
[

On×n ω0n×n

−H−1
N LN −H−1

N KN

]
︸ ︷︷ ︸

Asys

[
∆δN
∆ωN

]
+
[
On×n

−H−1
N

]
︸ ︷︷ ︸

Bsys

∆PP (2.3a)

y =
[
0 I

]
︸ ︷︷ ︸

C

[
∆δN
∆ωN

]
(2.3b)

with

HN = diag(2H1, · · · , 2Hn), KN = diag(KD1 , · · · , KDn) (2.4)

∆δN =
[
∆δ1, · · · ,∆δn

]T
, ∆ωN =

[
∆ω1, · · · ,∆ωn

]T
. (2.5)

The state vectors ∆δN and ∆ωN include the deviation of generators rotor angles and speeds of the
system. The vector LN is the weighted Laplacian matrix, ∆PP contains the deviation of electrical
power of the power regulations units ∆Ppi . Finally, the transfer function G(s) of the open-loop
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Figure 2.2: 3-Bus system. Adapted from [Pub. A].
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Figure 2.3: Frequency Response of G2(s) for different levels of inertia. (H: Inertia). Adapted from
[Pub. A].

system is:

G(s) = Y (s)
U(s) = C(sI −Asys)−1Bsys (2.6)

Sensitivity analysis for different level of inertia

To illustrate the effect of the varying level of the system inertia, we make use of Bode plot analysis
using the system depicted in 2.2. We vary the inertia parameter at one of the generator buses
and evaluate the effect of the system inertia on the frequency response of the system. Figure 2.3
shows the Bode plot of G2(s) = ∆ω2(s)

∆Tm2 (s) . Reducing system inertia results in gain amplification at
higher frequency. Gain amplification at higher frequencies makes the system response sensitive
to changes of the input signals of the system. This means that in the case of lower inertia, the
frequency of an AC grid is more volatile when a power imbalance occurs.

H∞ loop-shaping design

To mitigate the effect of the reduced-inertia constant, this thesis proposes a H∞ loop-shaping
design, which allows for shaping the frequency response system and defining a controller with
desired characteristics, such as limited overshoot, slower rise-time, etc. It should be mentioned
that shaping the frequency response of the system plant and controller, i.e. loop-shaping design, is
a direction that was recently followed by researchers of the French transmission operator [70] in
order to determine the capability of the active power regulating units to contribute to the frequency
stability of the power grid. In this part of the thesis, we present the methodology for designing a
robust frequency controller that mitigates the effect of the reduced level of inertia.
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Figure 2.4: Shaped Plant and Controller [2]. Adapted from [Pub. A]

In Fig. 2.4, the closed-loop control system is depicted, where the input-output relationship is given
by: [

z1

z2

]
︸︷︷ ︸

z

= Tzw(KP)
[
w1

w2

]
︸ ︷︷ ︸

w

(2.7)

Tzw(KP) =
[

(I +W2GKP)−1W2GW1 (I +W2GKP)−1

−W−1
1 KP(I +W2GKP)−1W2GW1 −W−1

1 KP(I +W2GKP)−1

]
=
[

I

−W−1
1 KP

]
(I+W2GKP)−1

[
W2GW1

I

]T
(2.8)

where G(s) is the initial plant of the system. We seek to find the K controller that satisfies the
following optimization problem:

minimize γ

subject to ||Tzw(KP)||∞ ≤ γ
(2.9)

The solution to the optimization problem (2.9) renders the final controller, which is given by:

Kfinal(s) = KP(s)W2(s). (2.10)

This corresponds to a standard P controller in cascade with the post-compensator W2(s). Finally,
the transfer function of the closed loop system CLsys(s) is given by:

CLsys(s) = G(s)Kfinal(s)
1 +G(s)Kfinal(s)

(2.11)

The selection of the pre- and post-compensators (see Fig. 2.4) is realized based on desired closed-
loop design specifications and the value of γ. In case γ ≥ 3, the pre- and post-compensators
need to be adjusted, so that 1 ≤ γ ≤ 3. On the on hand, W1(s) (pre-compensator) determines the
characteristics of the closed loop system at low frequency range, such as disturbance rejection at
both input and output of the plant, decoupling between the outputs of the system and determining
the control effort. On the other hand, W2 determines the dynamic performance of the system
at higher frequencies. It is selected so that we better damp the system at higher frequencies.
Considering that for low-inertia levels the magnitude of the transfer function G(s) is higher at
higher frequencies, we want to design a controller that mitigates this effect; by doing that, we
reduce the maximum value of the ROCOF and the frequency nadir. Figure 2.5 shows the singular
values of the frequency response of the controller, which indicate how the control inputs of the
system are amplified based on the error between a desired reference and the output signals. As
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Figure 2.5: Singular Values of controller Kfinal(s). Adapted from [Pub. A].
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Figure 2.6: Robust control of ∆ω & impulse response for 50% reduction of the initial inertia level.

it can be seen the controller damps well the system at higher frequencies, which implies that it
reduces the effect of the low-inertia on the frequency of the AC system.

To illustrate the performance of the controller, we use as a test system the one shown in Fig. 2.2. We
consider a reduction of the inertia level at bus 2 by 50%. As depicted in Fig. 2.6, with the proposed
robust control design, the ROCOF and frequency nadir are reduced. This is due to the fact that the
proposed controller reduces the gain of the system transfer function at high frequencies and, thus,
mitigates the effect of the reduced level of inertia (see also Fig. 2.3).

2.1.2 Frequency metrics for the unit commitment problem

To mitigate the effect of low-inertia on frequency stability, dispatch of frequency reserves is required,
i.e. solve the Unit Commitment Problem (UCP) while accounting for the frequency stability of the
system [Pub. B]. Consider for example a period of low penetration of synchronous generators, i.e.
a low-inertia period, if the converter-based components connected to the grid, i.e. HVDC-VSCs,
are not equipped with fast frequency controllers they will not be able to maintain the frequency
stability in an event of a large active power disturbance. To account for such events, we add
frequency constraints to the UCP, which yields the general form:

min Total system cost

s.t. Generator constraints

Transmission system constraints (2.12)

Power balance constraints

Frequency constraints

Reserve procurement
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Figure 2.7: System dynamics model under unilateral and bilateral HVDC control schemes. The
difference between the two schemes is highlighted in red. Adapted from [Pub. B].

Several several works have studied the inclusion of frequency constraints in the UCP, with
researchers focusing on utilizing power regulating devices within one synchronous system,
overlooking the option of exchanging frequency reserves among neighboring asynchronous
systems [37–40]. In this part of the thesis, we focus on utilizing HVDC interconnectors between
asynchronous areas to enable the exchange of primary frequency reserves between them. To utilize
HVDC for frequency support, supplementary control loops are required. The supplementary
control loops modify the active power exchanged between the HVDC and the AC systems based
on the deviation of the frequency of the AC system. Various methods to control the frequency of
an AC system utilizing an HVDC interconnection between asynchronous areas, can be found in
the literature [71].

When HVDC interconnectors are employed for frequency support, any power flowing into and
out of the HVDC links must be balanced by the frequency reserves of the interconnected AC
systems, i.e. in case of a contingency in area a, area b participates in the power balancing by
supplying its own frequency reserves to the area a, which results in a deviation of the frequency of
the system b. This deviation is primarily affected by the value of the frequency droop, as well as
the amount of the frequency reserves. It should be mentioned that the control is only activated
when the frequency drops below a certain value, in this thesis this value is considered equal to 49.9
Hz. This is done, in order to avoid triggering the frequency controller in the case of small power
disturbances.

This work only focuses on frequency support schemes that involves only the system frequency
as an input control signal. We first present the model describing the frequency dynamics of
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interconnected asynchronous areas and then provide analytical expressions for the ROCOF,
the frequency nadir and steady-state frequency deviation. The schematic configurations of the
supplementary frequency control loop placed in the outer control loop of the active power control
of the HVDC VSCs are shown in Fig. 2.7. The configurations represent the concept of droop control
schemes presented in [72].

Unilateral supplementary power control scheme

This droop control scheme only uses the frequency difference of one asynchronous area. This
means that for a specific time period, frequency support can be provided only to one asynchronous
area through the HVDC interconnectors. The relation between the change of the active power flow
through the HVDC link and the frequency can be expressed as follows

∆P ref(s) = Kc

Rc(1 + T cs) (∆fa) (2.13)

where ∆P ref(s) is the dynamic change of the active power injected to the grid based on a frequency
deviation ∆fa occurring in the AC system. The parameters Kc, Rc and T c are the electric power
gain power factor, the frequency droop gain and time constant of the active power controller,
respectively. The disadvantage of the scheme, as it will be shown later (left figure in Fig. 2.8), is that
it results in a higher frequency deviation in the AC system that provides the frequency support.

Bilateral supplementary power control scheme

This droop control scheme employs the frequency difference between the interconnected asyn-
chronous areas as an input for adjusting the active power flow. With this scheme, we can consider
that all the HVDC-links can provide frequency support in both areas, since the active power set
point is adjusted proportionally to the frequency difference between the two AC systems. The
relation between the change of the active power flow and the frequency can be expressed as
follows:

∆Pref(s) = Kc

Rc(T cs+ 1) (∆fa −∆fb) (2.14)

where ∆fa and ∆fb are the frequencies of the interconnected asynchronous areas.

Analytical Formulation of Frequency Metrics - Unilateral control scheme

The function describing the relation between an active power disturbance and the frequency
deviation in the area a is given by:

GUa (s) = ∆fa(s)
∆P ea (s) =

(
(sM̂a + D̂a)︸ ︷︷ ︸
swing equation

+
∑
i∈GS

a

Kg
i (1 + sF gi T

g
i )

Rgi (1 + sT gi )︸ ︷︷ ︸
turbine governor

+
∑
k∈LS

a

Kc
k

Rck (1 + sT ck )︸ ︷︷ ︸
HVDC converters

)−1

,
(2.15)

where M̂a and D̂a are the total inertia and damping constants of the area a, GSa is the total number
of generators that are equipped with turbine governor and LSa denotes the total number of the
HVDC interconnectors that are equipped with frequency controllers. ∆P ea (s) is the deviation of the
electrical power from its pre-fault steady state value and ∆fa is the frequency deviation in the area
a. It should be noted that the subscript a denotes the AC system that experiences a contingency.
Similar to [33], we consider that the turbine time constants are equal T gi = Ta for all synchronous
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machines and that the converter time constants are neglected since T g >> T c. Having made these
assumptions, (2.15) takes the following generalized form:

Gua(s) = 1
M̂aTa

1 + sTa
s2 + 2ζaωna s+ ωna

2 , (2.16)

where the natural frequency ωna and the damping ratio ζa are given by:

ωna =

√
D̂a + R̂a

M̂aTa
, ζa = M̂a + Ta(D̂a + F̂a)

2
√
M̂aTa(D̂a + R̂a)

. (2.17)

with F̂a and R̂a being weighted model parameters, which are a function of the generators
parameters, HVDC converters and system parameters of the area a. For their derivation, a detailed
mathematical formulation is presented in [33]. By applying inverse Laplace transformation and
assuming a stepwise disturbance of the input ∆P ea (s) = ∆Pa/s, we can derive a time-domain
expression of the frequency deviation. This enables to extract frequency related expressions
associated with the ROCOF, the frequency nadir and the steady state frequency deviation in the
area a, which are defined, respectively as follows:

ḟmax
a = −∆Pa

M̂a

, (2.18a)

∆fmax
a = − ∆Pa

D̂a + R̂a

1 +

√
Ta(R̂a − F̂a)

M̂a

e−ζaω
n
a t

m
a

 , (2.18b)

∆f ss
a = − ∆Pa

D̂a + R̃ga
, (2.18c)

where tma is the time instant that the maximum frequency deviation occurs (ḟ(tma = 0)). The term
R̃ga is a weighted parameter, which is only a function of the generators frequency droops. To
ensure the frequency stability of the AC system after a contingency, we can include the expressions
derived above as constraints in the UCP by bounding the absolute values of the variables ḟmax

a ,
∆fmax

a and ∆f ss
a by thresholds defined by transmission system operators. The expressions are

similar to the one extracted in [38], which indicates that the HVDC acts as a generator and provides
the energy that is necessary for minimizing the frequency nadir of the area a which is at fault;
without accounting for the frequency deviation caused in the other area, i.e. area b.

A way to mitigate the frequency deviation in the asynchronous area b at the other end is to include
additional constraints regarding the frequency nadir and rate of change of frequency of the area b.
To realize that, we first derive a transfer function Gub(s) which is the linear mapping of the Laplace
transform of the frequency of the area a, to the Laplace transform of the frequency of the area b.
Similar to the previous case, (2.16) takes the following generalized form:

Gub(s) = ∆fb(s)
∆fa(s) =

R̃ca,b

M̂bTb

1 + sTb

s2 + 2ζbωnb s+ ωnb
2 , (2.19)

where R̃ca,b denotes the contribution of the HVDC interconnectors connecting area a and b to
the active power regulation. Since, area b is not receiving frequency support from area a, the
parameters ωnb and ζb are functions of the system parameters and the parameters of the generators
in area b only. The maximum frequency deviation that can occur in the area b is proportional to the
maximum frequency variation in the area a. By considering a step-wise change of ∆fa(s), we can
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approximate the value of the frequency nadir of the area b. The magnitude of the step change is
equal to ∆fmax

a , i.e. ∆fa(s) = ∆fmax
a /s. Although this approximation leads to wrong calculation

of time nadir tmb , since ∆fa(t) varies with time, it can provide an accurate approximation of
frequency nadir of the area b. By applying inverse Laplace transformation and assuming a stepwise
disturbance of the input ∆fa = ∆fmax

a /s, we can derive a time-domain expression of the frequency
deviation of the area b. This enables to extract frequency metrics associated with the area b as
follows:

ḟmax
b = −

∆PaR̃ca,b
M̂aM̂b

, (2.20a)

∆fmax
b =

∆fmax
a R̃ca,b

D̂b + R̂b

1 +

√
Tb(R̂b − F̂b)

M̂b

e−ζbω
n
b t

m
b

 , (2.20b)

Unlike the parameters ωnb and ζn, we can see that the frequency metrics are directly dependent
on the weighted average system parameters M̂b, D̂b, R̂b and F̂b of area b, the HVDC converter
parameters R̃ca,b, as well as the system parameters M̂a, D̂a, R̂a and F̂a of area a. The transmission
system operator of the area b can determine the amount of frequency reserves by bounding the
absolute values of the variables ḟmax

b and ∆fmax
b and include them as constraints in the UCP.

Analytical Formulation of Frequency Metrics - Bilateral control scheme

The main difference between the bilateral and unilateral control schemes is that the active power
flow through the HVDC-link changes proportionally to the difference of the frequency of the two
interconnected AC systems, ∆fa −∆fb. The function that describes the relation between an active
power disturbance and the frequency deviation in the area a is given by:

∆fa(s) = Gua(s)
(

∆P e
a (s) +

∑
k∈CS

a

Kc
k

Rc
k

(
1 + sT c

k

)∆fb(s)
)
, (2.21)

As it can be seen, (2.21) differs from (2.16) by the term
∑
k∈CS

a

Kc
k

Rc
k(1+sT c

k) . The transfer function

GB
b (s) = ∆fb(s)

∆fa(s) is similar to the one in (2.19), with the main difference being the calculation of

ωnb and ζnb . The term
∑
k∈CS

a

Kc
k

Rc
k(1+sT c

k)∆fb(s) introduces additional complexity when deriving

analytical conditions for the frequency nadir in the two asynchronous areas, since (even after the
assumptions made in the previous sections) the transfer function ∆fa(s)

∆P e
a (s) becomes a sixth-order

transfer function. To overcome this issue, similar to the previous section, we consider a step-wise
change of ∆fa(s) = ∆fmax

a /s (input of GB
b (s)), where ∆fmax

a is the maximum allowable frequency
deviation determined by the transmission system operator of the area a. This assumption results
in an overestimation of the absolute values of the frequency nadir of both area a and area b
(see Table 2.1). However, it ensures that the ROCOF and the frequency nadir stay within the
operational limits that the transmission system operators set. The frequency metrics for the area b
are similar to the ones described by (2.20a) and (2.20b). To derive the frequency metrics for the
asynchronous area a, we consider stepwise changes of the inputs ∆P ea (s) and ∆fb as ∆Pa/s and
∆fmax

b /s, respectively. This renders similar expressions for the ROCOF and steady state frequency
deviation, given by (2.18a) and (2.18c), respectively, and the following expression for the maximum
frequency deviation for area a:

∆fmax
a =

∆Pa + ∆fmax
b R̃ca,b

D̂b + R̂a

1 +

√
Ta(R̂a − F̂a)

M̂a

e−ζaω
n
a t

m
a

 . (2.22)
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Table 2.1: Comparison of the IFD obtained with the analytical expressions and the dynamic
simulations. Adapted from [Pub. B].

no lim no SPC unilateral bilateral

Analytical area 1 - - 0.1550 0.1496
expression area 2 0.7707 0.5204 0.5849 0.5007

Dynamic area 1 - - 0.1261 0.1001
simulation area 2 0.7706 0.5204 0.5896 0.4875
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Figure 2.8: IFD following the dimensioning incident in area 2 (generation loss of 600 MW in area
2). The left graph shows the IFD in area 1 due to the activation of HVDC supplementary power
control. Frequency metrics for the four simulations. Adapted from [Pub. B].

Because of the over estimation of the frequency deviation in area b, also the IFD in area a is slightly
over estimated. However, this ensures that the limit is never exceeded.

The analytical expressions derived above are nonlinear. To determine the operation schedule
of the generation units, i.e. solve the UCP, the analytical expressions need to be linearized. In
[Pub. B], a data-driven approach is proposed to tackle this problem and these constraints are
substituted by cutting hyperplanes which excludes those solutions that do not fulfill frequency
requirements. By solving the UCP with frequency constraints, HVDC supplementary control and
generator frequency support, we can limit the frequency nadir and ROCOF, and allow for the
secure integration of RES without threatening the frequency stability of the system. To assess the
benefit of the supplementary power control implementation, we perform four simulations:

- “no lim”, where frequency constraints are not included in the UCP,

- “no SPC”, where frequency constraints are included in the UCP, but the expressions only
account for the participation of the synchronous generators in active power regulation (no
HVDC contribution),

- “unilateral", frequency constraints account for the use of HVDC-links in exchanging primary
frequency reserves between neighboring TSOs, in the case of the unilateral control scheme,

- “bilateral", frequency constraints account for the use of HVDC-links in exchanging primary
frequency reserves between neighboring TSOs, in the case of the bilateral control scheme,

Table 2.1 compares the Instantaneous Frequency Deviation (IFD)s calculated with the analytical
expressions to the ones obtained through dynamic simulations (Fig. 2.8) for a specific time instance
(hour 43). The two values match in all cases, except for the “bilateral” case where the calculated
IFD is a bit higher. This was expected due to the assumption made in order to derive the analytical
expressions for the bilateral case (see Section 2.1.2). Moreover, as shown in Fig. 2.8, by incorporating
frequency-related constraints the maximum frequency deviation and ROCOF stay within the
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operational limits (IFD ≤ 0.7 Hz, ROCOF ≤ 0.625 Hz/s). In the case of the bilateral control
scheme, the frequency deviation in Area 1 is smaller compared to the unilateral control scheme.
This was expected, since the adjustment of the active power ∆Pref flowing through the HVDC
interconnectors accounts for the frequency deviation in both areas (proportional to the ∆fa −∆fb).

By including the frequency-related constraints in the UCP, we allow for the exchange of primary
frequency reserves between asynchronous areas. Based on the market analysis presented in
[Pub. B], by utilizing the HVDC interconnectors for exchanging primary frequency reserves the
cost of reserve procurement can be reduced by up to 10%. In other words, our method shows
that frequency reserves in one area can be used by other areas as well, thus reducing the costs of
reserve procurement from a system point of view, while maintaining the frequency stability.

2.2 Converter stability - Weak grid

HVDC connections and particularly HVDC-VSC are expected to play a vital role in the coordination
of frequency reserves and frequency support in future low-inertia grids, additional investigation
needs to be performed concerning converter stability issues. Based on the grid strength, different
operation modes of the converters, namely grid-following and grid-forming, present different
active power transfer capabilities. This means that the maximum active power that can be delivered
to the grid varies based on system strength, i.e. SCR levels. While for grid-forming converters the
maximum active power that can be delivered to the grid depends on the equivalent grid-impedance
between the converter and the external grid [45], for grid-following converters (grid-feeding and
grid-supporting) the maximum active power also depends on the parameters of the converter
controllers [16]. This part of the thesis summarizes the results presented in [Pub. C]. A comparison
between grid-feeding and grid-supporting [41] is presented, where the maximum active power
transfer capability is considered as a metric for assessing the impact of different operation modes of
the converters on the system stability. Existing approaches in the literature investigate small-signal
stability issues related to the operation of grid-following converters that are connected to weak
grids [16–18, 42–44]. In the following, we focus on the converter and system stability under large
disturbances.

2.2.1 Grid-following converters

Grid-following converters act as a controlled current source, with the current exchanged with the
grid at their Point of Common Coupling (PCC). The current is adjusted by outer control loops
based on the amount of active and reactive power requested by the grid. There are two types of
grid-following converters, namely grid-feeding and grid-supporting converters. In the former, the
converter provides constant active and reactive power, while in the latter the converter adjusts its
current reference set point based on the variation of the frequency of the grid and the voltage at the
PCC. Figure 2.9 and Fig. 2.10 represent the general model of a grid-feeding and a grid-supporting
converter. The inner loop current control and the Phase Locked Loop (PLL) unit are the same in
both cases. The main difference is found in the structure of the outer loop control unit, where in the
case of grid-supporting converter Pf and QV characteristics are embedded, in order to provide
grid-support to the grid.
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Figure 2.9: Control structure of grid feeding converter.

2.2.2 Dynamic limit of active power transfer capability

The limit of active power transfer capability of the converter can be categorized into the static
and the dynamic one. The static limit is primarily determined by the voltage magnitude at the
PCC of the converter Vpcc, the voltage magnitude E of the AC system and the grid impedance Xeq

between the converter and the AC system. The equation describing the static limit of active power
transfer capability of the converter is given by:

P static
max ≈

VpccE

Xeq
(2.23)

As for the dynamic limit of active power transfer capability, it corresponds to the ability of the
converter to remain synchronized with the rest of the grid, when the system is subject to changes
in grid-topology, i.e. sudden change of SCR or other type of large disturbances such as faults.

Following, we assess the impact of the SCR on the dynamic limit of active power transfer capability
of the converter under different operation modes. We demonstrate the effect of the operating point
on the converter stability. Based on the eigenvalue analysis presented in [Pub. C], we can make
the following remarks regarding the effect of the converter control loops on its maximum active
power transfer capability:

- Very fast or very slow time response of the PLL block decreases the maximum active power
transfer capability.

- Faster voltage controller than active power controller improves the active power transfer
capability of the converter.

- Increase of frequency droop leads to increase of the active power transfer capability of the
converter.

- Voltage control is preferable to constant reactive power control, as it allows for fast voltage
recovery, which in turns increases the maximum power transfer capability of the converter.
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Figure 2.10: Control structure of grid supporting converter.

Fig. 2.11 shows a comparison of the active power response of the VSC for different operation
modes, namely grid-supporting and grid-feeding. We consider that a sudden change of the SCR
from 5 to 0.5 occurs, i.e. simulated as a line opening that leads to an increase of the equivalent
grid-impedance. Based on (2.23), the static limit of active power transfer capability of the converter
is around 0.5 p.u. However, when considering the dynamic limit, Fig. 2.11 shows that different
operation modes of the converter have a different effect on the active power transfer capability.
Particularly, the dynamic limit of the active power transfer capability for the grid-supporting
and grid-feeding converter is 0.442 and 0.384 p.u., respectively. The higher transfer capability
of the grid-supporting converter can be explained by the fact that the phase angle at the PCC is
controlled. Due to the frequency droop characteristic, following the change of SCR, the active
power injected to the grid decreases (see Fig. 2.12). This reduces the injected current to the grid,
allowing the voltage to recover and thus leading to a higher dynamic limit of active power transfer
capability compared to the grid-feeding converter. In the case of grid-feeding converter, where the
phase angle is not controlled, the voltage depression is higher, since the converter tries to inject
the pre-fault value of the active power. As a result, the dynamic limit of the active power transfer
capability decreases, which in turn leads to the loss of synchronism of the grid-feeding converter
(see Fig. 2.12.c). Thus, we can conclude that grid-supporting converters are preferable compared to
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grid-feeding converters during weak-grid conditions, since they are able to operate at lower SCRs.

2.3 The North Sea Wind Power Hub case

The North Sea Wind Power Hub (NSWPH) refers to an offshore system designed to facilitate the
integration of large wind power to onshore, as well as increasing the transmission capacity for
exchange power between the interconnected countries. One of the first questions that arises is
whether point-to-point HVDC links or a multi-terminal HVDC grid option [73, 74] are preferable
for connecting the offshore system to the shore. To answer this question, the operational reliability
of a multi-terminal HVDC system needs to be taken into account, which depends on the ability of
a HVDC circuit breaker to interrupt HVDC currents within several tens of milliseconds. Although,
HVDC circuit breakers are available since 2012 [75], TSOs lack of experience regarding their
operation (since no HVDC breakers have been installed in Europe, yet), as well as interest due to
their high cost [76]. This makes the multiple point-to-point HVDC links the preferable configuration
to link the offshore island to the onshore grids [21]. Hence, in this thesis multiple point-to-point
HVDC connections are considered (see Fig. 2.13).
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Figure 2.13: North Sea Wind Power Hub concept. Adapted from [Pub. E]

In this part of the thesis, we evaluate the influence of the operation mode of converters on the system
dynamic performance using the NSPWH as test system. We consider two system configurations.
The first one consists only of converter-based units and grid-forming converters for setting the
frequency of the system, namely the zero-inertia configuration. The second configuration consists
of synchronous condensers and grid-following converters for setting the system frequency, namely
the low-inertia configuration. As we presented in Section 2.2, for low short circuit AC systems,
grid-supporting converters are preferable as they present higher active power transfer capability
compared to the grid-feeding converters. Thus, for the low-inertia configuration we consider
that all the grid-following converters operate in grid-supporting mode. This part of the thesis
summarizes the results presented in [Pub. D].

2.3.1 Low- vs zero-inertia configuration

Fig. 2.14 represents the two AC-hub configurations for the NSWPH system. They consist of
multiple wind farms, AC cables connecting the wind farms with the offshore-island and multiple
HVDC-links transmitting the generated wind power to the interconnected onshore grids.

Collection-grid & Wind farms

The AC collection grid and the wind farms are the same in both configurations. The wind turbines,
which are in grid-following mode, operate in maximum power tracking mode and under unity
power factor. Five wind farms, with a total installed capacity of 3.5 GW are connected to the island
through 220 kV cables.

Onshore VSC control scheme

The control principles of the VSCs connected to the onshore AC grids are to provide constant
reactive power to their corresponding PCC, and adjust the active power exchanged with the grid
by controlling the DC voltage of the HVDC-link.
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Figure 2.14: Zero-inertia (left) and low-inertia (right) configurations for NSWPH. Adapted from
[Pub. D].

Operating principles of low-inertia configuration

The low-inertia configuration combines the advantages of conventional generation and VSC
technology, i.e. the use of synchronous-condenser and the grid-following converters respectively.
The use of synchronous condenser is twofold: (i) its kinetic energy adds an energy buffer and (ii)
the synchronous condenser sets the voltage at its PCC and its rotational speed sets the frequency
on the island; thereby, it provides the frequency and voltage that the grid-following converters
are synchronized to using their PLL device. The grid-following converters are synchronized
with the imposed frequency by using a PLL device. The size of the synchronous condenser has
been selected equal to 350 MVA so that the offshore system satisfies the N-1 criterion, in the
event of single synchronous condenser outage [Pub. D]. Moreover, grid-following converters
participate both in active power and reactive power regulation, i.e. grid-supporting mode, by
employing a Pf and QV droop characteristics, respectively. The control structure of the offshore
grid-following converter is depicted in Fig. 2.10. A secondary frequency controller with an integral
action is employed, which resets the active power set-points of the grid-following converters after
a disturbance and brings the steady-state frequency back to its nominal value. The full details
regarding the design of the secondary frequency controller can be found in [77]. An eigenvalue
analysis is provided in [77], in order to determine the control gains of the inner and outer control
loops of the grid-following converters.

Operating principles of zero-inertia configuration

Unlike the low-inertia configuration, the offshore converters in the zero-inertia configuration
operate in grid-forming mode [41], meaning that they impose the frequency and the AC voltage
on the offshore AC grid. The basic control structure of grid-forming converter is depicted in
Fig. 3.1. The main objectives is to distribute any active power imbalance among the offshore
converters using a Pf droop characteristic. This operating principle is similar to the one employed
by synchronous generators, except for the limited overload capability of the power electronic
devices. A QV droop characteristic can also been employed for adjusting the reactive power
exchanged between the offshore converters and the grid. Finally, the virtual impedance controller
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Figure 2.15: Offshore converter outage. Left figure: Voltage deviation at the AC-Hub, middle
figure: Offshore frequency deviation and right figure: Active power absorbed by the offshore
converters. Adapted from [Pub. D].

is tuned such that the eigenfrequencies in the offshore system are sufficiently damped. A secondary
frequency controller with an integral action is employed, which resets the active power set-points
of the grid-forming converters and brings the steady-state frequency back to its nominal value.
The control parameters of the inner and outer control loops of the grid-forming converters have
been taken from [78].

Time-domain simulation analysis

Following, we compare the two different configurations depicted in Fig. 2.14. We define three
performance metrics, in order to evaluate the impact of the operation mode of the converters on the
system performance, as well as the stability properties of the two configurations. The performance
metrics are:

• How tight is the control of the voltage at the hub.

• How tight is the control of the frequency of the offshore system.

• How fast do disturbances propagate to the onshore grids.

We evaluate the performance metrics in the event of an offshore HVDC converter outage, i.e.
HVDC converter trip. The aim is to illustrate their ability to maintain the voltage and power
balance of the system.

Fig. 2.15 depicts the responses of the voltage (left figure), frequency (middle figure) and active
power (right figure) in the event of a converter outage. Regarding the voltage trajectory, we
can see that both configurations are able to control tightly the voltage with a small steady state
deviation. In the case of zero-inertia configuration, it can observed that the voltage converges
faster to the new equilibrium compared to the low-inertia configuration. Moreover, in both cases
the voltage presents an oscillatory behavior. The frequency of these oscillations depends on
the cable parameters, as well as the control parameters of the offshore converters. Regarding
the frequency of oscillations, it can be seen that the frequency of oscillations is higher in the
zero-inertia configuration, however the oscillations are damped out within few milliseconds. How
well these oscillations are damped is primarily influenced by the damping resistor gain of the
virtual impedance controller. In the low-inertia configuration, the frequency oscillations is lower
and how well they are damped depends on the inner-loop control, as well as the PLL gains [79].
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As for the frequency deviation, it can be seen that in the case of zero-inertia configuration, the
offshore frequency can be controlled tighter, presenting an insignificant frequency nadir compared
to the low-inertia configuration. This is due to the fact that small frequency droops are chosen in
the active power control loop of the grid-forming converters (see Fig. 3.1), in order to ensure the
small-signal stability of the system [78, 80–82]. However, due to the absence of inertia (zero-inertia
configuration) the rate of change of active power is higher, which implies instantaneous disturbance
propagation to the interconnected onshore grids. On the contrary, in the low-inertia configuration,
due to the synchronous condenser and the kinetic energy stored in its rotating mass, the disturbance
propagation is slower. This was realized by selecting a slower active power response with a small
frequency droop value, which reduces the reaction of the grid-following converters to any large
disturbances. Although, that increases the maximum frequency deviation in the offshore system,
it allows for slower propagation of disturbances to the onshore grid. Thus we can infer that
large disturbances occurring in the offshore system have less severe impact on the interconnected
onshore grids.

2.3.2 Zero-inertia case: N-1 security & active power sharing

Having introduced two AC-hub configurations for the NSWPH, we now focus on the zero-inertia
case and evaluate its reliability. We consider a converter outage in a system consisting only of
converter-based resources and for an operation close to the limits. The objective of this part of the
thesis is to develop an adaptive frequency droop-based controller that distributes the excess power
based on the available headroom of the grid-forming converters. The reason why we investigate
only the zero-inertia in this part of the thesis is based on the fact that grid-forming converters can
experience synchronization instability during an overload period [4, 5, 50]. The authors in [5, 50]
propose a localized control strategy based on dynamic virtual impedance controller in order to
ensure that the grid-forming converter remains synchronized with the grid. While this approach
works in a low-inertia power system, i.e. power system including a synchronous generator, it
does not necessarily preserve the synchronization stability in a zero-inertia system. Thus, to tackle
this problem, this thesis explores a centralized control strategy, namely an adaptive frequency
droop-based controller. The proposed control strategy follows the concept of adaptive droop
settings that have been previously proposed for multi-terminal DC systems [83–86], where the DC
voltage droops are updated considering the available headroom of the converters and the active
power is shared according to the DC voltage droops.

To this end, in [Pub. E], we propose a control algorithm that (i) updates the frequency droop
values based on the available power headroom of the offshore converters that are equipped with
frequency droop control and (ii) takes into account small-signal stability margins, the dynamic
performance of the system, as well as the operational limits of the offshore converters.

Distribution of active power in case of a converter-outage

As in synchronous machines-based power systems, the relationship between the active power
absorbed/injected at the PCC and the frequency imposed by an offshore grid-forming at steady-state
condition can be described by the following equation:

P ∗i = P ref
i + 1

kfi

∆ωi (2.24)
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Figure 2.16: The left figure shows the PQ diagram of offshore VSCs [3]. On the y-axis, the active
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where the subscript i denotes the i− th grid-forming offshore converter, kfi
is the frequency droop

gain, P ref
i is the reference value of the active power and ∆ωi = ωref − ωi, with ωref the chosen

reference frequency. The frequency deviation ∆ωi is equal to the deviation of the average frequency
of the system ∆ω, i.e. ∆ωi = ∆ω. The frequency deviation in case of the outage of converter k can
be expressed as:

∆ω = 1∑
i6=k

1
kfi

P ref
k . (2.25)

where, the steady-state frequency deviation is inversely proportional to the sum of the inverse
droop gains of the remaining grid-forming converters that are connected to the offshore grid. It
follows that the active power injected/absorbed by the i-th grid-forming converter at the post-fault
state is equal to:

P ∗i = P ref
i + 1

kfi

1∑
c6=k

1
kfc

P ref
k . (2.26)

Optimization Problem - Selection of frequency droop values

To select appropriate values for the frequency droops (more precisely, their reciprocal xi = 1/kfi
)

that ensure that the system is small-signal stable, transient stable and N-1 secure, we formulate the
following optimization problem:

min
x

n−1∑
i=1

n∑
c=i+1

|xi − xc| (2.27a)

s.t. α =
∑
i

xi, (2.27b)

xi ≥ X i, : ∀i (2.27c)∣∣∣∣Pi + xi
α− xk

Pk

∣∣∣∣ ≤ P max
i . : ∀i, ∀k (2.27d)
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where xi = 1
kfi

. The goal of the optimization problem is to find a feasible set of droops values
that guarantee that the active power remains within the operational limits of the converter. The
term (2.27a) represents the sum of the distances between the droops. The aim is to find a set of
droop gains that it is feasible and close to “equal droop gains”. That implies that if there is no
violation of the operational limits the frequency droop values will be equal. As it was presented in
[Pub. E], equal droop values offer better dynamic system performance and reduce the maximum
frequency deviation in the offshore system. The reader is referred to [Pub. E] for more details
about the efficiency of frequency droop-based control in case of equal and different frequency
droops. The term (2.27b) denotes the stiffness of the system (

∑
i xi) and can be selected so that

the maximum steady state deviation is kept below a certain threshold which can be determined
by system operator of the offshore island. Moreover, (2.27c) ensures the small-signal stability of
the system and appropriate damping of the eigenfrequencies of the offshore system. As it has
been illustrated in several works [78, 80–82], too high values of frequency droops can lead the
system to small-signal instability, which occurs due to the fact that higher frequency droop values
increase the bandwidth of the active power controller and consequently the damping of resonances
in the offshore system deteriorates. The term (2.27d) accounts for the available headroom of the
converters at the pre-fault state and ensures safe post-fault operation of the system (see Fig. 2.16).
In particular, when a converter operates close to its limit at a pre-fault state a higher frequency
droop value (compared to the frequency droops of the other converters) has to be selected in order
for the converter to participate less in the active power regulation.

The optimization problem (2.27) is nonlinear due to the constraints (2.27d). In [Pub. E], the (2.27)
is formulated as a mixed-integer linear program, which can be solved with commercial and
open-source MILP solvers (e.g. Gurobi, Mosek, etc). The formulation is omitted in this thesis for
brevity and we refer the reader to the paper for more details.

Simulation and results

Following, we consider two simulation studies. In the first one, we verify the dynamic performance
of the frequency droop-based controller and in the second one, we validate the N-1 criterion in
case of a converter outage. For the former, we compare the system dynamic performance in terms
of maximum frequency deviation with equal and different frequency droop gains, in order to
highlight the improved performance with equal droops. For the latter, we highlight the need of
adaptive frequency droops, in order to avoid saturation of converters and maintain the stability of
the system and show that the proposed methodology is independent of the implemented current
limiting strategy.

The test system considered for the validation represents an offshore power hub configuration for
massive integration of offshore wind power and is depicted in Fig. 2.16. The system consists of
10 GW installed wind power, which is collected through cables to an offshore island where six
point-to-point HVDC links transmit the power to the interconnected onshore grids. The rated
power for the offshore converters is 1850 MVA. The dynamic simulations have been performed
with DIgSILENT Powerfactory [87]. To define the operating point of the converters, a market
model is used that represents the European electricity market in 2030. Figure 2.17 depicts the
power flow during one day. For the dynamic simulations, we select the hour 3, which is considered
as the most critical set of flows, since most of the offshore converters operate close to their limits.
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Figure 2.17: Flows over the HVDC interconnectors. Adapted from [Pub. E].
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Figure 2.18: Average frequency deviation following a step decrease of wind power in case of equal
and different droops. Adapted from [Pub. E].

In the first simulation, the effectiveness of equal droop settings is demonstrated. Figure 2.18 shows
the frequency and active power deviations of the grid-forming converters occurring due to a step
decrease of the wind active power by 250 MW. In both cases the stiffness of the system, defined
as
∑
i

1
kfi

is the same, i.e. α = 600. We can see that in the case of different frequency droops, the

maximum frequency deviation is higher compared to the case with equal droops. Thus, equal
droops are preferable when the stiffness of the system is the same for both cases.

In the second simulation, the effectiveness of the proposed frequency controller is demonstrated
with adaptive droop gains, updated based on the optimization problem presented in Section 2.3.2
everytime the HVDC set-points are changed. Moreover, two different current limiting controllers,
presented respectively in [4] (d-axis current saturation control principle) and [5] (dynamic virtual
impedance), are implemented. Figure 2.19 shows the system response to the trip of the converter
connected to UK (1740 MW); for a better visualization, only the converters connected to NL and
NO are displayed. During the first milliseconds after the outage, the power that was previously
flowing to UK is redirected to the other converters. Once the converters are saturated, they lose
synchronism and the system becomes unstable. This is due to the fact that the maximum active
power transfer capability of converters decreases once the converters are saturated [4].

In the case of adaptive frequency droops, the active power initially absorbed by the converter
at outage is directed towards the offshore converter with the largest available headroom at the
pre-fault state. That “relieves" the offshore converters that were saturated immediately after the
outage. Due to the adaptive frequency droops, there exists a stable equilibrium for every converter,
since the active power at post-fault state is maintained within the operational limits of the converter
and the inner current saturation is avoided. As shown in Figure 2.19, with the proposed control
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methodology, we can distribute any power imbalance based on the available headroom of the
converters, ensure N-1 security and preserve the stability of the system.

2.4 Remarks

The contributions presented in this chapter concern control designs and mitigation strategies that
enable the secure integration of high share of RES into the power system.

Secure integration of RES begins from mitigating the impact of low-inertia inertia levels on
frequency stability. To tackle this problem, we proposed two mitigation strategies. In [Pub. A],
we develop a robust frequency controller based on H∞ loop-shaping procedure that optimize the
control parameters of active power regulating units while taking into the time-varying profile of
the system inertia. This results showed that with the proposed frequency control, the ROCOF and
the frequency nadir can be reduced during low-inertia periods in the power grid. In [Pub. B],
we derived frequency-related constraints, namely ROCOF, frequency nadir and steady state
frequency deviation from a system frequency response model describing the center of inertia
frequencies of two asynchronous areas that are interconnected through HVDC links. By including
the frequency-related constraints in the UCP, we allow for the exchange of primary frequency
reserves between asynchronous areas, while maintaining the frequency stability in both AC systems.
The contributions of this work are twofold: (i) maintain the frequency stability of neighboring
AC systems at all times (during low- and high-inertia periods) and (ii) reduce the cost of reserve
procurement by up to 10%.

Considering that converters are called to participate in grid-supporting services, we study in
[Pub. C] the impact of different operation modes, namely grid-feeding and grid-supporting
converters on the dynamic limit of the active power transfer capability. The results show that with
grid-supporting VSCs, we can increase the maximum active power transfer capability of the VSC
during low SCR periods. The is due to the inclusion of a Pf characteristic in the outer loop of the
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active power controller of the grid-following converter. This allows to regulate the angle at the PCC
and enhance the synchronization stability of the converter during small and large disturbances. In
[Pub. D], we further investigate the impact of the operation modes of the converters on the system
dynamic performance by comparing a grid-forming VSC with an alternative grid-forming pair,
consisting of a synchronous condenser and a grid-following converter. The results suggest that the
grid-forming converter can improve the frequency stability of the system by providing fast active
power regulation. However, any power imbalances in the system propagate instantaneously. As
for the alternative grid-forming pair, the synchronous condenser provides an energy buffer due to
the kinetic energy stored in its rotating mass. This results in slower disturbance propagation in the
system, but inevitably larger frequency deviations in the AC system.

Finally, since grid-forming converters are expected to play a vital role on ensuring the secure
operation of future power systems, we evaluate in [Pub. E] the transient stability of a zero-inertia
system, i.e. a system “formed” by multiple grid-forming converters. Our results show that in an
overload event, the zero-inertia system is transiently unstable. The transient instability is caused
due to the current-saturation of the grid-forming converters, which in turn results in a loss of
synchronism. To tackle this problem, we propose a control strategy based on adaptive frequency
droops. An optimization problem is set-up, which calculates the frequency droop gains based on
the available headroom of the converters when there is an update on their operating point. This
results in avoiding the current-saturation of the grid-forming converter in an event of a contingency
and ensuring the N-1 criterion.



CHAPTER3
Dynamic security assessment in

future power systems
In this chapter, we address challenges arising when performing dynamic security assessment of
power systems with high-penetration of converter-based resources. We focus on two approaches
for accelerating the dynamic security assessment process while ensuring safe system operation.
The first approach aims at characterizing the appropriateness of RMS modeling for monitoring
the active power injection of converter-based resources. Conditions for the control gains of such
devices are derived, in order to minimize the error between their RMS and EMT models. In the
second approach, we propose physics-informed neural networks for predicting solutions to the
set of differential equations which describe the converter dynamics. This allows to compute the
power system dynamic behaviour at a fraction of the computational time compared to simulation
of the full model, while maintaining high accuracy.

3.1 RMS modeling for monitoring power balance

With power systems undergoing a transformation towards carbon-free electricity generation,
numerous converter-based generation units will replace synchronous generators. To ensure the
secure integration of converter-based resources in the power grid, adequate simulation models are
required for modeling the power injection in frequency stability analysis. There are two type of
simulation models that are used by TSOs for performing time-domain simulation analysis. These
are RMS and EMT models for the components. While EMT models are accurate, they are not
suitable for large-scale studies due to the very small time-step (ts ≤ 50µs) required to compute
the state variables of the system. On the other hand, RMS models neglect the electro-magnetic
transients and capture only the slower dynamics. Consequently, RMS models make use of a larger
time-step, thereby reducing computational effort and are suitable when it comes to large-scale time-
domain analysis. However, that comes at the expense of reduced model accuracy for computing
the evolution of the state variables.

Although the use of EMT modeling of power electronic devices looks inevitable for capturing their
fast dynamics, their RMS models could still be used for a set of different type of disturbances,
e.g. monitoring the power balance for frequency stability analysis. Appropriateness of RMS
modeling can be thought of as answering the question whether a particular model reduction, such
as neglecting the electromagnetic dynamics, can give a qualitatively good approximation of the
full-detailed model, i.e. EMT model. To answer this question, we need to understand the factors
that influence the mismatch between the two models and if possible to provide mathematical
expressions characterizing the appropriateness of this model reduction.

Studies have been performed which demonstrate the limitation of the RMS model of a grid-forming
converter to capture small-signal instability phenomena related to the tuning of the outer control
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loops of the converter [27, 28]. The RMS model underestimates the coupling between the voltage
and angle dynamics due to the higher resistance, which leads to an inaccurate assessment of
stability boundaries. However, the studies do not present any analysis on the control parameters
of grid-forming converters which can be selected, so that the RMS exactly matches the system
response determined by the EMT model. Such a study is performed in [88]. However, the authors
only investigate a particular type of grid-forming converter, namely dispatchable virtual oscillator
control and omit the analysis for other types of grid-forming schemes. To this end in [Pub. F],
we propose a control strategy for the two most commonly used types of grid-forming converters,
namely power synchronization loop and virtual synchronous machine, that renders their RMS
model appropriate for monitoring its power exchange with the grid.

3.1.1 RMS & EMT power system modeling

The system of Differential and Algebraic Equations (DAEs) for EMT modelling is described as
follows:

ẋ = f(x, y, z, u) (3.1a)

ż = h(x, y, z) (3.1b)

0 = g(x, y, z, u) (3.1c)

where (3.1a) is the set of the differential equations f describing the dynamics of all the components
and controllers in the system except for the RLC components of the network. The network
dynamics of the RLC components are described by the differential equations h in (3.1b). The
algebraic equations g of the system are stated in (3.1c).

The difference between EMT modelling and RMS modeling is that in the RMS model only the
slower dynamics are captured and the fast network and control dynamics are neglected [89].
Consequently, in the RMS model the differential equations h describing the dynamics of the RLC
components and fast controllers are converted into algebraic equations by setting ż equal to zero.
To this end, the system of DAEs for RMS modelling is as follows:

ẋ = f(x, y, z, u) (3.1d)

0 = h(x, y, z) (3.1e)

0 = g(x, y, z, u). (3.1f)

3.1.2 Grid-forming converters

Grid-forming converters act as a controlled voltage source, where the magnitude of the voltage
and the phase angle are adjusted, in order to maintain the reactive and active power balance
in the system. Figure 3.1 depicts the control structure of a grid-forming converter. The main
control elements of a grid-forming converters are the outer-loop, which consists of Pf and QV

droop characteristics and the inner loop which is used in order to control tightly the current and
saturate the converter in the event of a large disturbance. A virtual impedance controller [81] is
also included for improving the damping ratio of modes associated with electromagnetic dynamics
in the system, e.g. the poorly damped resonance at nominal frequency. The inner loop is designed
based on the switching frequency of the converter, so that a fast inner current and voltage control
can be realized. The tuning procedure followed for selecting the control parameters of the inner
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Figure 3.1: Control structure of grid forming converter. The dashed blocks in the outer control loop
are either considered or disregarded. The low-pass filter on the active power is disregarded in the
case of the power synchronization loop. The active damping controller kvs

s+ωbωv
can be disregarded

in the case of the virtual synchronous generator. Adapted from [Pub. F].

loop is similar to the one presented in [90]. This allows for a time-scale separation between the
grid-forming converter inner control and outer control loops. Similar time-scale separation has
been observed with the inner gains proposed in [78, 91, 92]. This allows for independent tuning of
inner and outer control gains [28]. It also enables to study only the impact of the network line
dynamics on the outer loop control gains. Therefore, the control dynamics presented in this section
only concern the outer control loops. Another reason for only investigating the outer control loops
of the converters is that TSOs can usually only determine the converters control gains that are
associated with the active and reactive power control; and they do not have information about the
inner control loop design procedure followed by the vendors.

Based on the outer control loop modulation, we can define two different grid-forming schemes,
namely the Power Synchronization Loop (PSL) [45] and the Virtual Synchronous Generator (VSG)
[92], which are the two very commonly used grid-forming schemes. Each of these schemes requires
different control tuning in order for the system to be stable and to limit the mismatch between the
RMS and EMT models. Figure 3.2 and Fig. 3.3 show a comparison between the RMS and EMT
models of the PSL and VSG control schemes, respectively. The left figures show the eigenvalues
of the system and the right figures the active power exchanged between the converter and the
grid. Each row of the figures correspond to different control gains (increase of the bandwidth of
the active power controller from top to bottom). As it can be seen, based on the selected control
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Figure 3.2: Power synchronization loop - Comparison between RMS and EMT models. Left figure:
Eigenvalue analysis. Right figure: Trajectory of active power response. In the bottom right figure,
the RMS model predicts that the system is stable whereas the EMT model shows that the system is
unstable. Each row of the figures correspond to different control gains (increase of the bandwidth
of the active power controller from top to bottom). High bandwidth of the active power controller
deteriorates the converter stability and increases the mismatch between the RMS and EMT model.

gains, the mismatch between the RMS and EMT models of the grid-forming converters can either
increase or decrease. In the worst case (bottom figures in Fig. 3.2 and Fig. 3.3), the RMS model can
show that the system is stable, when in fact it is not (see also bottom left figures in Fig. 3.2 and
Fig. 3.3 - the eigenvalues of the system lies in the right half plane). The instability is caused due
to the increased bandwidth of the active power controller and not utilizing the active damping
controller (kv = 0, see Fig. 3.1). Thus, the mismatch between the two models depends on: (i) how
well damped are the unobserved modes (modes that cannot be observed by the RMS model) and
(ii) how well the common modes of the RMS and EMT models match.

3.1.3 Control tuning of grid-forming converters

Considering the significant influence of the control parameters on the appropriateness of RMS
modeling of grid-forming converters, we present a control strategy that renders the use of the
RMS model of a grid-forming converter appropriate. Figure 3.4 shows an illustrative example
for the stability regions determined by the RMS and EMT models of the grid-forming converters.
R1 is a stable region of the system. Selecting the control parameters of the converter within this
region will limit the error between the RMS and EMT models, i.e. the two models provide almost
the same numerical solutions for slow state variables of the converter. R2 represents a stable
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Figure 3.3: Virtual synchronous generator - Comparison between RMS and EMT models. Left
figure: Eigenvalue analysis. Right figure: Trajectory of active power response. In the bottom right
figure, the RMS model predicts that the system is stable whereas the EMT model shows that the
system is unstable. Each row of the figures correspond to different control gains (increase of the
bandwidth of the active power controller from top to bottom). High bandwidth of the active power
controller deteriorates the converter stability and increases the mismatch between the RMS and
EMT model.

region of the system. If the control parameters are inside this region, then both models show
that the system is stable, however the mismatch between the RMS and EMT models increases.
Finally, R3 represents a region, in which the system is unstable. The instability can be observed in
time-domain simulations only when the EMT model of the converter is used (see bottom right
figures in Fig. 3.2 and Fig. 3.3).

The aim is to derive sufficient conditions for selecting the control parameters of the converters
within the stable region R1. The conditions have to account for the different X/R ratio of the
transmission line and the SCR. Moreover, they need to ensure that the predicted response provided
by the RMS and EMT models matches and the impact of the fast dynamics on slower dynamics of
the system is limited (acceptable accuracy of the reduced order model, i.e. RMS model). There are
two key-points to consider, so that the mismatch between the RMS and EMT models is minimized:

- The stability of the grid-forming converters, as well as the appropriateness of RMS modeling
are highly affected by how well-damped the line resonance is. The higher is the bandwidth
of the active power loop, the smaller becomes the damping of the mode associated with the
line resonance [81].
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Figure 3.4: R1 represents a region for the control parameters of the converters, in which the error
between the RMS and EMT models is limited. R2 represents a region for the control parameters in
which the error between the RMS and EMT increases. R3 represents the unstable region of the
system determined by the EMT model. The goal is to select control parameters from the blue area.
The region R1 is defined based on the following remarks: (i) the gain crossover frequency is 10
times less than the nominal frequency and (ii) the gain margin of the open loop system of the active
power controller is higher than 10. Based on the remarks the parameters of the outer control loop
are tuned accordingly.
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Figure 3.5: PSL: Bodeplot of the open loop system of the active power controller. The solid line
corresponds to the case, where the control parameters are within the region R2 (see Fig. 3.4), while
the dashed lines corresponds to the case, where the control parameters are selected so that the
mismatch between the RMS and EMT modes is minimized. NS implies that the control parameters
are outside the region R1 and S are selected from the blue area.

- The virtual impedance controller improves the damping of the mode associated with the line
resonance. However, it has a negative effect on the phase margin of the open loop system
that needs to be taken into account when tuning the frequency droop. The virtual impedance
controller acts as an additive resistance to the line, which leads to a decrease of the X/R
ratio. A decrease of the X/R ratio results in higher coupling between the angle and voltage
dynamics, which in turn deteriorates the stability margins of the system [28].

In [Pub. F], we provide sufficient conditions for the control parameters of grid-forming converters,
using a loop-shaping design procedure [68] for the active power controller of the two grid-



3.1. RMS MODELING FOR MONITORING POWER BALANCE 39

Figure 3.6: VSG: Bodeplot of the open loop system of the active power controller. The solid line
corresponds to the case, where the control parameters are within the region R2 (see Fig. 3.4), while
the dashed lines corresponds to the case, where the control parameters are selected so that the
mismatch between the RMS and EMT modes is minimized. NS implies that the control parameters
are outside the region R1 and S are selected from the blue area.

forming schemes. Figure 3.5 shows the bode plot of the open loop system in the case of the
power synchronization control scheme. The solid line corresponds to the case, where the control
parameters are arbitrarily selected, while the dashed lines correspond to the case, where the control
parameters are selected so that the mismatch between the RMS and EMT modes is minimized.
The figure shows that by increasing the damping resistor gain kv (see Fig. 3.1) and decreasing the
frequency droop Kp, we can increase the damping at higher frequencies and decrease the value of
the gain crossover frequency ωc, respectively. An increase of the damping at higher frequencies
limits the impact of eigenfrequencies on the active power signal. A decrease of the gain crossover
frequency results in an increase of the phase margin of the open loop system. Considering that
the phase of the open loop system of the RMS model is constant and equal to 90o degrees, we
want the phase margin of the open loop system of the EMT model to be as close to 90o degrees as
possible. This allows for the common eigenvalues of the two models to be the same. Figure 3.6
shows the bode plot of the open loop system in the case of the virtual synchronous generator
control scheme. Compared to the power synchronization loop, the main difference is in the phase
margin. Particularly, the higher is the gain crossover frequency, i.e. higher bandwidth of the
active power controller, the higher is the difference in the phase margin of the open loop system
of the two models (see also Fig. 3.3). By reducing the frequency droop value, the gain crossover
frequency becomes smaller and the phase margin of the open loop system of the models more
similar. This also allows for the common eigenvalues of the two models to be the same. By taking
into consideration the following, the sufficient conditions presented in [Pub. F], allows for limited
mismatch between the RMS and EMT models.

- limiting the gain crossover frequency [68] so that it is ten time less than the nominal frequency
of the power system, i.e. limit the bandwidth of the active power controller. This can be
achieved by enforcing an upper bound on the control parameters of the outer control loops,

- ensuring that the phase margin of the RMS and EMT models is similar. This renders that the
common modes/eigenvalues of the two models are the same,
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Figure 3.7: Active power response of power synchronization loop. Left figure: Case 1, Middle
figure: Case 2, Right figure: Case 3. Adapted from [Pub. F].
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Figure 3.8: Active power response of virtual synchronous generator. Left figure: Case 1, Middle
figure: Case 2, Right figure: Case 3. Adapted from [Pub. F].

- tuning the virtual impedance controller and the damping resistor gain kv (see Fig. 3.1), in
order to increase the damping of the line resonance, i.e. increase the gain margin of the open
loop system,

Finally, considering that the grid-forming converter is subject to different X/R ratios and SCR, a gain
scheduling of the control parameters can be realized. This means that the control parameters can be
updated based on the available information about the equivalent grid impedance, i.e. equivalent
impedance between the converter and the grid.

3.1.4 Simulation & Results

We evaluate the validity of the derived conditions both for the power synchronization loop and
virtual synchronous generator control schemes. For the analysis two system topologies were
considered, in which we simulate the following events:

- Step change of the active power set-point of the grid-forming converter.

- Line trip, i.e. change of SCR, where we evaluate the ability of the converter to operate in low
short circuit systems.

- Generation outage, where we evaluate the inertia and frequency support provided by the
converter.
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Change of active power set-point

Fig. 3.7 and Fig. 3.8 show the evolution of the active power signal for a step change of the active
power set-point in the case of PSL and VSG schemes, respectively. For the PSL, we consider the
following three cases:

- Control parameters have been selected based on the sufficient conditions presented in
[Pub. F] (control parameters lie in R1, see Fig. 3.4).

- No virtual impedance control is considered. However the bandwidth of the active power
controller is limited so that the gain crossover frequency is 10 times less the nominal frequency
(control parameters lie in R2, see Fig. 3.4).

- The bandwidth of the active power controller approaches the nominal frequency of the
power system (control parameters lie in R2, see Fig. 3.4).

For the VSG, we consider the following three cases:

- Control parameters have been selected based on the sufficient conditions presented in
[Pub. F] (control parameters lie in R1, see Fig. 3.4).

- Increase of the active power controller’s bandwidth, while keeping the inertia effect constant
(control parameters lie in R2, see Fig. 3.4).

- Further increase of the active power controller’s bandwidth, by means of increasing the
frequency droop (control parameters lie in R2, see Fig. 3.4).

As it can be seen in Fig. 3.7 and Fig. 3.8 (left figures), when the control parameters are selected
based on the sufficient conditions presented in [Pub. F], the mismatch between the RMS and
EMT models decreases. By increasing the bandwidth of the active power controller or decreasing
the damping resistor gain kv, we can see that the mismatch between the RMS and EMT models
increases. In particular, for the PSL we can see that higher frequency oscillations appear on the
active power signal. The frequency of these oscillations is around 50 Hz, which indicates that a
higher bandwidth of the active power controller or a lower damping resistor gain result in a lower
damping ratio of the mode associated with the line resonance. As for the VSG, by increasing the
active power controller’s bandwidth, it can be seen that the phase difference between the active
power signal predicted by the RMS and EMT models increases. Finally, it can be seen that when
the control parameters lie in region R2, the RMS model underestimates the oscillation behavior (in
the case of the power synchronization loop) and the maximum deviation of the active power (in
the case of the virtual synchronous generator) given a change of the active power set-point.

Line-trip

To further validate the sufficiency of the control design proposed in [Pub. F], we consider an event
of a line trip, simulated as a sudden drop of the SCR from 3 to 1, i.e. increase of the equivalent grid
impedance. We want to show the effect of the active damping controller on the appropriateness of
the RMS model. Figure 3.10 and Fig. 3.11 depict the trajectory of the active power exchanged with
the grid, in the case of the PSL and VSG, respectively. In the left figure, the simulation is performed
with a small value of kv , while in the right figure a higher value of kv is considered. As described
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Figure 3.9: Test system containing a single-line diagram of a converter connected to an infinite bus
via two parallel transmission lines. Adapted from [Pub. F].
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Figure 3.10: Trajectory of the active power signal for a sudden drop of the SCR from 3 to 1 - Power
synchronization loop. In the left figure the value of kv = 0.1333 and in the right kv=0.4. Adapted
from [Pub. F].
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Figure 3.11: Trajectory of the active power signal for a sudden drop of the SCR from 3 to 1 - Virtual
synchronous generator. In the left figure the value of kv = 0.1333 and in the right kv=0.4. Adapted
from [Pub. F].

in [Pub. F], a small value of kv results in a worse damping ratio of the mode associated with the
line resonance. This results in the appearance of high frequency oscillations on the active power
signal. By increasing the value of kv , we virtually increase the resistance of the line, which in turns
improves the damping ratio of the mode associated with the line resonance. As it can be seen in
both Fig. 3.10 and Fig. 3.11, this results in smaller mismatch between the RMS and EMT models,
rendering the RMS appropriate for simulating changes in grid topology.

Multi-converter topology

To validate the sufficiency of the derived conditions presented in [Pub. F] in case of nearby
connections of grid-forming converters, we consider the test system shown in Fig. 3.12. We
consider the occurrence of two events. The first one is a line outage happening at t = 0.1s and the
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Figure 3.12: Test system containing a single-line diagram of two grid-forming converters, one using
Power Synchronization Loop (PSL) active power control and the other the Virtual Synchronous
Generator (VSG). The grid-forming converters are connected to an equivalent variable frequency
AC grid and a load. Adapted from [Pub. F].

0 0.5 1

Time [s]

0.2

0.22

0.24

0.26

 P
 [

p
u

]

Power synchronization loop

0 0.5 1
0.45

0.5

0.55

0.6

0.65
Virtual synchronous generator

EMT

RMS

Figure 3.13: Trajectory of the active power signal of the two converters. Adapted from [Pub. F].

second one a generation loss equal to 1000 MW happening at t = 0.55s. As it can be seen from the
Fig 3.13, the RMS and EMT models provide almost identical results for the active power exchanged
between the converters and the grid. This comes to show that with the proposed control tuning,
there are no interactions occurring between the grid-forming converters, which would be related
to poorly damped modes associated with fast dynamics, i.e. modes that cannot be captured when
using the RMS model. This is due to: (i) the bandwidth of the active power controller is limited,
which results in not exciting eigenfrequencies of the grid and (ii) the virtual impedance controller
that acts as an additive resistance and results in better damping of high frequency oscillations.

To summarize the results of this section, we show that by appropriate tuning of the control
parameters, we can limit the excitation of eigenfrequencies in the network and provide better
damping of high frequency oscillations. This renders the RMS model appropriate for simulating
the power balance in the system in events such as: (i) change of active power set-point of the
converter, (ii) change of the grid topology and (iii) loss of generation, i.e. large active power
disturbances.

3.2 Physics-informed neural networks
In the previous section, we evaluated the appropriateness of RMS modeling of grid-forming
converters, as they are expected to play a vital role in the power balance stability of future power
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systems. This was done, in order to allow the use of simulation tools of low computational
complexity when performing dynamic security assessment of a power system. In this section, by
making use of research advancements in machine learning, we explore an alternative approach
that will enable system operators to perform fast dynamic security assessment of power systems
based on time-domain simulation analysis.

Existing approaches in the literature focus on using neural networks as a mathematical model
for predicting solutions to a system of differential equations [53–55]. After appropriate training
they can solve computational problems at a fraction of the time required by traditional approaches.
However, their main limitations are that their accuracy is highly influenced by the quality and
amount of data and they offer limited interpretability. Despite the effort of researchers to efficiently
generate data that improve the accuracy of these methods [93, 94], the main drawback of being
agnostic to the underlying physical model still remains.

Taking that into consideration, in [Pub. G] we propose physics-informed neural networks, which
reduce the dependency on training data by exploiting during the training process the underlying
physical laws described by power system models.

3.2.1 Neural networks for predicting solutions to differential equations

To understand physics-informed neural networks, we first provide the general concept of using
feed-forward neural networks for predicting solutions to a system of differential equations, which
was first introduced in [95]. Consider the following system of differential equations

ẋ = f(x,y,u), (3.2)

0 = g(x,y,u), (3.3)

where x, y and u are the state, algebraic and input variables, respectively. A solution of this
system of differential equations is a function of the initial conditions of the state x0 and algebraic
y0 variables, the input variables u and the time t, and be expressed as follows:

x = h(t,u,x0,y0) ≈ NN(t,u,x0,y0) (3.4)

where NN denotes the function describing the relation between the inputs and the outputs of the
neural network. It should be mentioned that NN is an approximation of the function h. Given
the fact that neural networks are universal approximators, they can be used to approximate the
solution of x̂ (3.4) and directly learn the mapping between the inputs and the outputs of the
dynamical system (3.2). Thus we seek a function that can predict the state evolution of the system
(3.2). Fig. 3.14 illustrates the general architecture of a NN, where the input-output relationship can
be expressed as follows:

zik = σ(ẑik) ∀k = 1, ...,K ∀i = 1, ..., Nk (3.5)

ẑk+1 = Wk+1zk + bk+1 ∀k = 0, 1, ...,K − 1 (3.6)

[t,u>,x>0 ,y>0 ]> = z0 (3.7)

[x̂>, ŷ>]> = Wk+1zK + bk+1. (3.8)

where the neural network consists of a number ofK of fully connected hidden layers, where each of
this layer contains a number of Nk neurons. The input vector of the neural network z0 contains the
time t, the input variables u, the state variables at the initial condition and the algebraic variables at
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Figure 3.14: Neural network architecture. The variable t is the time, u is a vector containing the
input variables of the dynamical system, σ is a non-linear activation function, xi is the i-th state
variable and yj is the j-th algebraic variable of the dynamical system. Adapted from ??.

the initial condition. The output vector of the neural network comprises the state x̂ and algebraic
variables ŷ. zk denotes the output of each layer (except the last one), while ẑik denotes the input to
each neuron in the hidden layers. The function σ is a nonlinear activation function and is applied
to ẑik. In this thesis, as an activation function we use the hyperbolic tangent. Finally, Wk+1 and
bk+1 are the weight matrices and bias vector, respectively. Using a training dataset, that provides
a mapping between the input and output of the neural network, the weights and biases of the
neural network are optimized. This is realized by minimizing a loss function over the training
dataset. As a loss function, we select the Mean Squared Error (MSE) between the neural network
prediction and the training dataset labels. This yields:

MSEu = 1
Nu

Nu∑
j=1

(xj − x̂j)2 + 1
Nu

Nu∑
j=1

(yj − ŷj)2 (3.9)

where Nu is the number of data points which are used for optimizing the weights and biases of
the neural network. The more data points are provided for the mapping between the inputs and
the outputs of the dynamical model the higher is the accuracy. However, the following problem
arises, when it comes to interpolating between data. As shown in Fig. 3.15, even if the neural
network is able to predict the function value at the two black dots, there are infinitely many ways
the underlying function (3.4) can look like between these points. This means that for a dynamical
system with an oscillatory behavior, many simulated data-points are required in order for the
neural network to improve the accuracy of the neural network predictions.

Thus, the accuracy of the solutions of the neural networks is highly influenced by the amount
and quality of the training data. As long as large training databases are available or efficiently
generated [93, 94], neural networks can be trained and provide accurate solutions of a system
of differential algebraic equations. However, generating the required training database size still
requires excessive computational effort. In this thesis, inspired by [96, 97], we attempt to reduce
the need for training data during the training process of the NN, by exploiting: (i) advances
in automatic differentiation [6] that are implemented in Tensorflow [98] and (ii) the underlying
physical laws governing power systems.
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Figure 3.15: Multiple trajectories that could be correct. Additional evaluation at intermediate
points (red lines) helps increasing the confidence. Adapted from [Pub. M].
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Figure 3.16: General structure of a physics-informed neural network: it predicts the outputs x(t,u)
and y(t,u) given inputs u and t. Then, using automatic differentiation [6] of the same neural
network, the derivatives of x(t,u) are computed, and f1(t,u) and f2(t,u) are evaluated. Adapted
from [Pub. G]

3.2.2 General architecture of physics-informed neural networks

Having introduced the general architecture of neural networks, we now introduce the framework
for physics-informed neural networks. The general structure of a physics-informed neural network
is shown in Fig. 3.16. The main difference between a physics-informed and a classical feedforward
neural network is found in the training process and particularly in the loss function. As mentioned
above for the training of a classical neural network, the weights and biases are optimized by
minimizing the loss function (3.9), i.e. minimizing the mean squared error between the neural
network prediction and the true value. For training the physics informed neural network,
however, the loss function contains additional terms which enforce the physical laws describing
the dynamical system (3.2). The loss function that we seek to minimize in order to optimize the
weights and biases of the physics-informed neural network is described as follows:

MSE = 1
Nu

Nu∑
j=1

(xj − x̂ij)2 + 1
Nu

Nu∑
j=1

(yj − ŷij)2

︸ ︷︷ ︸
MSEu

+ 1
Nf

Nf∑
i

|f1(tif , uif )|2 + 1
Nf

Nf∑
i

|f2(tif , uif )|2︸ ︷︷ ︸
MSEf

(3.10)
whereMSEf is an additional term in the loss function that penalizes how much the neural network
predictions violate the physical laws of the dynamical system imposed by f1 and f2 at a finite set
of collocation points, i.e. points spread across the input domain, without having an input-output
mapping. Nf is the number of collocation points. The functions f1 and f2 enforce the physical
laws of the dynamical system (3.2) and are defined as:

f1 = ˙̂x− f(x̂, ŷ,u), (3.11)

f2 = g(x̂, ŷ,u), (3.12)
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Figure 3.17: Single machine infinite bus system. Adapted from [Pub. G].

To determine the derivatives of the estimated by the neural network state variables ˙̂x with respect
to time t, we make use of the automatic differentiation [6] that is implemented in TensorFlow [98].
The main advantage of physics-informed neural networks over classical neural networks is that
they can optimize the weights and biases with a reduced requirement of simulated data-points,
while providing accurate solutions. This is possible through the use of a finite set of collocation
points and the additional term in the loss function that penalizes the violation of the physical laws
governing the dynamical system.

According to Picard-Lindelöf theorem, to make sure that the solution of a system of differential
equations is unique and the neural network is able to predict the trajectory of the state variables at
a specified time-interval, we need to specify a point on the solution trajectory. Otherwise, given a
certain input, there might be multiple solutions for the outputs of the neural network that minimize
MSEf , given the fact that the optimization problem is non-convex. To this end, we additionally
provide an initial condition at t = 0 and u = u0 as a second loss term MSEu. Effectively, we have
transformed the previously supervised learning task into an unsupervised one with the single
exception of the initial condition. That is because the loss function now does not contain a loss
term for data points (points for which you have an input-output mapping), except for the initial
condition. Hence we can completely omit the need to provide input-output mappings, i.e. data
points, for the training process and make the neural network’s accuracy independent of the data
points and dependent on the collocation points.

3.2.3 Simulation & Results

To evaluate the physics-informed neural network performance, we use two test systems.

Single machine infinite bus system

In their simplest form, the system of ordinary differential equations describing the frequency
dynamics of the system depicted in Fig. 3.17 are given by:

x(t, u) := [δ(t, P1), ω(t, P1)] (3.13)

ft,P1 = m1δ̈ + d1δ̇ +B12V1V2 sin(δ)− P1,

P1 ∈ [Pmin, Pmax], t ∈ [0, T ], (3.14)

where [0, T ] is a time interval which is defined based on the time period of interest for the
dynamic simulation, ω(t, P1) = δ̇(t, P1) and [Pmin, Pmax] is the minimum and maximum values of
the mechanical power of the generator of the system. The inputs of the neural network are (t, P1)
and the outputs of the neural network are the generator angle and speed [δ(t, P1), ω(t, P1)].

For this case study, we consider that the system that the system is initially at a perturbed state, i.e.
the system is not at an equilibrium at t = 0 s. The initial values for δ and ω are 0.1 rad and 0.1 rad/s,
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respectively. The voltage magnitudes V1 and V2 are considered constant and equal to 1 p.u. The
intervals [0, T ] and [Pmin, Pmax] are equal to [0, 20] and [0.08, 0.18], respectively. The susceptance
B12 is equal to 0.2 p.u. We want to show the capability of the physics-informed neural network to
accurately predict the evolution of the trajectory of the generator angle and speed, using a limited
amount of data points. We remind the reader that the main advantage of the physics-informed
neural network is that it relies also on collocation points (points spread across the input space,
used for evaluating how much the physical laws describing the dynamical system are violated)
and not only on data points for optimizing the weights and biases of the neural network. To this
end, we generate a training and test set that consists of 20’100 samples. We choose 8000 collocation
points, i.e. the true values of δ and ω are unknown, and 40 data points, i.e. the true values of δ and
ω are known. We also consider a 5-layer neural network with 10 neurons per hidden layer. Finally,
we use a gradient-based optimization algorithm to optimize the function MSE = MSEf +MSEu

(3.10). The MSEf term of the loss function is evaluated at the 8000 collocation points, where
MSEu is evaluated at the 40 data points.

Fig. 3.18 shows a comparison of the physics-informed neural network predicted and true solution
for the angle δ(t) and the frequency ω(t). The left figures show the most accurate estimation, while
the right figures show the least accurate estimation of the generator angle and speed. It can be
observed that the physics-informed neural network is able to accurately predict the trajectories
of the system state variables. However, the most important takeaway from this simulation is the
time that it takes for the physics-informed neural network to predict the solutions of the state
variables. Particularly, comparing the computation time of the physics-informed neural networks
with MATLAB’s numerical solver ode45 to solve the system of ordinary differential equations, we
observed the following:

- ode45 numerical solver takes on average 0.45 s to solve the system of differential equations,

- physics-informed neural network solves the system of differential equations in 0.016 s.

This results in a speed-up of factor 28 for predicting the trajectories of the state variables of the
system. Last but not least, another important aspect of using physics-informed neural networks is
that we can directly determine the values of the system state variables at any time instant. Let
us consider that we want to calculate the values of the state variables at a time instant t1. While
numerical solvers require to integrate from t0 until t1 in order to determine the values of the state
variables, the neural network can directly determine the value, by specifying t = t1 (t is an input
to the neural network). This illustrates that physics-informed neural networks can predict the
solutions of a system of differential equations with high accuracy and low computational cost,
offering significant advantages when performing time-domain simulation analysis.

Two-area Kundur system

Similar to the previous case study, we first introduce the system of differential equations describing
the dynamical system depicted in Fig. 3.19. The governing equations describing the frequency
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Figure 3.18: Comparison of the predicted and exact solution for the angle δ(t) and frequency ω(t)
with the physics-informed neural network NNδ. In the left figures, we show the most accurate
estimation of the trajectory of δ(t) and ω(t), with a relative L2 error of 2.55 · 10−4. In the right
figures, we show the least accurate estimation of the trajectory of δ(t) and ω(t), with a relative L2
error of 2.37 · 10−2. Adapted from [Pub. G].

dynamics of the power system are given by:

x(t, u) := [δg(t,P ),ωg(t,P ), δL(t,P )] (3.15)

f
δg,i

t,P set
i
,P dist

i

= δ̇i − (ωi − ω0) (3.16)

f
ωg,i

t,P set
i
,P dist

i

= ω̇i −

 ω0

2Hi

P set
i + P dist

i −
∑
j

ViVj
Xij

sin (δi − δj)

 (3.17)

and a load respectively

f
δL,i

t,P set
i
,P dist

i

= δ̇i −

 1
Di

P seti + P disti −
∑
j

ViVj
Xij

sin (δi − δj)

 (3.18)

where the state variables and outputs of the neural networks are the rotor angles and speeds, as
well as the load angles (angles at buses with no generators). The inputs of the neural networks
are the time t, the mechanical power P set

i and the load disturbance P dist
i . The functions fδg,i

t,P set
i
,P dist

i

,

f
ωg,i

t,P set
i
,P dist

i

and fδL,i

t,P set
i
,P dist

i

are the ones that are evaluated for a number of collocation points Nf , in
order to penalize the violation of the physical laws of the dynamical system, i.e. their values
should be equal to zero. The system parameters and the voltage magnitudes are given in [9]. With
this simulation set-up, we want to evaluate the advantage of the physics-informed neural network
over a classical neural network in predicting the solutions of a system of differential equations,
using a limited amount of simulated data-points. For the analysis, we consider that the number of
data-points Nu used in the training process of both the physics-informed and the classical neural
network are the same. While the classical neural network optimizes its parameters by minimizing
the loss function MSEu, the physics-informed neural network by the use of collocation points
optimizes its parameters by minimizing MSE = MSEu +MSEf .
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Figure 3.19: Kundur 2 area system. Adapted from [Pub. M].
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Figure 3.20: Comparison of the predicted and exact solution (black solid line) for the rotor angles
δ(t) at buses 1 (left figure) and 3 (right figure) and speeds ω(t) at bus 1 (left figure) and 3 (right
figure), with the physics-informed neural network (PINN) (blue solid line) and the classical neural
network (NN).

.
Fig. 3.20 shows a comparison between a physics-informed and a classical neural network in
predicting the trajectories of the rotor speeds and angles at the buses 1 and 3, considering a short-
circuit at bus-9 and a system split occurring at t = 0. As shown in the figure, the physics-informed
neural network outperforms the classical one in terms of accuracy. This comes to show that by
utilizing the collocation points and minimizing the violation of the physical laws describing the
dynamical system, we are able to improve the accuracy of the physics-informed neural network to
predict the trajectory of the system state variables.

3.3 Remarks

The contributions presented in this chapter concern the need for fast dynamic security assessment
of future power systems based on time-domain simulations.

In [Pub. F], we validate the appropriateness of an existing reduced complexity model, i.e. RMS
model, for two different types of grid-forming converters, namely power synchronization loop and
virtual synchronous generator. We propose sufficient conditions for the control parameters of the
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converters and show that by utilizing active damping controllers and restricting the bandwidth of
the outer control loops of the grid-forming converters, the excitation of eigenfrequencies in the
network can be limited. This results in a reduced and in some cases negligible mismatch between
the RMS and EMT model. It should be mentioned that the validity of the sufficient conditions
were verified using time-domain analysis, where we consider the following events: (i) change of
active power set-point of the converter, (ii) change of the grid topology and (iii) loss of generation,
i.e. large active power disturbances. To conclude, by properly selecting the control parameters of
the converters, we can limit the impact of fast dynamics on slow dynamics and make the RMS
appropriate for simulating grid-forming converters.

In [Pub. G], we demonstrate for the first time successful application of physics-informed neural
network to solve systems of differential equations describing fundamental power system dynamics.
The fundamental difference between classical neural networks and physics-informed ones is that
the latter can exploit the knowledge of the underlying physics of a dynamical model. This can be
achieved by adjusting the loss function for training the neural network, i.e. the inclusion of an
additional term indicating the violation of the physical laws describing the dynamical system. To
verify the precision of the physics-informed neural network we use a single machine infinite bus
system. The results show that they can accurately determine the solutions of a system of differential
equations at a fraction of the time required by conventional numerical methods. Furthermore, we
demonstrate the efficiency of a physics-informed neural network in simulating larger systems and
unstable events. Furthermore, we compare it to a classical feed-forward neural network in order
to highlight its ability to accurately determine the solutions of a system of differential equations,
while requiring substantially less training data compared to the classical neural network approach.
To conclude, physics-inform neural networks unlock a series of opportunities for fast dynamic
security assessment of future power systems, given their good accuracy and high computational
speed.





CHAPTER4
Conclusion and future work

This last chapter summarizes the main contributions of this thesis, and provides future research
directions that could contribute to enabling a seamless integration of a high share of renewable
energy sources into the power grid.

4.1 Conclusion

The transition towards a carbon-free power system entails multiple technical challenges, related
to power system stability and simulation tools for time-domain analysis. This thesis addresses
these challenges by following two research directions. The first investigates the impact of high
shares of converter-based resources on the system stability and then proposes control designs and
metrics to enable the secure integration of renewable energy sources. The second investigates
analysis tools for time-domain simulations by evaluating the appropriateness of existing reduced
complexity models for converters and by proposing the use of physics-informed neural networks
which provide accurate and fast solutions.

High shares of renewable energy sources reduce the level of rotational inertia in the system, which
deteriorates the system frequency stability. This thesis proposed two mitigation strategies that
help preserve the frequency stability of the system. In [Pub. A] a frequency controller based on
an H∞ loop-shaping design procedure was proposed, that optimizes the control parameters of
frequency controllers placed in active power regulating units. The key insights obtained are that
by accounting for the lowest level of the system inertia, robust performance can be achieved in the
presence of time-varying system inertia. This results in limiting the ROCOF and frequency nadir
and allowing for high penetration of renewable energy sources without deteriorating the frequency
stability of the system. In [Pub. B], we take advantage of the advanced control functionalities of
HVDC lines and introduce methods that support the frequency stability of low-inertia systems.
More specifically, we propose the inclusion of supplementary control function of HVDC in an
optimization framework for the exchange of primary frequency reserves between asynchronous
areas. By deriving analytical expressions for the ROCOF, the frequency nadir, and the steady
state frequency deviation and linearizing them, we can incorporate frequency-related constraints
into the unit commitment problem, which determines the primary frequency reserves so that the
frequency stability of the system is preserved.

Considering that HVDC-VSC are expected to play a vital role in supporting the power-grid,
additional investigations need to be performed concerning converter stability issues. In [Pub. C],
the active power transfer capability of grid-following converters subject to low SCR was investigated.
The main findings suggest that by equipping grid-following converters with a frequency droop
characteristic, we can increase the dynamic active power transfer capability of the converter during
large disturbances, as well as improve the small-signal stability of the system. In [Pub. D], we
investigate the differences in the system dynamic performance between a grid-forming converter
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and an alternative grid-forming pair comprising a synchronous condenser and a grid-following
converter. For the analysis, an offshore AC system, representing the North Sea wind power hub,
was used that consists of 100% converter-based resources and is interconnected with multiple
asynchronous areas. The key insight is that by pairing a grid-following VSC with a synchronous
condenser (i.e. equivalent of a grid-forming converter), we can make use of the kinetic energy
stored in the rotating mass of the synchronous condenser to slow down the disturbance propagation
to interconnected AC systems. Moreover, grid-forming converters, due to their fast reaction can
improve the frequency stability of the offshore AC system. At the same time, however, any type of
disturbance in the offshore system propagates instantly to the interconnected AC systems. This
can cause synchronous instability and violation of the N-1 criterion in the case of an overload
incident in the offshore AC system, due to the saturation of grid-forming converters. To tackle this
problem in [Pub. E], a preventive control strategy was proposed that determines the frequency
droop values of the grid-forming converters. By optimally selecting the frequency droop values
the active power is distributed in a way that the operational limits of the offshore converters are
not violated in case of a contingency, i.e. loss of an offshore converter. This results in ensuring the
N-1 criterion in the offshore system.

To ensure the secure integration of renewable energy sources in the power grid, fast dynamic
security assessment based on time-domain simulation analysis is necessary. To tackle this problem,
this thesis took two approaches. In the first approach, the appropriateness of existing simulation
tools of low computational complexity was assessed, i.e. RMS modeling, when monitoring systems
with high penetration of grid-forming VSCs. In [Pub. F], the influence of control parameters on
neglecting the fast dynamics of the system was investigated. The main findings are that by deriving
analytical conditions that limit the bandwidth of the outer loops of the grid-forming converters we
can minimize the impact of fast dynamics on slower ones. This leads to an appropriate model
reduction, where the fast dynamics of the system are neglected and, consequently, to a reduction
of the mismatch between the RMS and EMT models of the system. In the second approach, new
simulation tools for performing time-domain analysis were explored. In [Pub. G], a framework for
physics-informed neural networks in power system applications was proposed. Physics-informed
neural networks combine the advancements in machine learning with the knowledge of underlying
physical laws governing power systems and provide solutions for a system of differential algebraic
or ordinary differential equations at a fraction of the time required for conventional numerical
approaches, while maintaining high accuracy and requiring less data.

4.2 Perspectives for future research

The insights gained in this thesis concern strategies for ensuring secure system operation with
high share of converter-based resources and simulation tools for performing fast dynamic security
assessment of future power systems. Following, we provide several perspective for future research.

Current practices for solving the unit commitment problem do not account for frequency-related
constraints. In [Pub. B], we presented a framework where we extracted frequency metrics and
incorporate them into the unit commitment problem to investigate the benefits of sharing reserves
over HVDC to the system costs. However, the model describing the frequency dynamics did not
account for hydropower in the system. Considering that AC systems, such as the Nordic system,
rely on hydro-units in order to maintain the frequency stability, a promising future direction would
be to extract frequency-related constraints that also account for the dynamics of hydropower.
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As an outcome, we would obtain an optimal solution for the unit-commitment problem, while
maintaining the frequency stability and reducing the cost of reserve procurement in AC systems
with large shares of hydropower.

This thesis has introduced a model of an asynchronous offshore system, namely the North Sea
Wind Power Hub. The system consists of 100% converter-based resources, which collects all
the power produced by wind turbines and transmits this power through several HVDC links to
different asynchronous AC systems. The study performed in [Pub. D] investigates the impact
of two different AC configurations, namely zero- and low-inertia configuration, on the system
stability. For both configurations we considered that the offshore converters are responsible for
maintaining the power balance. However, this results in the propagation of any type of disturbance
to the onshore grids, putting their operation at risk. To tackle this problem, two alternatives could
be considered as a future research direction. The first one concerns the placement of alternative
storage infrastructure components, such as battery energy storage, electrolyzer etc. (instead of a
synchronous condenser), for maintaining the power balance of the system. A techno-economic
assessment could answer the question whether a synchronous condenser is necessary or not. The
second path forward concerns the operation mode of the wind turbines. In [Pub. D] we considered
that the wind turbines operate in a grid-feeding mode. By utilizing the ability of VSCs to control
the active and reactive power independently, wind turbines could also be used for maintaining
the power balance of the system. A system dynamic performance analysis (similar to the one
presented in [Pub. D]) could provide insights on the degree to which offshore systems should
participate in the power balance.

Furthermore, in [Pub. E] the proposed optimization problem updates the frequency droops to
ensure the N-1 criterion of the offshore system (taking into account the available headroom of the
offshore converters). This work could be extended so that the optimization problem would also
account for the system strength of the onshore grids that are interconnected to the offshore system.
Considering that each onshore AC grid is subjected to different inertia levels, the frequency droops
can be selected to direct disturbances to areas with higher inertia, while ensuring the N-1 criterion
of the offshore system. As an outcome, we would reduce the impact of any contingency occurring
in the offshore system on the frequency stability of the interconnected onshore AC systems.

Exploring machine learning as an alternative to conventional time domain simulations, in [Pub. G],
we used physics-informed neural networks for simulating phenomena related to the frequency
dynamics of the system. However, to increase their reliability as an appropriate simulation tool for
performing fast dynamic security assessment, the next step would be to extend their application to
different types of dynamic phenomena related to voltage and converter stability studies. Moreover,
linking machine learning and power system optimization, we can use physics-informed neural
networks to model a system dynamic response. By reformulating the neural equations to a
mixed intenger linear program [99], we can incorporate the system response into optimization
problems. This then allows to include previously intractable dynamic security constraints (e.g.
constraints associated with small-signal and transient stability) into AC/DC-OPF. Leveraging
an exact mixed-integer reformulation of these physics-informed neural networks, solutions to
mixed-integer linear programs accurately approximate solutions to the originally intractable
optimization problems, while ensuring the stability and secure operation of the system.
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Abstract—Increased penetration of fluctuating Renewable En-
ergy Sources (RES) adds a significant uncertainty in the dynamic
behavior of the power system. Varying power infeed from RES
significantly affects the number of conventional generators to be
dispatched at any time instant. As a result, system parameters,
such as inertia and damping can no longer be considered
constants, but instead they obtain a time-varying profile. In
this paper, a robust frequency control scheme is introduced to
account for the time-varying system inertia and damping under
increased RES penetration. The proposed method is based on
an H∞ loop-shaping design procedure, and it guarantees good
frequency response for varying levels of inertia and damping.
After presenting the impact of varying system parameters to the
system dynamic behavior, the design method for the proposed
controller is presented, and its performance is demonstrated in
case studies.

Index Terms—frequency dynamics analysis, H∞ loop-shaping
design, robust control.

I. INTRODUCTION

Increased penetration from Renewable Energy Sources
(RES) impacts the dynamic behavior of the power system and
may jeopardize its stability. In the absence of conventional
generators, the Rate Of Change Of Frequency (ROCOF) be-
comes higher due to the lower inertia and the frequency nadir
deteriorates [1]. Furthermore, conventional generators can
assist towards the damping of electromechanical oscillations,
and can provide services such as automatic voltage regulation
and frequency control [2]. Consequently, transmission system
operators face increasing challenges to maintain the security
and stability of the electricity network [3].

Generally, RESs do not inherently contribute to frequency
control, since they are usually operated in a maximum power
point tracking mode [4]. Moreover, varying weather condi-
tions affect RES generation levels and, hence, the number
of committed conventional generators is changing over time.
Consequently, total inertia level, provided by rotating mass,
and the damping of the system, provided by e.g. Power System
Stabilizers (PSS) and damper windings, are varying in time.
To ensure stable grid operation, the frequency control needs to
be designed to perform well for a range of system conditions,
where the system inertia and damping levels are uncertain. In
control theory, an approach for designing controllers, explicitly
dealing with uncertainty, is robust control.

Several methods have been developed for enhancing stabil-
ity under consideration of low system inertia and damping.

G. S. Misyris, S. Chatzivasileiadis and T. Weckesser are with the Depart-
ment of Electrical Engineering, Technical University of Denmark, 2800 Kgs.
Lyngby, Denmark (e-mail: {gmisy, spchatz, jtgw}@elektro.dtu.dk).

The authors of [5]–[7] address the problem by proposing an
optimization that informs system operators how to choose
optimal levels of inertia with respect to damping of power
system oscillations, while ensuring admissible transient be-
havior after a large disturbance. In [8], the authors propose
an explicit model predictive control, which allows to directly
incorporate operational constraints of power system units
(ramp-rate, power rating, energy constraints) to achieve real-
time tractability while keeping the online computation effort
low. In [9], the authors propose an extended control loop
based on the generator emulation control concept to provide
inertia by using the stored energy in the dc-link capacitors of
VSC-HVDC links. Moreover, researchers have been seeking
different ways to control power electronic converters in power
systems to enhance system stability [10]. One approach is
to embed the dynamics and behavior of conventional syn-
chronous machines into power electronic converters as Virtual
Synchronous Machines (VSMs) [11], [12].

To implement this approach structured controllers are added
to the control circuits of the converters. Structured controllers,
such as PID, lead-lag controllers, etc. are preferred due to
their properties, since they are easy to implement and re-tune
whenever performance or system properties change. However,
the uncertain RES power infeed makes the tuning procedure
of the controllers challenging. Several methods have been
proposed to increase robustness of structured controllers [13].
Among those methods, the H∞ loop shaping methodology
introduced in [14] is a good technique for combining desirable
properties such as tracking performance, disturbance rejection,
robustness to model uncertainty.

This paper first investigates the impact of time-varying
inertia and damping on the frequency dynamics of the system.
An analysis is conducted using tools from control system
theory on how the uncertainty of those parameters affect
frequency dynamics. Then, a structured robust control design
is proposed to increase the security of the system operation
under uncertainty. Reducing ROCOF and maximum frequency
deviation is associated with inertia response and primary
frequency control [8]. Most existing converter and generation
systems use proportional control – in the form of droop control
– to stabilize frequency right after a disturbance. Therefore, in
this paper the focus is on proportional control for the robust
control design. In the analysis, the frequency dynamics are
represented by a second order model.

Accounting for the uncertainty of system dynamics due
to the fluctuation of system inertia, the contribution of this



paper is to propose a procedure for designing Multi-Input-
Multi-Output (MIMO) controllers by exploiting the efficiency
of the H∞ loop-shaping in synthesizing optimal and robust
structured controllers. The outcome of the proposed design
will be a state feedback controller that improves the power os-
cillation damping and decreases the ROCOF and the frequency
overshoot for a wide range of system inertia and damping
levels.

This paper is organized as follows: Section II describes
the power system model considered in the control design
procedure. Section III presents an analysis of the impact of
varying inertia on the frequency dynamics of the power sys-
tem. Section IV presents the procedure for deriving the robust
controller. Section V demonstrates robust performance of the
implemented controller. Conclusions are drawn in Section VI.

II. POWER SYSTEM MODELING

A. Dynamic generator model
A commonly used model to assess dynamic phenomena in

power systems is the swing equation, see Eq. (1). It relates the
change of rotor speed of a machine i to a torque imbalance.

∆ω̇i =
1

2Hi
[∆Tmi

−∆Tei ], (1)

∆δ̇i = ω0∆ωi, (2)

where i refers to the number of the bus, ∆ωi is the per unit
speed deviation, Hi is the inertia constant of the machine [s],
∆Tei is the electrical torque deviation [p.u.] and ∆Tmi

is
the deviation of the mechanical torque applied to the machine
[p.u.]. ∆δi is the rotor angle deviation in electrical radians and
ω0 is the base rotor electrical speed in radians per second. (1)
and (2) formulate the equations of motion linearized around
an operating point.

The change in electrical torque (∆Tei ) following a distur-
bance can be resolved into two components, the synchroniz-
ing torque component (∆TSi ) and the damping component
(∆TDi ). (3) describes this change [2]:

∆Tei = ∆TSi
+ ∆TDi

= KSi
∆δi +KDi

∆ωi, (3)

where ∆TSi
is in phase with ∆δi, and KSi

is the synchroniz-
ing torque coefficient; and ∆TDi

is in phase with ∆ωi, and
KDi

is the damping torque coefficient. Synchronizing torque
depicts the non-linear nature of dynamics of interconnected
generators. Insufficient synchronizing torque can lead to tran-
sient instability. On the other hand, lack of sufficient damping
torque leads to oscillatory instability.

Although the swing equation is a simplified representation
of power system dynamics, it can model adequately well
first swing instability [2], [15]. Since the goal of this paper
is to limit the maximum ROCOF and maximum frequency
deviation, which usually appear during the first swing, the
swing equation can represent sufficiently well the generator
dynamics. Beside that, this modeling approach has been
widely used in literature as a first step to gain insights and
develop control approaches for a large number of power
system stability problems [1], [5].

In a “conventional” grid, synchronous generators ensure
system stability, supported by Automatic Voltage Regulators
(AVR) and PSS, which affect the magnitude of KSi

and KDi
.

However, with high penetration of fluctuating RES, the number
of committed synchronous generators vary, and with them the
number of AVR and PSS, operating at each time instant. As
a result, KSi and KDi vary with time. To counter the varying
nature of KSi and KDi , new robust control approaches need
to be developed.

B. State Space Model
Taking into consideration (1)-(3), the state space representa-

tion of the dynamics at each generator or aggregated generator
unit is given by (4). This state space representation is of the
form ẋ = Ax+Bu:
[

˙∆ωi

∆̇δi

]

︸ ︷︷ ︸
ẋi

=

[
−KDi

2Hi
−KSi

2Hi

ω0 0

]

︸ ︷︷ ︸
Ai

[
∆ωi

∆δi

]

︸ ︷︷ ︸
xi

+

[
1

2Hi

0

]

︸ ︷︷ ︸
Bi

∆Tmi︸ ︷︷ ︸
ui

(4)

where xi is a vector containing the system state variables, Ai

is a matrix termed as the state matrix of the system, Bi is the
input matrix and ui contains the system input variables. The
order of Ai matrix determines the number of modes of the
system and the system eigenvalue properties.

The elements of the state matrix Ai are dependent on the
system parameters KDi , KSi , Hi and the initial operating con-
dition. The coefficients KSi and KDi can be calculated given
an initial operating point based on (5) and (6), respectively.

KSi =
∑

j∈Ωi

ViVjbijcos(δij) (5)

KDi = cdi (6)

where Vi is the bus voltage magnitude, bij is the susceptance
between i and j, δij is the angle difference between i and j
nodes, cdi

is a constant value that represents the magnitude
of the damping torque coefficient at each generator bus and
Ωp the set of all nodes adjacent to node p. Power losses are
neglected.

C. Multi-machine system
In (4), ∆ωi represents the rotor speed. In a multi-machine

system, the frequency measured at a particular bus is a function
of the rotor speeds of all generators. In the following, it is
assumed that larger regions of a power system are aggregated
and represented by an equivalent machine. The dynamics of
this equivalent machine can be described by (4) and the model
parameters are determined through aggregation of the indi-
vidual generators in the region. Consequently, the parameters
Hi, KDi and KSi of the equivalent machine vary depending
on the generation dispatch and power infeed of RES in the
region. In the proposed modeling approach, the rotor speed
dynamic response of the equivalent machine corresponds to the
frequency dynamic response in the region. The overall aim is
to develop a robust controller which improves the rotor speed
dynamic response of that equivalent machine, and, hence, the
frequency response of the aggregated region. Therefore, in
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Fig. 1. ∆ω impulse response at different inertia levels

the rest of this paper, the terms rotor speed of the equivalent
machine and frequency are used interchangeably.

For the observation of the frequency dynamics in multi-
machine systems, the focus is on electromechanical oscillatory
modes, which indicate how the generators oscillate against
each other [2]. The second order model, defined by (4)-(6),
can be used to describe the electromechanical oscillations
of each generator. The multi-machine system is linearized
over an equilibrium x0, using Taylor approximation [2]. The
connectivity between two buses i and j at an equilibrium, and
the LaPlacian of the network, are given by:

Pij = ViVjbijcos(δij), Lij =

{
−Pij , i 6= j
KSi , i = j

(7)

where KSi and Pij are given by (5) and (7), respectively. As-
suming a system with n buses, LN ∈ Rn×n. The parameters
of the system, such as inertia and damping, are collected in
matrix form and the states in vectors.

HN = diag(2H1, · · · , 2Hn), KN = diag(KD1 , · · · ,KDn) (8)

∆δN = [∆δ1, · · · ,∆δn]
T
, ∆ωN = [∆ω1, · · · ,∆ωn]

T (9)

where Hi is the inertia at each bus and KDi
is given by (6),

with HN ∈ Rn×n and KN ∈ Rn×n. The state vectors ∆δN

and ∆ωN include the deviation of generators’ rotor angles and
speeds of the system, with ∆δN ∈ Rn×n and ∆ωN ∈ Rn×n.

The input for the multi-machine system is the vector con-
taining the deviation of mechanical torque of each generator
and the output is a vector containing the angular velocity
deviation of each generator. The state space representation of
the open-loop transfer function is:{

ẋ = Asysx+Bsysu

y = Cx
(10)

Asys =

[
On×n ω0n×n

−H−1
N LN −H−1

N KN

]
, Bsys =

[
On×n

−H−1
N

]
(11)

x =
[
∆δN ∆ωN

]T
, u =

[
∆Tm1

, · · · ,∆Tmn

]
(12)

where x, Asys, Bsys and u are given by (11) and (12). On×n

and ω0n×n
are diagonal matrices, containing zero and ω0 in

their diagonal entries, respectively. C is a matrix mapping the
speed deviation of each generator (∆ωi). The transfer function
G(s) of the open-loop system is:

G(s) =
Y (s)

U(s)
= C(sI −Asys)

−1Bsys (13)
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Fig. 2. Eigenvalues trajectory concerning the oscillatory mode of generator 3
(3-bus system, Section V), while reducing inertia level at bus 2 (ζ: Damping
Ratio)

III. ANALYSIS OF IMPACT OF VARYING INERTIA AND
DAMPING ON FREQUENCY DYNAMICS

A. Modal analysis

To quantify the effect of the varying system inertia and
damping, modal analysis, Bode gain and eigenvalue plots are
used to visualize the response of the examined system. For the
presented case study the following assumptions are made:

1) The voltage dynamics and the dynamics for reactive
power compensation are not included.

2) Under varying penetration of RES, the decrease rate of
system inertia (Hsys) is higher than the one of system
damping (KDsys ).

B. Sensitivity Analysis - Time varying parameters

For the sensitivity analysis, the 3-bus system introduced in
Section V.A is used (see also Fig. 8) and the inertia as well as
the damping parameter at generator bus 2 are varied. Similar
results can be extracted by varying the parameters at other
generator buses. It is worth mentioning that, in the examined
system, there are two oscillatory modes, one associated with
generators 1 and 3 and the other with generators 2 and 3.

Fig. 1 presents the impulse response of the frequency
deviation at a system node, where an equivalent machine is
connected. As it can be observed, the frequency overshoot and
ROCOF greatly depends on inertia levels: the lower the inertia
is, the higher the frequency deviation and ROCOF become.
This could also be explained by (1), where decreasing system
inertia results to higher rate of frequency deviation for the
same magnitude of torque imbalance. Moreover, decrease of
inertia levels leads to increased damping ratio. This can be
seen both in Fig. 1 and 2, where the trajectory of the eigen-
values of electromechanical mode associated with generators
2 and 3 for a 90% reduction of inertia level are presented. As
seen in Fig. 2, at the initial level of inertia the eigenvalues
indicate low damping ratio (red circles). While decreasing the
inertia level, the eigenvalues move further to the left, which
results to higher damping ratio.

In Fig. 3 the Bode plot of G2(s) = ∆ω2(s)
∆Tm2 (s) is illustrated. To

evaluate the system response, the rise-time, the overshoot and
the settling time parameters are used [16]. Considering G2(s),
the system rise-time is associated with the ROCOF and the
system overshoot with the maximum frequency deviation. As
shown in the figure, reducing system inertia leads to gain am-
plification at higher frequencies and an increase of the system
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bandwidth (also illustrated in Fig. 4), which results to shorter
rise-time and higher overshoot [16] (also illustrated in Fig. 1).
In Fig. 4 the Bode plot of G32(s) = ∆ω3(s)

∆Tm2
(s) is illustrated.

As the inertia level decreases at bus 2, the magnitude becomes
smaller around the frequency of electromechanical modes (3.5-
12 rad/s), which results to better damping of the oscillatory
mode associated with generators 2 and 3. As for the oscillatory
mode of generators 1 and 3, its damping ratio and frequency
are insignificantly different.

Fig. 5 presents the frequency response for different levels
of damping and inertia varied at bus 2. Blue lines represent
the case with high inertia and red lines the case with low
inertia. As the damping decreases, the gain becomes larger at
the frequencies of oscillatory modes and the system becomes
undamped [16]. Moreover, it can be seen that the varying
inertia affects the frequency of the oscillatory modes. In
particular, as inertia level becomes lower, the frequency of
the oscillatory modes become higher. It is worth mentioning,
however, that the steady state gain (below 1 rad/s) remains
almost constant despite the varying inertia and damping.

Based on these observations, the goal in this paper is to
derive a robust control approach to compensate the impact of

damping and inertia (varying penetration of RES), while not
altering the steady-state behavior of the system.

IV. STRUCTURED ROBUST CONTROLLER

A. H∞ loop-shaping design

In [14] the authors proposed an H∞ design procedure,
in which the desired performance of the controller can be
specified by shaping the singular values of the nominal system
system G(s) using pre- and post-compensators W1(s) and
W2(s). The H∞ design procedure is applied for a PID
controller in [17], [18]. Since the focus is on tuning the gains
of a structured proportional controller (P-controller), the above
design procedure is adjusted. In this framework, the controller
K(s), see Fig. 6, is structured as:

K(s) = −W1(s)−1KP(s) (14)

where W1 is stable transfer matrix and KP is the transfer
matrix of the P-controller. The transfer matrix KP is a diag-
onal matrix with the proportional gains as elements, which
correspond to the gains of each P controller of every bus
(KP = diag(kp1

, kp2
· · · kpn

), where n is the number of buses
considered in the system). This particular structure of Fig. 6
ensures that the final controller has the desired P-structure
since Kfinal=W1W1

−1KPW2 = KPW2 [17].
The input-output relationship of the closed-loop system, see

Fig. 6 is given by:
[
z1

z2

]

︸︷︷︸
z

= Tzw(KP)

[
w1

w2

]

︸ ︷︷ ︸
w

(15)

Tzw(KP) =[
(I + W2GKP)−1W2GW1 (I + W2GKP)−1

−W−1
1 KP(I + W2GKP)−1W2GW1 −W−1

1 KP(I + W2GKP)−1

]

=
[

I

−W−1
1 KP

]
(I+W2GKP)−1 [W2GW1 I] (16)

where G(s) is the initial plant of the system. After determining
Tzw(KP) the objective is to find the K controller that satisfies
the following optimization problem:

minimize γ

subject to ||Tzw(KP)||∞ ≤ γ
(17)

After solving the optimization problem, described in (17), the
final controller is given by:

Kfinal(s) = KP(s)W2(s) (18)

which corresponds to a standard P controller in cascade with
the post-compensator W2(s).

In the following subsection the procedure of deriving the
weighting functions is presented. The minimal achievable
value of ||Tzw(KP)||∞ indicates that the closed-loop system is
bounded by a value of γ at all frequencies, which indicates the
robust performance of the closed loop system (Fig. 6) against
uncertainty. The values for the parameter γ range between 1
and 3 [13]. The closer to 1 is the value of γ the more robust is
the performance of the closed loop system. In case γ ≥ 3 the
W1 and W2 have to be adjusted until the condition (1 ≤ γ ≤ 3)
is satisfied [13].
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B. Weighting Functions
According to [13] and Fig. 6, W2 reflects the relative

importance of the outputs to be controlled being fed back to
controller and W1 contains the dynamic shaping such as an
integral action for low frequency performance and disturbance
attenuation. By this means W1 determines the gain at low and
W2 the gain at high frequencies.

The objective of the controller is determined based on the
results presented in Section III. As mentioned above and
depicted in Fig. 5, varying inertia affects the gain in the higher
frequencies and varying damping the gain at the frequencies of
electromechanical modes. Therefore, concerning the varying
inertia, it is desirable that the robust controller exposes the
characteristics of a low pass filter with a cut-off frequency
in the range of 15-20 rad/s. As for the varying damping, to
increase resilience to damping uncertainty, a bandstop filter is
required at the frequencies of oscillatory modes (2-15 rad/s).
Considering the above and the H∞ design procedure [17], pre-
and post-compensators are chosen accordingly.

The desired loop shape of the controller Kfinal(s) is de-
picted in Fig. 7. The singular values [20] of the frequency
response of the controller is depicted. The maximum singular
value indicates the maximum amplification of the correspond-
ing inputs by the system seen from a specific output. As it
is illustrated, the controller has zero gain at low frequencies,
which indicates the system is not affected within that range
by the controller. At mid-range and higher frequencies, it can
be seen that the controller results to a negative gain and
consequently will increase the damping ratio and decrease
ROCOF and maximum frequency deviation.

V. RESULTS
A. 3-Bus System

To evaluate the robust control, the 3-Bus System presented
in Fig. 8 is used. The state variables of the 3-Bus System
are collected in vectors and in the form ẋ = Asysx + Bsysu,

Fig. 8. 3-Bus System.

TABLE I
BUS VOLTAGES, MECHANICAL INPUTS, STATIC LOADS

Node Voltage [p.u.] Power [p.u.] Damping KDi
Inertia Hi

1 1.0526 -1.5 10 5.5
2 1.0502 1.05 10 2.75
3 1.017 0.45 10 5.5

see (10). The system characteristics are given in Table I.
The susceptances of the transmission lines are: b12 = 0.739,
b13 = 1.0958 and b23 = 1.245. At the operating point, the
synchronizing torque coefficients of the state space model
can be calculated by (5). The values of the damping torque
coefficients at each generator bus are given in Table I.

Having derived the state space model of the 3-Bus system
and the transfer function for the actual plant G(s) using (13),
the robust control design technique, presented in Section IV,
is implemented. Once the proportional controller is tuned and
the state feedback gain is defined, then it is added to each bus
of the 3-Bus system. There are 3 additional state variables in
the second order model describing the frequency dynamics
of each bus. Considering the two cases mentioned above,
the results for the frequency deviation at bus 2 of the 3-Bus
system are presented. The transfer function of the closed loop
system CLsys(s), with Kfinal(s) as a controller and a negative
feedback gain is:

CLsys(s) =
G(s)Kfinal(s)

1 +G(s)Kfinal(s)
(19)

B. Case 1 - low inertia

In case 1 the performance and the response of the system
after 50% reduction of the inertia level at bus 2 is evaluated. As
illustrated in Fig. 9, low inertia results to higher frequency de-
viation and overshoot compared to the initial levels. The effect
of the controller, applied during operation of the system with
low inertia, results to smaller maximum frequency deviation
and lower ROCOF. This can be explained by seeing Fig. 7,
where it is depicted that the controller decreases the gain of
the system transfer function at high frequencies. Overall, the
results and the impact of the controller on system response
are summarized in Table II, where the values of ROCOF,
maximum frequency deviation and settling time are presented
for this particular case.

C. Case 2 - low damping
In case 2 the performance and the response of the system

after 60% reduction of the damping torque coefficient at
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bus 2 is evaluated. As shown in Fig. 10, lower KD results
to shorter settling time and damping of the oscillations, and
has no impact on frequency overshoot. The effect of the
controller, applied during operation of the system with lower
KD, results to lower frequency deviation and ROCOF, and
has a positive effect on damping of oscillations. However, it
does not compensate for the 60% reduction of KD, as it has
longer settling time, see Fig. 10, compared to initial operation
of the system. Thus, it does not increase the damping ratio
significantly. The impact of the controller on system response
for 60% reduction of the initial damping level is depicted in
Table III.

VI. CONCLUSIONS & FUTURE WORK

In this paper, the impact of the time-varying inertia and
damping on grid operation has been addressed using frequency
domain analysis. The results showed that the varying inertia
increases ROCOF and maximum frequency deviation, but im-
proves damping. To compensate for the increased uncertainty
caused by these time-varying parameters, a robust controller is
implemented. The proposed controller deals with the negative
effect of the varying inertia and damping on the frequency
dynamics. Concluding, through the use of an H∞ loop-
shaping design procedure, the developed controller increases
the resilience of the system to imminent disturbances in the
case of high penetration of RES.

Future work intends to extend the proposed methodology
to higher order power system models and evaluate the robust
control on large power system models.
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TABLE II
CASE 1 - LOW INERTIA

ROCOF ( pu
s

) Overshoot (pu) Settling t (s)

Initial Inertia 0.0909 0.013 8.66
Lower Inertia 0.1817 0.018 4.31

Robust Control 0.0031 0.008 5.51

TABLE III
CASE 2 - LOW DAMPING

ROCOF ( pu
s

) Overshoot (pu) Settling t (s)

Initial Damping 0.0909 0.013 8.66
Lower Damping 0.0909 0.013 21.60
Robust control 0.0016 0.006 17.52
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Abstract—With Europe dedicated to limiting climate change
and greenhouse gas emissions, large shares of Renewable Energy
Sources (RES) are being integrated in the national grids, phasing
out conventional generation. The new challenges arising from
the energy transition will require a better coordination between
neighboring system operators to maintain system security. To
this end, this paper studies the benefit of exchanging primary
frequency reserves between asynchronous areas using the Sup-
plementary Power Control (SPC) functionality of High-Voltage
Direct-Current (HVDC) lines. First, we focus on the derivation
of frequency metrics for asynchronous AC systems coupled
by HVDC interconnectors. We compare two different control
schemes for HVDC converters, which allow for unilateral or
bilateral exchanges of reserves between neighboring systems.
Second, we formulate frequency constraints and include them in
a unit commitment problem to ensure the N-1 security criterion.
A data-driven approach is proposed to better represent the
frequency nadir constraint by means of cutting hyperplanes. Our
results suggest that the exchange of primary reserves through
HVDC can reduce up to 10% the cost of reserve procurement
while maintaining the system N-1 secure.

Index Terms—Asynchronous areas, droop frequency control,
frequency balancing, HVDC transmission, optimization, Supple-
mentary Power Control, unit commitment.

I. INTRODUCTION

AFTER the Paris Agreement, the European Union has
taken a leading role in the energy transition, with am-

bitious targets for energy efficiency (32.5%) and RES pene-
tration (32%). With the high intermittence of RES and their
location far from load centers, electricity flows are expected to
increase and become more variable, requiring more efficient
network development. In this regard, ENTSO-e has identified
the need of more than 90 GW of new installed transmission
capacity by 2030. Among the different projects, more than 60
GW are new High-Voltage Direct-Current (HVDC) lines [1].

Additionally, large integration of inverter-based generation
will result in decreasing kinetic energy (or inertia) in the
system. With lower kinetic energy, Transmission System Op-
erators (TSOs) could face difficulties in operating the system
in a stable and reliable way [2]. These new challenges will
require better coordination between regional entities, spanning
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Fig. 1. Regional groups in Europe and HVDC connections.

from new enhanced operational processes to the prevention
and management of common threats [3].

Decrease of system inertia is classified as one of the biggest
future challenges by system operators around the world. The
problem is particularly pronounced in small systems, e.g.
Ireland or Australia [4], [5], but it is progressively growing
to comprise also larger interconnected systems such as the
Nordic countries (Denmark, Sweden, Norway and Finland) or
the UK [6], [7]. As more and more system operators are facing
these challenges, many technical and regulatory solutions have
been proposed in the literature [8]–[10], ranging from new
balancing products and control methods to market measures.
However, most of these solutions require a substantial change
of paradigm, e.g. new grid codes and/or market rules, or
expensive remedial actions, e.g. down-regulation of critical
units, RES curtailment and load shedding. Recent studies
have shown how HVDC converters, equipped with droop
frequency controllers, could adjust their power set-points
based on frequency measurements and support the system
in the event of power disturbances. Given the large number
of HVDC lines connecting asynchronous areas (also called
regional groups) in Europe (see Fig. 1), this method, referred
to as Emergency Power Control (EPC) of HVDC links, is
considered by ENTSO-e as one of the most promising among
all the possible options [8]. The dynamic performance of
HVDC EPC is largely discussed in [11] and its cost-efficiency
in [12]. However, HVDC frequency support has been studied
only for critical situations, while it could be utilized by
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TSOs for sharing primary frequency reserves also during
normal operation (HVDC Supplementary Power Control -
SPC). Moreover, this functionality has never been analyzed
in an optimization framework, where the benefit of sharing
primary frequency reserves between asynchronous areas could
be effectively determined.

The aim of HVDC SPC is to improve the frequency stability
of the system while reducing the costs of reserve procurement.
In order to have an optimization model responsive to the
frequency behaviour of the system, frequency metrics, such
as Rate of Change of Frequency (RoCoF), Instantaneous Fre-
quency Deviation (IFD) and Steady-State Frequency Deviation
(SSFD), must be included in the problem formulation. In this
regard, two main challenges can be identified: (i) the analytical
derivation of frequency metrics and (ii) the tractability of
frequency constraints. Several works have already studied
how to include frequency constraints in a Unit Commitment
Problem (UCP) for systems with high RES penetration [13]–
[16]. In [13], the authors derive analytical frequency metrics
for RoCoF, IFD and SSFD and include them in a UCP by
means of piecewise linear approximations. The authors in [14]
and [15], extended the work of [13] by including converter
control schemes and fast frequency response services, such
as frequency droop and virtual synchronous machine controls
provided by inverter-based generation units. The authors in
[16], instead, present a UCP formulation which accounts
for frequency support from variable speed wind turbines.
Compared to [13], [14] presents also a less computational
intense method to limit the IFD, introducing safe bounds for
the single variables. This method increases the tractability of
the IFD constraint but disproportionately reduces the feasible
space, calling for more efficient methods. Moreover, in all
the aforementioned works the authors considered only one
synchronous system, overlooking the option of exchanging
primary frequency reserves among neighboring asynchronous
systems via HVDC.

To this end, this paper aims at deriving frequency metrics
for asynchronous AC systems whose frequency dynamics are
coupled by HVDC links, and to include the corresponding
frequency constraints in an optimization framework to assess
what the benefit of the HVDC SPC implementation is. To
improve the accuracy and the computational efficiency of the
proposed formulation, the IFD constraint is implicitly included
in the optimization problem by limiting the feasible space with
cutting hyperplanes. In detail, the contributions of this paper
are:
• The derivation of analytical expressions for the frequency

metrics of asynchronous AC systems exchanging primary
frequency services through HVDC links.

• An improved unit commitment formulation with fre-
quency constraints, which considers the dynamic re-
sponse of generators and converters based on their droop
coefficients;

• A data-driven approach to better represent the frequency
nadir constraint by means of cutting hyperplanes;

• The inclusion of the SPC functionality of HVDC lines in
an optimization framework for the exchange of primary
reserves between neighboring asynchronous systems.

The remainder of this paper is structured as follows.
Section II outlines two different control schemes for the
implementation of HVDC SPC, and Section III describes the
derivation of frequency metrics for asynchronous AC systems
interconnected by HVDC links. Section IV presents the op-
timization framework for the exchange of primary frequency
services between asynchronous areas. A dedicated test case
and simulation results are then described in Section V. Finally,
Section VI gathers conclusions and perspectives regarding
further works.

II. HVDC SUPPLEMENTARY POWER CONTROL SCHEMES

Frequency controllers have been developed with the aim
of balancing the active power in the system in the event of
load disconnection or generator tripping. Among the different
control techniques, droop-based frequency controllers adjust
the active power set-point proportionally to the frequency devi-
ation in the system. When implemented on HVDC converters,
such controllers modify the active power exchanged between
the DC and AC systems in response to a frequency deviation.
This is obtained by including supplementary control loops
in the converter control scheme [17], using either frequency
or RoCoF measurement as input signal. Since accurate local
measurements of the RoCoF are difficult to obtain, TSOs
usually do not trust such inputs. For this reason, this work
considers control schemes with frequency only as an input.

In addition, depending on where the frequency is measured,
HVDC converters can be set to react to the frequency deviation
in only one area, or in both [18]. Thus, it is possible to
distinguish between unilateral and bilateral control schemes.
In the following, these two schemes are presented.

A. Unilateral SPC Scheme

In the unilateral control scheme (UCS), the frequency is
measured only in one of the two interconnected AC systems.
In the event of a disturbance in the monitored area, the
active power exchange between the two areas is increased
(or decreased) to balance the power mismatch. This means
that part of the disturbance is propagated in the supporting
area and some frequency reserves are activated to preserve
the frequency in this area, which is equivalent to saying that
some frequency reserves in the supporting area are exchanged
with the area under contingency. A schematic representation
of this control scheme is provided in Fig. 2.

The relation between the change in the active power flow
and the frequency can be expressed as follows:

∆P ref(s) =
Kc

Rc(1 + sT c)
∆fa (1)

with P ref the active power reference, Kc, Rc and T c re-
spectively the electric power gain factor, the frequency droop
value and the time constant of the active power controller of
the converters, s the Laplace operator and ∆fa the frequency
deviation in the monitored area (area a).

The advantage of this scheme is that it reduces the IFD
which follows a contingency in the supported area. However,
the resulting frequency deviation in the supporting area is not
monitored by the HVDC converter and only depends on the
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Fig. 2. System dynamics model under unilateral and bilateral HVDC EPC
schemes. The difference between the two schemes is highlighted in red.

stiffness of the supporting AC system. In case a weak AC sys-
tem provides frequency support to another asynchronous area,
this could result in unacceptable large frequency excursions
which in turn might force system operators in the supporting
area to procure more frequency reserves.

B. Bilateral SPC Scheme

The bilateral control scheme (BCS) follows the same princi-
ples of the unilateral scheme, with the only difference that the
frequency is measured in both the interconnected areas. The
converter, thus, reacts to the frequency difference between the
two areas and adjusts the active power flow accordingly. The
active power change is then defined as:

∆P ref(s) =
Kc

Rc(1 + sT c)
(∆fa −∆fb) (2)

with fb the frequency of the supporting area (area b). Being
responsive to the frequency deviations in both areas, the
HVDC link can be used for supporting both areas. A schematic
representation of this control scheme is also provided in Fig. 2,
with the differences between the two schemes marked in red.

Compared to the unilateral scheme, the main advantage
of this scheme is that the exchange of frequency reserves is
not limited to one direction. However, a change in the active
power flow will cause a frequency deviation also in the second

area, and thus the improvement of the IFD in the area under
contingency is smaller.

III. FREQUENCY DYNAMIC MODEL

In order to account for frequency stability issues in power
systems and optimally dispatch synchronous generators, ad-
ditional constraints must be included in the unit commitment
problem to limit RoCoF, IFD and SSFD. Thus, in this section,
we derive a simplified frequency response model of AC
systems with multiple synchronous generators and HVDC
interconnectors, as shown in Fig. 2, which will be used for
obtaining the frequency metrics. For the analytic formulation
of the frequency metrics, we consider that a contingency can-
not occur simultaneously in the interconnected AC systems.
For the notation, generators are referred to with the index i,
converters with the index k. When a parameter or variable
refers to a specific area, e.g. the total inertia constant, the
subscript refers to that area (a, b and so on).

The dynamics that need to be taken into account for an
accurate extraction of the center of inertia frequency of an
AC system are: (i) the generator dynamics, (ii) governor droop
and turbine dynamics and (iii) HVDC converter dynamics. The
generator dynamics can be described by the swing equation
(see Fig. 2), where M̂a and D̂a represent the total inertia and
damping constants of the generators in area a. A low-order
model, proposed in [19] and evaluated in [20], is used to
model the governor droops and turbine dynamics, with Rg

i and
Kg

i respectively the frequency droop and mechanical power
gain factor, F g

i the fraction of total power generated by the
turbines of the synchronous generators and T g

i the turbine
time constant. For the HVDC converters, the frequency droop
controllers described by (1) and (2) are used to provide support
during the containment phase, while frequency restoration is
assumed to rely only on local reserves.

A. Frequency Metrics - Unilateral Scheme

The relation between an active power disturbance ∆P e
a and

the frequency deviation ∆fa in the supported area (area a
from now on) is given by:

GU
a(s) =

∆fa(s)

∆P ea (s)
=

((
sM̂a + D̂a

)
+
∑

i∈GSa

Kg
i

(
1 + sF gi T

g
i

)

Rgi
(
1 + sT gi

)

+
∑

k∈LS
a

Kc
k

Rck
(
1 + sT ck

)
)−1

,

(3)

with GSa and LS
a respectively the set of generators and HVDC

interconnectors providing frequency support in area a. Similar
to [21], we consider that the turbine time constants are equal,
i.e. T g

i = Ta, for all the synchronous machines within the
same synchronous area and that the converter time constants
are neglected (T g � T c). With these assumptions, (3) takes
the following generalized form:

GU
a(s) =

1

M̂aTa

1 + sTa
s2 + 2ζaωna s+ ωna 2

, (4)
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where the natural frequency ωn
a and the damping ratio ζa are

given by:

ωna =

√
D̂a + R̂a

M̂aTa
, ζa =

M̂a + Ta(D̂a + F̂a)

2

√
M̂aTa(D̂a + R̂a)

. (5)

M̂a, D̂a, F̂a and R̂a are weighted model parameters, func-
tions of system parameters and parameters of generators and
HVDC converters in area a. For their derivation, a detailed
mathematical formulation is presented in [21]. Similar to [11],
the damping constant D̂a is considered a fixed parameter.
By applying the inverse Laplace transformation and assuming
a step-wise disturbance ∆Pa, we can derive a time-domain
expression of the frequency deviation. This enables to extract
the RoCoF, the IFD and the SSFD in area a, respectively:

ḟmax
a = −∆Pa

M̂a

, (6a)

∆fmax
a = − ∆Pa

D̂a + R̂a


1 +

√
Ta(R̂a − F̂a)

M̂a

e−ζaω
n
a t

m
a


 , (6b)

∆f ssa = − ∆Pa

D̂a + R̃ga
, (6c)

where tma is the time instant when the maximum frequency
deviation occurs, i.e. ∆ḟa(tma ) = 0. The obtained expressions
are similar to the ones derived in [14], meaning that HVDC
converters act as generators and provide the necessary power
to contain the frequency in area a. After the frequency
containment phase, instead, only generators provide frequency
support, thus only the term R̃g

a (which considers only the
contribution of generators in area a) appears in (6c).

In case the supporting TSOs want to limit the frequency de-
viation in their areas, additional constraints could be included.
In the supporting area (area b from now on), the change in
the converters set-point ∆P HVDC

b corresponds to the frequency
deviation ∆fb(s). The transfer function of area b, which is the
mapping of the Laplace transform of ∆fa(s) to the Laplace
transform of ∆fb(s), can be derived in a similar way to 4,
resulting in:

GU
b(s) =

∆fb(s)

∆fa(s)
=

R̃ca,b

M̂bTb

1 + sTb
s2 + 2ζbωnb s+ ωnb

2 , (7)

Since this area is not receiving support from area a through
HVDC, ωn

b and ζnb are calculated by replacing R̂b and F̂b

respectively with R̃g
b and F̃ g

b , meaning that only the generators
in area b provide frequency support. The term R̃c

a,b, instead,
refers only to the contribution of the HVDC links connecting
area a and b. By applying the inverse Laplace transformation
and assuming a step-wise disturbance ∆fa(s) = ∆fmax

a /s,
we can derive a time-domain expression of the frequency
deviation in area b. This enables to extract frequency metrics
for the supporting area as well:

ḟmax
b = −

∆PaR̃ca,b

M̂aM̂b

, (8a)

∆fmax
b =

∆fmax
a R̃ca,b

D̂b + R̂b


1 +

√
Tb(R̂b − F̂b)

M̂b

e−ζbω
n
b t

m
b


 , (8b)

It should be noted that, by considering ∆fa(s) as a step-wise
disturbance, it is not possible to calculate the exact solution

for ∆fb(t) since its trajectory varies based on the generator,
turbine governor and HVDC converters parameters. Although
this results in the wrong calculation of the time to nadir, tmb ,
∆fmax

b (s) is accurately represented. Moreover, the SSFD in
the supporting area is equal to zero as there is no contribution
of HVDC to frequency restoration in area a.

B. Frequency Metrics - Bilateral Scheme

The main difference between the bilateral and the unilateral
schemes is that, in the bilateral scheme, the active power
set-points of the HVDC converters change proportionally to
the difference between the frequencies of the interconnected
AC systems. In the event of a power disturbance ∆Pa, the
corresponding frequency deviation is given by:

∆fa(s) = GU
a(s)

(
∆P ea (s) +

∑

k∈CSa

Kc
k

Rck
(
1 + sT ck

)∆fb(s)

)
, (9)

showing that the frequency deviation in the area under contin-
gency depends also on the frequency deviation in the support-
ing area. To derive expressions of the frequency metrics, first
we need to analyze the frequency deviation in area b. The
transfer function GB

b(s), which models the relation between
∆fb(s) and ∆fa(s), is similar to (7), where ωn

b and ζb can be
calculated using R̂b and F̂b, meaning that both generators and
HVDC converters participate in frequency support in area b.

Plugging GB
b(s) into (9) introduces additional complexity

to the derivation of the analytical expressions, since (even
after the assumptions made in the previous sections) the
transfer function ∆fb(s)/∆P

e
a (s) becomes a fourth-order

transfer function and, in turn, ∆fa(s)/∆P e
a (s) becomes a

six-order transfer function. To overcome this issue, similarly
to the previous section, we first consider a step-wise change
of ∆fa(s) = ∆fmax

a /s, where ∆fmax
a is the maximum

allowable frequency deviation determined by the transmission
system operator in area a. This assumption results in an
overestimation of the absolute value of the frequency nadir
in both areas. However, this guarantees that the RoCoF and
the IFD stay within the operational limits. The frequency
metrics for area b are similar to the ones described by (8a) and
(8b), where R̂b and F̂b consider both generators and HVDC
converters participating in the frequency support of area b.

Similar to the UCS case, we consider that there is no
contribution of HVDC to the SSFD of the AC network that
faces the contingency. To derive the frequency metrics for area
a, we consider stepwise changes ∆P e

a (s) and ∆fb as −∆Pa/s
and ∆fmax

b /s, respectively. This leads to similar expressions
for the RoCoF and steady state frequency deviation as in (6a)
and (6c) and the following expression for the frequency nadir:

∆fmax
a =

∆Pa + ∆fmax
b R̃ca,b

D̂b + R̂a


1 +

√
Ta(R̂a − F̂a)

M̂a

e−ζaω
n
a t

m
a


 .

(10)
We remind again the reader that (10) overestimates the value
of the frequency nadir. However, it still ensures that the
frequency of the area a will remain within the limits set by
the transmission system operators.
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IV. OPTIMIZATION FRAMEWORK

The calculation of the weighted model parameters depends
on which synchronous generators are online and able to
provide frequency support. Thus, in order to include frequency
constraints in an optimization problem, specific variables as-
sociated with the status of the units must be defined. In a
Unit Commitment Problem (UCP), the status of generators is
modelled by means of binary variables. This allows to include
ramping limits, minimum and maximum generation limits,
minimum online and offline duration and start-up and shut-
down costs. The frequency metrics derived in the previous
section can thus be directly included in a UCP without
modifying its basic structure. In this section, we present the
UCP formulation, augmented with frequency constraints and
reserve sharing through HVDC.

A. Basic Structure

The basic structure of the Unit Commitment problem is
the minimization of the total system cost subject to generator,
transmission system and power balance constraints. In this
section, the objective function and these constraints will be
quickly explained. For the complete formulation, the reader is
referred to [22].

The objective function of a UCP is the sum of all the costs
associated with power generation gi,t and reserve procurement
gsi,t. In addition, load shedding dsj,t and wind curtailment wc

r,t

can be included.
Generator constraints include the minimum and maximum

power output (P i and P i), the upward and downward ramping
limits (Ri and Ri ), and the minimum online and offline
duration periods (T on

i and T off
i ). A binary variable ui,t defines

the online or offline status of unit i at the time instance t;
additional constraints are included to model the start-up and
shut-down variables yi,t and zi,t. If load shedding and wind
curtailment are included, additional variables are required to
bound these variables between zero and the actual consump-
tion (for loads) or production (for wind/solar producers).

For the transmission system, power flows of AC lines can
be modelled using voltage angle differences (θn,t − θm,t)
or power transfer distribution factor matrices (“DC” power
flow approximation); power flows on HVDC lines are free
variables (f DC

k,t). To ensure safe operation, AC and HVDC
thermal limits are enforced (F

AC

n,m and F
DC

k ). Finally, power
balance constraints are introduced to ensure that generation
and consumption are matched.

B. Weighted Model Parameters

The participation of generators and HVDC converters to
frequency support is decided by means of additional binary
variables: vgi,t defines the participation of generators while
vca,b,t the areas that are supported (index a) or support (index
b). Since only online generators can offer frequency support,
the following constraint is enforced:

vgi,t ≤ ui,t ∀i,∀t (11)

For the HVDC converters, depending on the SPC scheme
applied, two different constraints are introduced. For the
unilateral scheme:

vca,b,t + vcb,a,t ≤ 1 ∀a, ∀b ∈ A \ {a}, ∀t (12)

with A the set of asynchronous areas. Eq. (12) enforces that
if area a is supported by area b, area a cannot support area b.
For the bilateral scheme, instead, the following constraint is
introduced:

vca,b,t = vcb,a,t ∀a, ∀b ∈ A \ {a}, ∀t (13)

meaning that if area a is supported by area b, also area b is
supported by area a.

With the new variables, the weighted model parameters are
calculated as follows:

R̃g
a,t =

∑
i∈Ga

Kg
i

Rg
i
P iv

g
i,t ∀a, ∀t (14a)

R̃c
a,t =

∑
k∈LDC

a

Kc
k

Rc
k
F kv

c
a,∼,t ∀a, ∀t (14b)

F̃ g
a,t =

∑
i∈Ga

Kg
i F

g
i

Rg
i
P iv

g
i,t ∀a, ∀t (14c)

R̂a,t = R̃g
a,t + R̃c

a,t ∀a, ∀t (14d)

F̂a,t = F̃ g
a,t + R̃c

a,t ∀a, ∀t (14e)

M̂a,t =
∑

i∈Ga 2Hg
i P iu

g
i,t ∀a, ∀t (14f)

with Hg
i the inertia constant of the synchronous unit i. Note

that the subscript ∼ in (14b) means whatever area is connected
to area a through the HVDC line k.

C. Frequency Constraints

The weighted model parameters are calculated to include
frequency constraints in the optimization problem. This is
done in order to limit the RoCoF, the IFD and the SSFD in
the event of the worst contingency (N-1 security criterion),
i.e. the loss of the biggest generating unit. For this, we
consider a fixed power deviation ∆P e

a = max{P i}, with
i ∈ Ga. This assumption is justified by the fact that the biggest
generating units are usually nuclear power plants (mostly)
contracted in the long term market to always produce at full
capacity. Moreover, we do not consider these events to happen
simultaneously in more than one area.

From (6a), it is possible to observe a linear dependence of
the RoCoF on the inertia level of the AC system. Similarly,
(6c) shows a linear dependence between the total sum of droop
coefficients and the SSFD. Thus, these two frequency metrics
can be bounded by bounding the corresponding weighted
model parameters:

M̂a,t ≥ fbase
a

ḟmax
a

∆P ea ∀a, ∀t (15a)

R̃ga,t ≥
fbase
a

∆f ss,max
a

∆P ea − D̂a,t ∀a, ∀t (15b)

Being R̂a,t a linear combination of R̃g
a,t and R̃c

a,t, by bounding
R̃g

a,t also R̂a,t is automatically bounded.
Regarding the IFD, it is not possible to directly include (6b)

and (10) in the optimization problem as they are non-linear
and non-convex. The authors in [13] introduce a piecewise
linearization of the frequency nadir which consists of a set of
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hyperplanes, activated by binary variables, that are included
as equality constraints. The authors in [14], instead, introduce
bounds on the single variables to avoid excursions of the fre-
quency beyond the limits. However, the first approach requires
many hyperplanes to accurately represent the nadir function,
making the problem computationally intense to solve, while
the second significantly reduces the feasible space. Within
reasonable bounds (determined by realistic values of the
weighted model parameters), (6b) is monotonically decreasing
in all the considered variables, meaning that the higher is
R̂a,t, F̂a,t or M̂a,t, the smaller is the IFD (see Fig. 3). Thus,
the points on the boundary (i.e. close to the IFD limit) can
be approximated with a hyperplane. This hyperplane, which
is a linear combination of the weighted model parameters,
divides the feasible space into two regions, one with the
triplets (R̂a,t,F̂a,t,M̂a,t) that violate the IFD requirements and
one with the ones that do not. Thus in order to discard
the triplets that violate the IFD constraints, the following
inequality constraint is included in the optimization problem
(for the UCS case):

F̂a,t ≥ AR
a R̂a,t +AM

a M̂a,t +A0
a ∀a, ∀t (16)

with AR
a , AM

a and A0
a the coefficients of the hyperplane.

In the case of BCS, the maximum IFD depends on the
weighted model parameters of the system that experiences
the contingency and the supporting systems. Thus the 3D
hyperplane becomes a 7D hyperplane (or more), and the IFD
constraint is included as follows:

F̃a,t ≥
∑

b∈Aa

(
ARg

a,bR̃
g
b,t +AM

a,bM̂b,t +AF
a,bF̃

g
b,t +ARc

a,bR̃
c
a,b,t

)

+AR
aR̃

g
a,t +AM

a M̂a,t +A0
a ∀a, ∀t

(17)

with Aa the set of asynchronous areas connected to area a,
and ARg

a,b, AM
a,b, AF

a,b and ARc

a,b the corresponding coefficients
of the hyperplane.

This data-driven approach, which consists in (i) calculating
the IFD for a large number of possible combinations of system
parameters and in (ii) finding the points on the boundary to
be approximated by the hyperplane, significantly increases the
computational speed of the problem while keeping the relative
error small (average relative error 0.04).

D. Post-contingency Constraints

With droop frequency controllers, the response of generators
and HVDC converters is proportional to the ratio between

their droop coefficient and the total droop in the system. To
ensure that generators committed to provide frequency services
and HVDC converters with SPC have enough capacity to
support the system, some capacity must be reserved. The
following constraints model the response of generator and
HVDC converters and ensure enough capacity reservation:

gsi,t = vgi,t
K

g
i P i

R
g
i R̂(a|i∈Ga),t

∆P e(a|i∈Ga) ∀i, ∀t (18a)

gi,t + gsi,t ≤ ui,tP i ∀i, ∀t (18b)

fsk,t = vc(a|k∈LDC
a ),∼,t

Kc
kF

DC
k

Rc
k
R̂(a|k∈LDC

a ),t
∆P e(a|k∈LDC

a ) ∀k, ∀t (18c)

− F DC
k ≤ f DC

k,t + fsk,t ≤ F
DC
k ∀k, ∀t (18d)

with gsi,t the response of generator i (equal to the reserved
capacity), and fsk,t the response of the HVDC converter k
(and the reserved capacity). Constraints (18a) and (18c) are
non-linear because R̂a,t appears in the denominator and the
fraction is then multiplied by vgi,t or vca,∼,t. In the following,
two techniques to linearize these expressions are presented.

E. Relaxation techniques

In order to linearize contraints (18a) and (18c), the first step
is to introduce a new variable Ŝa,t such that:

R̂a,tŜa,t = 1 ∀a, ∀t (19)

This constraint is bilinear and, in order to linearize it, the
McCormick relaxation is applied [23]. Unless the bounds of
the variables are quite small, this relaxation is not tight. To
improve it, a piecewise version of the relaxation is applied, as
suggested in [24]. Constraint (19) is then substituted by:
∑
x,y

(
SayR

a
x,y,t +RaxS

a
x,y,t − SayRaxwax,y,t

)
≤ 1 ∀a, ∀t (20a)

∑
x,y

(
S
a
yR

a
x,y,t +R

a
xS

a
x,y,t − S

a
yR

a
xw

a
x,y,t

)
≤ 1 ∀a, ∀t (20b)

∑
x,y

(
S
a
yR

a
x,y,t +RaxS

a
x,y,t − S

a
yR

a
xw

a
x,y,t

)
≥ 1 ∀a, ∀t (20c)

∑
x,y

(
SayR

a
x,y,t +R

a
xS

a
x,y,t − SayR

a
xw

a
x,y,t

)
≥ 1 ∀a, ∀t (20d)

R̂a,t =
∑
x,y R

a
x,y,t, Ŝa,t =

∑
x,y S

a
x,y,t ∀a, ∀t (20e)

wax,y,tR
a
x ≤ Rax,y,t ≤ wax,y,tR

a
x ∀x, ∀y, ∀a, ∀t (20f)

wax,y,tS
a
y ≤ Sax,y,t ≤ wax,y,tS

a
y ∀x, ∀y, ∀a, ∀t (20g)

∑
x,y w

a
x,y,t = 1 ∀a, ∀t (20h)

where Ra
x,y,t and Ra

x,y,t are new continuous variables (for
the sake of space the index a is written as superscript), wa

x,y,t

new binary variables and Ra
x, R

a

x, Sa
y and S

a

y the lower and
upper bounds defining the segments in which R̂a,t and Ŝa,t

are divided. The subscript x refers to the x-th segment of
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Fig. 3. Spatial representation of the frequency nadir function with the related hyperplanes. The orange plane is the 3D plane for the UCS, which divides the
space into two regions, one with feasible and one with infeasible points. The red plane is the 7D plane for the BCS. The visualization of the 7D space is
obtained by fixing R̃gb = 71, F̃ gb = 19 and M̂b = 53; three values of R̃ca,b are considered for the three plots. ∆fmax

a is set to 0.7 Hz.
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R̂a,t and y to the y-th segment of Ŝa,t. Given that Ŝa,t is the
reciprocal of R̂a,t, the division of Ŝa,t in segments is linked
to the division of R̂a,t, meaning that high accuracy can be
obtained with few segments.

Similar to (19), the terms vgi,tŜa,t and vca,∼,tŜa,t, which
appear in constraints (18a) and (18c) after the introduction of
the new variable, must be linearized. In this case, these terms
are the product of a binary and a continuous variable, thus the
bigM method can be applied [25]. Constraints (18a) and (18c)
are then replaced by:

gsi,t =
K

g
i P i

R
g
i
V̂ S

g

i,(a|i∈Ga),t∆P
e
(a|i∈Ga) ∀i, ∀t (21a)

fsk,t =
Kc

kF
DC
k

Rc
k

V̂ S
c

k,(a|k∈LDC
a ),∼,t∆P

e
(a|i∈Ga) ∀k, ∀t (21b)

0 ≤ V̂ Sgi,(a|i∈Ga),t ≤ v
g
i,tM ∀i, ∀t (21c)

Ŝa,t − (1− vgi,t)M ≤ V̂ S
g

i,(a|i∈Ga),t ≤ Ŝa,t ∀i, ∀t (21d)

0 ≤ V̂ Sck,(a|k∈LDC
a ),∼,t ≤ vca,∼,tM ∀i, ∀t (21e)

Ŝa,t − (1− vca,∼,t)M ≤ V̂ S
c

k,(a|k∈LDC
a ),∼,t ≤ Ŝa,t ∀i, ∀t (21f)

with V̂ S
g

i,(a|i∈Ga),t and V̂ S
c

k,(a|k∈LDC
a ),∼,t the new continuous

variables. As pointed out in [26], the selection of the right M
is a delicate process: with too small values, constraint (21c)
might be binding even when vgi,t is equal to one. On the other
hand, too large values might cause numerical inaccuracies
when solving the problem. In this case, since Ŝa,t is the
reciprocal of R̂a,t, and R̂a,t ≥ 1, it is possible to set M = 10
without incurring in any of these problems.

F. Optimization Problem
The UCP with frequency constraints, HVDC SPC and

generator frequency support is formulated as:

min Total system cost
s.t. Generator constraints

Transmission system constraints
Power balance constraints (22)
(11), (14a)− (14f), (15a), (15b)
(12), (16) or (13), (17)
(20a)− (20h), (21a)− (21f), (18b), (18d)

Constraints (12) and (16) are enforced in case of unilateral
exchange of reserves; for the bilateral exchange, instead,
constraints (13) and (17) are introduced. In case of different
control schemes applied between different zones, a combina-
tion of these constraints is included.

The energy prices can be calculated as suggested in [27]:
first the solution of the MILP problem is calculated, then the
integer variables are relaxed to continuous variables and fixed
to the obtained solution, and the problem (now a LP problem)
is solved again. In this way, Lagrangian multipliers can be
obtained. Energy prices are then calculated as the derivative
of the Lagrangian function of the relaxed problem (L∗) with
respect to a marginal increase δ in the demand:

EPn =
∂L∗
∂δ

= λn −
∑
d∈Dn

ρd (23)

with λn the Lagrangian multiplier associated with the nodal
balance equation (bus n) and ρd the multiplier associated with
the upper bound on load shedding (load d).

For the numerical example in the next section, the reserve
are procured on a daily basis and the energy market is cleared
for a 24-hour time period. This means that, if a generator
(or HVDC converter) commits to provide frequency support,
the capacity is reserved for the whole day. The reasoning
behind this is that, in Europe, most of the TSOs procure
reserves in D-2 or D-1 for the entire day of operation, and
the energy market is cleared once for every hour of the
following day. However, the presented formulation is general
and it also allows for hourly procurement if required. Also,
the unit commitment problem could be solved for longer
time windows. In case the size of the UCP would make it
intractable, decomposition techniques such as the one in [28]
could be applied to decompose the problem by time instances.
These techniques could also be used for spatial decomposition
of the problem, e.g. to solve it for each area. Finally, the
problem formulation is presented in a deterministic setup;
however, the problem formulation could also be solved in a
probabilistic fashion.

V. NUMERICAL RESULTS

The presented formulation has been tested on a system with
two asynchronous areas connected by two HVDC links. Since
the focus of the study is on the center of inertia frequency, the
intra-zonal network configuration does not have any impact
on the results. Thus, the AC systems in the two areas have
been omitted to enhance the readability of the results. Note
that the inclusion of the AC systems would not increase the
complexity or the computation time of the problem.

The two areas are approx. of the same size: the installed
generating capacity is 13 and 11 GW respectively (35 and 30
generating units), with a peak demand of 9 and 6 GW. The
synchronous generation mix includes nuclear, natural gas, oil,
hard coal, lignite and biomass steam units; the maximum RES
penetration in the two areas is 47% and 55%. Two nuclear
power plants are the dimensioning incidents in the two areas,
respectively 600 MW and 550 MW. The total transfer capacity
of the HVDC links is 500 MW. The demand, wind and
solar time series correspond to the actual profiles of East and
West Denmark during July 2019. The dynamic parameters of
generators are based on [14], while the economic parameters
are taken from [29]. The system data is available in [30].

To assess the benefit of the SPC implementation, four
simulations are executed: i) “no lim”, the frequency constraints
are omitted in the model and the reserve procurement is done
by enforcing a minimum reserve requirement, ii) “no SPC”,
the reserve procurement is done in accordance to the frequency
constraints, iii) “unilateral” and iv) “bilateral”, HVDC lines
are involved in the exchange of frequency services, first with
the unilateral scheme and then with the bilateral. All the
simulations are run using YALMIP [31] and Gurobi [32].

By looking at Fig. 4, it is clear that frequency constraints
are violated if they are not included in the model (blue lines).
This does not happen in the other simulations, showing that
procuring reserves only on a cost basis without considering the
response of the system is not enough to ensure its stability.

1Used as a reference for the other simulation, the unit is million Euros.
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Moreover, from Fig. 5, it is clear that the exchange of
frequency reserves through HVDC can help reducing the costs
of reserve procurement while maintaining the system N-1
secure. In terms of system costs, the total costs decrease by 1%
in the “unilateral” case and by 1.4% in the “bilateral”. The
comparison is made with respect to “no SPC” (total system
cost 69.95 Me), as in the “no lim” case (total system cost
68.16 Me) frequency constraints are not included (and are also
violated) and thus the comparison would not be fair. The cost
reduction is more pronounced if we only look at the reserve
procurement costs, which decrease by 8.5% in the “unilateral”
case and by 10.8% in the “bilateral” (in the “no SPC” case
the cost is 3.9 Me).

The impact of the activation of HVDC SPC on the market
outcome is provided in Table I. The amount of generator

TABLE I
IMPACT OF HVDC EPC ON THE MARKET OUTCOME.

no lim no SPC1 unilateral bilateral

Reserve Cost AREA 1 -2.2% (1.77) -12.3% -14.21%
AREA 2 -11.6% (2.15) -5.3% -7.9%

Energy Cost AREA 1 +2.6% (35.86) +1.5% +1.6%
AREA 2 -8.1% (30.17) -3.1% -3.8%

Total Cost AREA 1 +2.3% (37.63) +0.9% +0.8%
AREA 2 -8.3% (32.33) -3.2% -4.1%

Gen. Rev. AREA 1 +13.1% (28.89) +5.7% +5.9%
AREA 2 +27.1% (15.67) -3.4% +0.2%

Load Pymt. AREA 1 -5.0% (71.16) -1.5% -1.7%
AREA 2 -7.5% (42.85) +0.8% -

HVDC Rev. - -54.0% (0.23) +21.0% +9.0%

TABLE II
COMPARISON OF THE IFD OBTAINED WITH THE ANALYTICAL

EXPRESSIONS AND THE DYNAMIC SIMULATIONS.

no lim no SPC unilateral bilateral

Analytical AREA 1 - - 0.1550 0.1496
expression AREA 2 0.7707 0.5204 0.5849 0.5007

Dynamic AREA 1 - - 0.1261 0.1001
simulation AREA 2 0.7706 0.5204 0.5896 0.4875
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49.2

49.4

49.6

49.8

50

MAX IFD = 0.7 Hz

Time (s)

f
(H

z)

Area 1

0 2 4 6 8

Time (s)

Area 2

no lim no SPC unilateral bilateral

Fig. 6. IFD following the dimensioning incident in area 2. The left graph
shows the IFD in area 1 due to the activation of HVDC EPC.

capacity that is not reserved (because of SPC), results in
more capacity available in the energy market. Since generators
must be dispatched to provide support, this means that local
production increases in the importing area (without affecting
the energy price), while exports decrease in the other area.
This means more revenues for the generators in the importing
area and less revenues for the ones in the exporting area. At the
same time, the increased generation results in higher energy
production and lower reserve procurement costs in area 1.

Looking at load payments, these increase in area 2 while
decreasing in area 1. The explanation for this is that the hours
with congestion decrease (respectively 283, 222, 163 and 188
hours in the four simulations) meaning that consumers in the
two areas are subject to the same price for more hours. Given
that area 1 is the “high price” area and area 2 the “low price”
one, the result is lower payments from the loads in area 1 and
higher payments from the loads in area 2.

Concerning the HVDC line owner, one could expect lower
congestion rents due to the reservation of a portion of the
capacity. However, the lower capacity results in higher price
differences (respectively 0.58, 1.28, 2.04 and 1.81 e/MWh in
average) and in turns in higher congestion rent.

Finally, Table II compares the IFDs calculated with the
analytical expressions to the ones obtained through dynamic
simulation (Fig. 6) for a specific time instance (hour 43). The
two values match in all the cases, only in the “bilateral” case
the calculated IFD is a bit higher (this was expected due to
the assumptions in Section II), meaning that the UC solution
is more conservative.

VI. CONCLUSION

While RES are being integrated into electrical networks
around the world, transmission system operators are facing
serious challenges in operating the system with low inertia
levels. With the ambitious climate targets set by the European
Commission, coordination between system operators will be
key to secure the operation of power systems during the energy
transition. In this regard, the goal of this paper is to highlight
the benefits of sharing reserves through HVDC interconnectors
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using their Supplementary Power Control (SPC) functionality.
First, we have derived analytical expressions for the frequency
metrics of asynchronous AC systems connected by HVDC
lines. We have then introduced these metrics as constraints into
a unit commitment problem. Two different control schemes for
HVDC converters have been analyzed: the unilateral scheme,
which allows to share reserves only in one direction, and the
bilateral scheme, which allows it in both directions. The results
of the optimization problem show how procurement costs can
be reduced up to 10% if the SPC functionality of HVDC lines
is activated. Moreover, we have analyzed how generators and
loads are impacted by these modifications, showing that the
unilateral scheme might results in one-side benefits, while with
a bilateral scheme the benefits are more distributed.
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Spyros Chatzivasileiadis, Senior Member, IEEE, and Tilman Weckesser, Member, IEEE

Abstract—Voltage Source Converters (VSCs) can offer various
control strategies to enable realization of the vision of a “Global
Grid”. With the increasing penetration of renewable energy
sources, it is becoming more frequent for VSCs to be required
to provide active and reactive power regulation. In this paper,
a model of a grid-supporting VSC connected to a weak AC
grid with low Short Circuit Capacity (SCC) and low inertia is
presented. The impact of SCC and inertia is then illustrated by
means of small-signal stability, H2 norm and large-disturbance
analysis.

Index Terms—High Voltage Direct Current (HVDC), stability
analysis, Grid-Supporting Voltage Source Converter, weak AC
grid, varying inertia.

I. INTRODUCTION
Due to national and global climate targets aiming at reduc-

ing the emission of greenhouse gases [1], Renewable Energy
Sources (RES) progressively replace conventional generation
based on fossil fuels. Increased penetration of RES adds signif-
icant uncertainty to the dynamic behaviour of power systems.
This originates from the fluctuating nature of resources such
as wind and solar as well as from the fact that RES are
often connected through power electronics to the grid. As
a result, system parameters such as inertia and Short-Circuit
Capacity (SCC) will vary greatly over time, which will affect
the strength and stability of (Alternating Current) AC [2].

Additionally, High Voltage Direct Current (HVDC) connec-
tions make their way against installation of new AC lines [3].
These HVDC connections are based either on Line Commu-
tated Converters (LCCs) or Voltage Source Converters (VSCs)
[4]. However, VSCs have been gaining momentum, because
of their flexibility and control capabilities [5]. Consequently,
they are ideally suited to integrate the growing capacity of
RES being installed.

To ensure stable grid operation in the absence of con-
ventional generators, grid-connected VSCs should participate
in the regulation of the AC grid voltage and frequency, by
controlling the active and reactive power delivered to the grid.
These VSCs are classified as grid-supporting converters and
their outer controllers are commonly equipped with droop
control algorithms (P/f and Q/V droop characteristic) to
avoid communication-based solutions [6].

By taking advantage of the ability of power electronics
to respond fast using a P-f droop characteristic for HVDC-
VSC interconnections becomes a feasible solution to provide

G. S. Misyris, J. A. Mermet-Guyennet, S. Chatzivasileiadis and
T. Weckesser are with the Department of Electrical Engineering, Technical
University of Denmark, 2800 Kgs. Lyngby, Denmark (e-mail: {gmisy, jamg,
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frequency support in AC systems with low inertia. It has been
demonstrated that this is an efficient approach for reducing the
maximum frequency deviation in such systems [7], [8]. In [7],
a review of supplementary local control strategies for VSC-
HVDC for low-inertia and islanded systems is presented. In
[9], In [8], a frequency control scheme for VSCs, which are
part of an HVDC grid connecting asynchronous AC systems,
is proposed. In these studies, time domain simulations were
used to verify the impact of the P − f droop characteristic of
the VSC on frequency stability. However, by time domain sim-
ulation analysis, it does not become analytically evident, how
the VSC control gains contribute to AC frequency regulation.
As indicated in [10], H2 system norm can be incorporated
to provide a measure of the magnitude of the system output
in response to a disturbance. Therefore, in this work the H2-
norm is considered as a performance metric to validate the
impact of the VSC control parameters on inertial and primary
frequency response.

Apart from low inertia, the system can be subject to low
SCC, which is dependent on the system strength. In [11],
the small-signal stability of a VSC connected to weak AC
system is studied, where the results show that the maximum
power transfer capability of the VSC-HVDC converter is
affected by the PLL gains. In [12], the authors propose a
grid synchronization mechanism by introducing an impedance-
conditioning term in the Phase Locked Loop (PLL), to increase
the range of stable power transfer of VSCs, which operate
in weak grids. Furthermore, in [5], an investigation of the
stability of VSC connected subject to low SCC is performed,
where the impact of the various control parameters on system
stability and maximum stable power transfer of VSC are
studied. In the aforementioned work, VSCs operate in a grid-
feeding mode, where the active and reactive power injected to
the grid are kept constant.

However as mentioned above, it is envisioned that in a future
grid with high penetration from inverter-based generation and
transmission, it will be necessary that VSCs actively support
the grid and, hence, are operated in a grid-supporting mode.
This could be realized by adding P − f and Q − V droop
characteristics, which can affect the stability of the system and
the dynamic limit of the maximum power transfer capability.
An investigation of this is carried out in this work.

The contribution of this paper is to provide a groundwork
for understanding the nonlinear behavior of grid-supporting
VSCs, connected to weak AC grids. The system model, used
in this paper, is an extension of the one presented in [5].
Moreover, constraints on the magnitudes of VSC control gains
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Fig. 1. Test system: VSC and equivalent grid

are defined based on eigenvalue and H2 norm analysis. An
investigation on the dynamic limit for a sudden drop of the
SCC is carried out. At last, the influence of the VSC on the
inertial and primary frequency response is analyzed using H2

norm and time-domain simulations.
This paper is organized as follows: Section II describes

the system state space model of the system. In section III,
a stability analysis of a VSC connected to weak AC system
is performed. Section IV demonstrates the system response to
large disturbances. Conclusions are drawn in Section VI.

II. SYSTEM MODELING

In this section, the VSC control structure is presented, as
well as the equations forming the state space model of the
overall system. The state space representation relates the state
variables, x, and the inputs of the system, u to their derivatives,
ẋ and outputs of the system, y in the form:

ẋ = f(x, u) (1)
y = g(x, u) (2)

where f(x, u) corresponds to the first order non-linear differ-
ential equations of the system, and g(x, u) to the algebraic
equations relating the outputs of the system to its state
variables and inputs.

Fig. 1 shows the study system, i.e. two VSCs in a master-
slave configuration. With this configuration, the DC link
voltage Vdc is assumed to remain constant as it is controlled by
the master VSC. The slave VSC controls the current flowing
through the phase reactor by adjusting the voltage Vm. Fig. 2
demonstrates the inner and outer control loops of the VSC.

The VSC and its components are represented in the dq
frame, whose d-axis is shifted of an angle θpll with the x-
axis of the xy frame, rotating at the speed of the Center
Of Inertia (COI) ωcoi obtained from angular speed of the
generator equivalent. Xeq represents the Thevenin equivalent
reactance of the AC grid. The equivalent reactance Xeq can
be defined as a function of SCC [11]:

Xeq =
V 2
rated

SCC · Prated
(3)

where Vrated and Prated are the rated AC voltage and power
of the VSCs, respectively.

The AC grid is represented by a generator and a load. The
bus corresponding to equivalent grid is considered as an angle
reference. The corresponding equations are summarized below,
all quantities being expressed in per unit, except for the angular
frequencies, in rad/s. It is assumed that the magnitude of E is
equal to 1 p.u. and it is kept constant during the disturbances.
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Fig. 2. Test system: VSC control

A. Electromechanical dynamics of AC system

In this section, an equivalent to represent the inertial and
primary frequency response of AC system is implemented
according to [13]. The purpose of the equivalent is to capture
the COI frequency deviation after a power disturbance, with
which the PLL is aligned. Since, a single machine equivalent
is considered, ωcoi=ωg, where ωg corresponds to the frequency
of the equivalent grid. As mentioned in [13], the current
model represents primary frequency control, where power is
dominantly provided by steam turbines. The nominal rotor
speed is ωref = 2π · 50 rad/s. The phase angle θg of the
voltage of the equivalent grid’s generator is such as:

dθg
dt

= ωref∆ωg (4)

where ∆ωg = ωg − ωref . The dynamics of the frequency
deviation in response of a change in electric active power seen
from the equivalent grid are derived from the swing equation:

d∆ωg

dt
=

1

M
(Pmech + Pvsc − Pload) (5)

where Pmech corresponds to the mechanical power input of
the generator and Pvsc is the electrical power of the VSC
received by the generator. The real part of the equivalent grid
impedance is neglected, thus Pvsc = vdid + vqiq = Edid +
Eqiq , where vd, Ed and vq , Eq are the d and q components of
V̄pcc and Ē, respectively. The id and iq variables correspond to
d and q components of the current flowing through the phase
reactor and the equivalent grid impedance. The parameter H
is the system inertia constant given in seconds.

With a speed droop Rd, and a primary frequency control
similar to the one provided by steam turbines characterized by
time constants Tz and Tp as described in [13], the equivalent
grid mechanical power dynamics can be written as:

dPmech

dt
= − 1

Tp
(Pmech − Pm0)− 1

RdTp
∆ωg

− Tz
2HRdTp

(Pmech − Pload − Pvsc)

(6)
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B. Phase-Locked Loop (PLL)

The VSC is synchronized with the corresponding AC grid
through a PLL and aligned with the COI frequency. The PLL
provides an estimation of the phase angle θpll of the voltage
Vpcc at the Point of Common Coupling (PCC). By adjusting
vq with a PI controller, it aims at aligning the voltage phasor
V̄pcc with the d-axis of the dq rotating frame, so that in the
steady-state ωpll = ωg, vd = Vref and vq = 0. It can hence be
represented by the following equations:

dθpll
dt

= ωpll − ωg (7)

dMω

dt
= Kiωvq (8)

ωpll = Kpωvq +Mω (9)

with Kiω and Kpω the integral and proportional gains of the
PI controller. Mω is the integrator internal state of the PLL
control system.

C. Phase reactor

The relations between the current I , the voltage output of
the VSC Vm and the voltage at the PCC Vpcc in the dq frame
are as follows:

L
did
dt

= ωref

(
ωg

ωref
Liq −Rid + vmd − vd

)
(10)

L
diq
dt

= ωref

(
− ωg

ωref
Lid −Riq + vmq − vq

)
(11)

where L is the inductance and R the resistance of the phase
reactor. The variables vmd and vmq correspond to the d and q
components of voltage V̄m.

D. Inner current control loops

The current controller keeps the currents id and iq to their
references values, irefd and irefq by adjusting the components
of the voltage of the VSC, vmd and vmq (see Fig. 2):

vmd = vd −
ωpll

ωref
Liq +Kp(irefd − id) +Md (12)

vmq = vq +
ωpll

ωref
Lid +Kp(irefq − iq) +Mq (13)

dMd

dt
= Ki(i

ref
d − id),

dMq

dt
= Ki(i

ref
q − iq) (14)

where Kp and Ki are the proportional and integral gains of
the PI controllers, and Md and Mq are the internal states of
the integrators.

E. Outer control loops

The outer control is used to calculate the d- and q-axis
current references, irefd and irefq . In this current control con-
figuration of the VSC, the active current reference irefd is
adjusted to control the active power P injected by the VSC
to its reference Pref . Due to the P − f droop character-
istic, the active power reference is adjusted in response to
a deviation of the PLL frequency ωpll with respect to the
grid frequency, ωg = ωref + ∆ωg, with Kpf the corresponding

frequency droop gain. It should be noted that a deadband is
considered in the range of [49.9, 50.1] Hz, to avoid continuous
changes in the AC frequencies of the interconnected areas.

The reactive current reference irefq aims at keeping the
voltage Vpcc at the PCC to its reference Vref , which is also
adjusted by a V − Q droop control characteristic of gain
Kq. The two control loops are implemented with integral
controllers of gains Kid and Kiq (both positive).

direfd

dt
= Kid (Pref −Kpf(ωpll − ωg)− Pvsc) (15)

direfq

dt
= Kiq (Vpcc − Vref +Kq(Qvsc −Qref)) (16)

where Qvsc = vqid − vdiq and Vpcc =
√
v2d + v2q

F. Final state-space model

Based on the grid equations, the d and q component of the
voltage at the PCC can be written as:

vd = −Xeqiq + E cos(θg − θpll) (17)
vq = Xeqid + E sin(θg − θpll) (18)

where Xeq=Xw||Xs. After elimination of the algebraic equa-
tions describing ωpll, vmd, vmq , vd and vq in the above
equations, we obtain a set of 11 differential equations cor-
responding to the vector of 11 state variables (19).

x = [θpll,Mω , id, iq ,Md,Mq , i
ref
d , irefq ,∆ωg, θg, Pmech] (19)

These differential equations form the state-space representa-
tion and can be expressed in the following way:

dx

dt
= Ax+Buu+Bww (20)

z = Czx (21)

where x is the state vector, w the disturbance vector, u the
input vector and z the output vector. The matrices A, Bu, Bw

are defined based on the differential and algebraic equations
(7)-(18).

Moreover, the input vector u contains the variables that
can be used to control the system. The disturbance vector w
consists of the variables that can not be used for controlling
the system. At last, the vector z includes the variables that can
be observed and be used by the controller. The vectors u, w
and z are given by:

u = [Pref , Vref , Pm0, Qref ], w = [Pload], z = [∆ωg] (22)

III. SMALL-SIGNAL STABILITY ANALYSIS OF VSC
CONNECTED TO WEAK AC SYSTEM

The system shown in Fig. 1 was used for the stability analy-
sis and validation. A linearization of the system of differential-
algebraic equations is performed. The control parameters used
for model validation are tuned according to [5] and shown in
Table I. For the stability analysis the equivalent grid impedance
is equal to Xeq = Xw = 2 p.u..
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TABLE I
CONTROL AND SYSTEM PARAMETERS

Parameter Value Parameter Value Parameter Value
R 0.01 L 0.2 M 8
Kp 0.2574 Ki 57.3 Rd 0.08
Kpi 20 Kvi 15 Tz 1.2
Kpω 200 Kiω 10000 Tp 6.8
Kpf 10 Kq 0.2 Pload 20
Pm0 23.51 Pref 0.49 Qref 0.4005
Vref 1 Xw 2 Xs 0.222
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Fig. 3. Impact of gains on the H2 norm of Gzw(s)

A. Impact of VSC control gains on inertial and primary
frequency response

To investigate the impact of VSC control gains on inertial
and primary frequency response, the transfer function Gzw(s)
is considered, which is relating a mismatch in active power to
speed deviation ∆ωg

.

Gzw(s) =
∆ωg

∆Pload
= Cz(sI −A)−1Bw (23)

where Cz is a matrix mapping the speed deviation of the
generator equivalent. The matrices A and Bw (see (20)) are
extracted by linearizing the system around an equilibrium. As
defined in [10], the H2 system norm is used as a performance
metric, to measure the impact of the control gains on the
AC frequency deviation. H2 system norm takes the form
of an input-output gain, which gives a measure of the total
energy of the output after an instantaneous change of the
input. Considering Gzw(s), the H2 norm shows how much
the rotor speed deviates from its reference value after a load
disturbance ∆Pload. Among the control gains, the frequency
droop gain Kpf and the control gain of active power loop Kpi

are the ones that determine the speed response of the VSC to
a power imbalance [8]. To evaluate the impact of the gains,
two scenarios are considered:

• Scenario 1, H = 4 s, Rd = 0.08
• Scenario 2, H = 1.5 s, Rd = 0.16

As shown in Fig. 3, both the active power loop and
frequency droop gain (Kpi and Kpf ) affect the energy of
the frequency signal to a load disturbance. Increase of the
frequency droop gain, decreases the H2 norm significantly. As
a result, for larger values of the frequency droop, the maximum
frequency deviation will be smaller after a change of the load.
However, large values of Kpf can cause frequency instability
for different primary frequency control schemes (hydro) [14],
create large frequency dip in the other AC-system and lead to
undesired dip of the DC voltage. Thus, large values for Kpf

gain should be avoided.
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Fig. 4. Effect on system eigenvalues when varying Kpf
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Fig. 5. Effect on dominant system eigenvalues when varying Kq

Regarding the active power loop gain Kpi, it is shown in
Fig. 3, that for Kpi > 20, its impact on the frequency stability
is only slightly improved. Considering the results derived
in [5], accelerating the active power control deteriorates the
small-signal stability of the system. Therefore, an intermediate
value could be considered for the active power loop gain Kpi,
given that the impact on H2 norm is insignificant for higher
values of it. Based on the analysis, a Kpi = 20 is used in the
rest of the paper.
B. Effect of frequency droop

The trajectory of the system eigenvalues when varying the
frequency droop gain is shown in Fig. 4. For this case, the
power operating point is equal to Pref = 0.49 p.u. The value
of Kpf varies in the range of [0, 20]. Increasing the droop
gain improves the small signal stability by moving the system
eigenvalues further to the left half plane. This can be explained
as follows. Following a small disturbance, a change in PCC
angle occurs. The angle starts oscillating, until it reaches a new
equilibrium. By adding frequency droop, the active current id
is quickly adjusted, the oscillations are damped out within
a short time (see also Fig. 6) and the VSC reaches its new
equilibrium. Based on these findings, a Kpf = 10 is used in
the rest of the paper.
C. Effect of Q-V droop characteristic

The root locus of the system eigenvalues, when the volt-
age droop gain increases, is depicted in Fig. 5. The value
of Kq varies in the range of [0, 1]. Unlike the effect of
frequency droop on small-signal stability, when the voltage
droop gain increases, the small-signal stability deteriorates.
For Kq > 0.6531, the system eigenvalues become positive,
thus the system becomes unstable. A large value of Kq results
in prioritization of Q-control after a contingency. The higher
the value of Kq, the larger the voltage depression at post-fault
state becomes. Thus, the maximum power transfer capability
decreases significantly (24). Based on the analysis, an adequate
value for the Q− V droop is Kq = 0.2.



5

-25 -20 -15 -10 -5 0 5 10 15 20 25
-30

-20

-10

0

10

20

30

j

dynamic limit 0.5 pu for

grid-supporting VSC

K
pf

=10  K
q
=0.2

P
ref

Grid-supporing VSC

Grid-feeding VSC

dynamic limit 0.459 pu for

grid-feeding VSC

K
pf

=0  K
q
=0

Fig. 6. Effect on dominant system eigenvalues when Pref increases

D. Effect of operating point

For low SCC, the operating point of the VSC is bounded
by the static stability limit defined by:

P static
max =

VpccE

Xeq
(24)

where Vpcc is the voltage at the PCC, E is the voltage
magnitude of the AC system. The impact of increasing the
Pref of the VSC on the system eigenvalues is depicted in Fig.
6. It can be seen, that as Pref of the VSC increases the system
eigenvalues move towards the right half plane. The real part of
the eigenvalues is negative, when Pref is smaller than P static

max

and become positive for Pref≥0.5 p.u., which results in the
VSC becoming unstable. As shown in Fig. 6, the dynamic
limit of grid-supporting VSC is higher than the one of grid-
feeding. It will be seen later in the paper, that this happens,
because of the additional frequency droop gain.

IV. LARGE DISTURBANCE: CASE STUDIES

A. Case 1 - Tripping of short reactance without fault

The considered disturbance is a line opening without a fault
and occuring at t = 0.2 s. This increases the grid impedance
from Xeq = Xw||Xs = 0.2 p.u. to Xeq = Xw = 2 p.u.. As a
result, the SCC is reduced to 0.5. Depending on the operating
mode of the VSC, the P − f and Q− V droop gains are:

• Grid-supporting: Kpf = 10 and Kq = 0.2
• Grid-feeding: Kpf = 0 and Kq = 0

The VSC, in grid-supporting mode, participates in the regula-
tion of the AC voltage and frequency by controlling the active
and reactive power delivered to the grid. On the other hand,
the VSC, in grid-feeding mode, delivers constant power equal
to Pref to the grid and regulates the reactive power to keep
the terminal voltage equal to Vref .

1) Dynamic limit of maximum power transfer capability of
grid-supporting VSC: The evolution of the VSC active power
can be seen in Fig. 7. As shown in Fig. 6 and mentioned
above, the maximum transfer capability of the VSC, in steady-
state condition, is approximately equal to the steady-state
stability limit (Pref ≈ 0.5 p.u.) defined by (24). However,
in case of a sudden SCC, the maximum transfer capability
of the VSC is determined by the dynamic limit [5]. That
implies that if the pre-fault power operating point is higher
than the dynamic limit, VSC will lose its synchronism and

0 1 2 3 4
Time t(s)

0

50

100

150

200

250

 (
o
)

0 1 2 3 4
Time t(s)

0

0.2

0.4

0.6

P
v

sc
 (

p
u
)

P
ref

 = 0.49 pu P
ref

 = 0.444 pu P
ref

 = 0.442 pu

Fig. 7. Case 1 - Dynamic limit of maximum power transfer capability of
grid-supporting VSC for Kpf=10

0 0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9 1

Time t(s)

0

0.2

0.4

0.6

P
v
sc

 (
p
u
)

Grid-supporting - P
ref

=0.442

Grid-feeding - P
ref

=0.442

Grid-feeding - P
ref

=0.384

Fig. 8. Case 1 - Dynamic limit of the maximum power transfer capability of
grid-feeding VSC

becomes unstable. This can be explained by the fact that, VSC
prioritizes the active power and tries to restore it to its pre-fault
value. However, due to the voltage dip, the maximum transfer
capability temporarily decreases and instability occurs, due to
the VSC trying to restore active power injection faster than
the voltage is being restored.

As it can be seen in Fig. 7, VSC loses syncrhronism
after tripping the short reactance, when the pre-fault power
operating point is equal to the steady-state stability limit
determined by (24). To identify the dynamic limit, the pre-
fault power operating point is gradually decreased. As it is
shown in Fig. 7, the first stable operating point was found to
be Pref = 0.442 p.u..

2) Dynamic limit of maximum power transfer capability of
grid-feeding VSC: The evolution of the VSC active power can
be seen in Fig. 8. As before, to identify the dynamic limit for
the grid-feeding converter, the Pref is gradually decreased. It
can be seen in Fig. 8, that the dynamic limit for the grid-
feeding converter is Pref = 0.384 p.u.. Thus, the dynamic
limit of the grid-feeding VSC is lower.

3) Comparison between grid-supporting and grid-feeding
VSC: Fig. 9 demonstrates a comparison between the grid-
feeding and the grid-supporting scheme, where the initial
operating point is equal to Pref = 0.4 p.u.. The dashed lines
correspond to the grid feeding and the solid to the grid-
supporting.

As shown in Fig. 9a, due to the frequency droop character-
istic of the grid-supporting VSC, the power is reduced to 0.2
p.u. right after the disturbance. That leads to smaller voltage
depression, so that P dyn

max > 0.5 p.u., even after the disturbance.
In the case of the grid-feeding VSC, the voltage depression

is higher (see Fig. 9b), since the VSC tries to inject the initial
Pref to the AC system. As a result, the P dyn

max decreases and
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becomes equal to Pvsc at t = 0.24s, which leads to the grid-
feeding VSC losing synchronism (see Fig. 9c).

B. Case 2 - Power imbalance for lower inertia

The frequency deviation to a power imbalance is inves-
tigated for different levels of inertia. In this case, the grid
impedance is considered equal to Xeq = 0.2 p.u.. An increase
of the load occurs at t = 0.2 s. The considered disturbance is
equal to ∆Pload = 0.05 p.u..

The evolution of the frequency is shown in Fig. 10, where
the two presented scenarios in Section III.A were considered
with and without the droop. The values for Kpi and Kpf are
given in Table I. As it is depicted in Fig. 10, the impact of
the frequency droop is mostly on the maximum frequency
deviation, where it is significantly smaller compared to the
case where the frequency droop is not considered. Although,
the fast reaction of the VSC leads to reduced maximum
frequency deviation, there is no direct contribution to the rate
of change of frequency. As it was expected from Fig. 3, the
frequency droop characteristic of the VSC contributes to the
frequency stability and reduces the frequency deviation.

V. CONCLUSIONS & FUTURE WORK

This paper has investigated the stability of a grid-supporting
VSC connected to a weak AC grid. By means of eigenvalue
analysis, the impact of P −f and Q−V droop characteristics

of the VSC on the system stability is analyzed. Moreover, H2

norm is utilized to demonstrate how the outer loop parameters
affect the AC frequency response. To gain further insight
into the system properties, time domain simulations were
performed for a sudden drop of SCC and a load disturbance.

The main findings are as follows:
1) In case of a grid-supporting VSC, due to the P − f

droop characteristic, the system synchronization can be
preserved for larger disturbances of SCC.

2) The fast reaction of the VSC leads to reduced maxi-
mum frequency deviation. However, there is no direct
contribution to the rate of change of frequency.

3) Unlike the effect of P − f droop, the Q − V droop
characteristic reduces the dynamic limit of maximum
power transfer capability of the VSC.

Future work is intended to investigate the interaction be-
tween the different parameters, characterizing the inertial and
primary frequency control of the AC equivalent, for optimal
tuning of Kpf and Kpi, as well as, the influence of varying
inertia levels on the dynamic limit of the VSCs.
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SUMMARY 

In 2017, Energinet and TenneT, the Danish and Dutch Transmission System Operators (TSOs), have 
announced the North Sea Wind Power Hub (NSWPH) project. The project aims at increasing by 36 
GW the North Sea offshore wind capacity, with an artificial island collecting all the power produced 
by wind turbines and several HVDC links transmitting this power to the onshore grids. This project 
brings together new opportunities and new challenges, both from a technical and economic point 
of view. In this regard, this paper presents three analyses regarding the design and operation of 
such an offshore system.  

First, we perform a techno-economic assessment of different grid configurations for the collection 
of the power produced by wind farms and its transmission to the hub. In this analysis, two 
frequencies and two voltage levels for the operation of the offshore grid are investigated. Our 
findings show that the nominal-frequency high-voltage option is the more suitable, as low-
frequency does not bring any advantage and low-voltage would results in higher costs. 

The second analysis is related to the differences in operating the system with low- or zero-inertia; 
different dynamic studies are performed for each configuration to identify proper control actions 
and their stability properties. Comparing the outcomes of the simulations, we observed that 
voltage and frequency oscillations are better damped in the zero-inertia system; however, the risk 
of propagating offshore faults in the connected onshore grids is mitigated with the inclusion of the 
synchronous condensers.  

Lastly, a comparison of ElectroMagnetic Transient (EMT) and phasor-mode (also known as RMS) 
models is presented, in order to understand their appropriateness of simulating low- and zero- 
inertia systems. The results show that phasor approximation modelling can be used, as long as 
eigen-frequencies in power network are well damped. 

KEYWORDS 

High – Voltage – DC, Voltage – Source – Converter, North – Sea – Wind – Power – Hub, Low – and 
Zero – Inertia – Systems, EMT – Models, Phasor – Mode – Simulation – Tools. 
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I. INTRODUCTION 

National and international ambitions of reducing greenhouse gas emissions result in Renewable 
Energy Sources (RES) progressively replacing conventional generation based on fossil fuels [1]. In 
2017, representatives of the Dutch, Danish and German Transmission System Operators (TSOs) 
established a consortium to explore the possibility of developing a North Sea Wind Power Hub 
(NSWPH). This project aims at increasing the North Sea offshore wind capacity by integrating 
additional 36 GW of wind power, with an artificial island collecting all the power produced by wind 
turbines and several High Voltage Direct Current (HVDC) links transmitting this power to Denmark, 
the Netherlands, Norway, Germany and the UK [2].  

Due to the length of the submarine power cables, the HVDC technology is the only solution to build 
a cost-effective transmission infrastructure. Moreover, Voltage-Source Converters (VSC) allow for 
high flexibility and improved control capabilities. Thus, the connections between the offshore 
island and the onshore grids will be formed by multiple point-to-point VSC-HVDC links; although 
considered at the beginning, the option of a multi-terminal HVDC grid [3] was discarded due to the 
lack of experience with HVDC breakers. The function of a NSWPH would be twofold: (i) increase 
the shares of renewable generation in the involved countries, and (ii) allow for power exchanges 
between partner TSOs by means of additional transmission capacity.  

Such a project brings together a series of new opportunities and new challenges, both from a 
technical and economic point of view. Starting from the economic aspects, the main question is 
whether the NSWPH shall operate at nominal AC frequency (50 Hz) or at Lower Frequency AC 
(LFAC), e.g. 16.67 Hz. Considering that the maximum net power of NSWPH could go up to 36 GW, 
several medium- and high-voltage AC cables will be deployed for the connection of wind turbines 
to the hub. Hence, reactive power compensation is necessary to improve power quality and voltage 
profiles in proximity of the island. At lower frequency, series reactances and shunt susceptances of 
power cables are lower compared to their values at nominal frequency (50 Hz). On the one hand, 
the distance between the island and the wind farms can be extended without the need of 
additional compensation. On the other hand, transformers and inductors increase in size when 
designed to operate at lower frequencies, which imposes an additional constraint in terms of 
footprint on the artificial island. 

The technical aspect of this study concerns the growing use of non-synchronous converter-based 
resources. Integrating these resources affects the reliability of the power system and changes the 
nature of grid dynamics and control. Indeed, the replacement of synchronous generators with 
inverter-based resources is followed by a decrease of system inertia. When the replacement is only 
partial, the system is referred to as low-inertia power system. In case of complete absence of 
synchronous generation, it becomes a zero-inertia system. This poses the challenge of faster active 
power sharing between the converters of the HVDC links. 

Another challenge concerns voltage control in the proximity of those converters. Indeed, the 
control systems of Power Electronic (PE) devices usually rely on measurements of voltage 
magnitudes and phase angles at their terminals. In high-inertia systems, voltage and frequency are 
stiff, therefore voltage magnitudes and angles at the terminals are not largely affected. Onshore 
grids usually host multiple synchronous generating units, that inherently provide a stiff voltage and 
frequency [4]; this does not happen in offshore grids, which usually consist only of multiple PE 
devices. Particularly, active power will be generated by (Type IV) wind turbines, then gathered 
through submarine cables in various offshore converter platforms and lastly transferred through 
HVDC links to the interconnected onshore grids [5]. Consequently, in such zero-inertia offshore 
systems, voltage magnitudes and phase angles are relatively sensitive to current injections from 
the wind turbines.  

Furthermore, harmonic instability challenges [6] arise when connecting PE resources to grids 
without synchronous generators because of the interaction between converter control actuation 
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and eigen-frequencies in power networks. Converters are commonly equipped with multiple time-
scale control systems for regulating current flows at their terminal and power exchanges with the 
grid. To analyse the stability of a zero-inertia system and consider harmonic instability phenomena, 
both voltage and signal processing dynamics need to be included in the model. On the one hand, 
detailed modelling of the system dynamics increases the reliability of stability analyses; on the other 
hand, it increases the computational time required to solve the differential algebraic system of 
equations describing grid dynamics. Large computing times make security assessment more 
difficult, e.g. it takes more time to perform an analysis of post-disturbance system conditions in 
order to verify that power ratings and voltage constraints are violated.  

To decrease computing times, system operators could resort to phasor-mode simulation, widely 
used in AC systems without large PE devices. In the latter, network lines, converters’ inner 
controllers and signal processing dynamics are neglected. On the one hand, by neglecting these 
dynamics, models under phasor approximation are unable to capture harmonic instability 
phenomena; on the other hand, they are suitable for capturing slower phenomena associated with 
the dynamics of converters’ outer controllers (as far as there is a distinct time separation between 
converters’ outer controllers and voltage dynamics). The need for fast, accurate and representative 
models for performing time-domain simulation analysis in grids with high penetration of PE devices 
calls for the evaluation under which conditions the phasor approximation is still able to predict the 
system response after a disturbance. Identifying those conditions will allow performing online 
security assessment with faster phasor-mode simulation tools for a (hopefully large) subset of 
disturbances, while keeping the computationally demanding EMT for the other, more severe 
disturbances. 

The aim of this paper is to provide the groundwork for understanding the non-linear behaviour of 
offshore AC networks, as well as novel insights in their fundamental stability and control properties. 
More specifically: 

• We perform a techno-economic analysis to identify the economic benefit of offshore grids 
operated at low and normal frequency; this includes both the costs for the components as 
well as the maximum power transfer capability of the cables.  

• We investigate and compare a zero- (100% inverter-based grid) and a low-inertia 
(synchronous condensers on the island) configuration, where the stability properties of 
each system and their responses to large disturbances are investigated.  

• We assess the limitations of simulation software techniques for low- and zero- inertia 
systems, to examine when EMT simulations become crucial in capturing phenomena that 
the phasor-mode approximation cannot.  

The rest of the paper is organized as follows. Section 2 presents the concept of NSWPH and the 
study case considered in this paper. In Section 3, first, a techno-economic analysis is carried out to 
identify the preferable frequency and voltage level for the offshore AC grid. Then, two different 
configurations of the offshore system are presented. Section 4 presents a comparison between the 
two considered configurations, with reference to their respective stability properties. Section 5 
presents a comparison of EMT and phasor-mode (also known as RMS) models. Conclusions are 
drawn in Section 6. 

II. NORTH SEA WIND POWER HUB (NSWPH): GRID TOPOLOGY 

The NSWPH will follow a modular Hub-and-Spoke concept, according to NSWPH consortium, which 
is the common practice for large-scale offshore wind deployment. This concept relies on the 
progressive construction of modular hubs in the North Sea which are connected to the countries 
in Northern Europe by means of HVDC lines.  
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The grid layout used for the analyses of this paper is depicted in Figure 1. This grid configuration is 
based on the topology that the TSOs involved in the project are considering at the moment. In this 
layout, the wind power generated by the wind farms is transferred through High-Voltage-
Alternating-Current (HVAC) cables (220 kV, with 400 MVA nominal power) to the hub. The cable 
parameters are taken from manufacturer data sheets [7]. Five HVDC links are used to transfer 
onshore the amount of power. The onshore grid is represented by a grid equivalent with inertial 
and primary response [8], [9]. The converters on the offshore side operate in grid-forming (zero-
inertia) or grid-following (low-inertia) mode. As base power, we consider Sb = 1000 MVA. We 
assume the rated power of offshore converters is 1100 MVA, while the rated power of wind farms 
is 700 MVA. In the low-inertia configuration, the rated power of each of the two synchronous 
condensers is 350 MVA. This model represents a small system compared to the maximum total 
power capacity envisioned for the NSWPH, but it equally captures all relevant dynamic phenomena 
and provides a good overview of the instability mechanisms. 

III. TECHNO-ECONOMIC ANALYSIS OF OFFSHORE AC COLLECTION GRID OPTIONS 

One of the major technical limitations of long-distance AC submarine transmission is the charging 
current, caused by the shunt capacitance of the cables, which results in a huge amount of reactive 
power produced.  For this reason, conventional 50/60 Hz AC transmission cables connecting 
remote offshore wind farms to onshore grids require reactive compensation in such proportions 
that HVDC is often the preferred option [10].  

As an alternative, authors in [11], [12], [13] have proposed to operate wind farms at lower 
frequencies to reduce effects of line charging and permit longer transmission distances. However, 
the design of grid components depends on the operating frequency of the system. In this chapter, 
we present a techno-economic assessment of operating collection grids and transmission systems 
at different frequencies and voltage levels.  

III.i. Design Considerations 

For the techno-economic assessment of the collection grids and transmission cables, two voltage 
levels (66 and 220 kV) and two system frequencies (16.67 and 50 Hz) are considered. In order to 
evaluate the different options, a selection of power cables and power transformers has been made.  

The power cables are three-core cables with copper conductors: to make calculation easier, each 
of them is assumed to be a solid cylinder with cross-section of 630 mm2 and diameter of 28.3 mm. 
The nominal current of the cables is 1.05 kA, while the power rating varies with the voltage level, 
respectively 120 and 400 MVA (for 66 and 220 kV). The model proposed in [14] is adopted for 

Figure 1: Zero-inertia (left) and low-inertia (right) topologies for NSWPH. 
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assessing the cost of the cables, which are shown in Table 4. Cable installation costs have been 
chosen equal to 0.345 Mill. Euros per kilometer as suggested in [15]. 

The transformers are core-type transformers with different power and voltage ratings. For the 66-
kV option, each turbine is connected to the transmission system through a 0.67/66-kV transformer, 
which has a power rating of 10 MVA. A 66/400-kV transformer is then located at the hub, in the 
proximity of the HVDC converter station; its power rating is 400 MVA. For the 220-kV option, the 
voltage is stepped up by a 66/220-kV transformer with power rating of 400 MVA and then again in 
proximity of the hub, with a 220/400-kV 400-MVA transformer. The two configurations are depicted 
in Figure 2. In the following part, the pros and cons of each grid layout are discussed.  

As mentioned above, the transmission of active power through long-distance AC cables is limited 
by the reactive power produced by their shunt capacitance. Figure 3 shows the maximum power 
transfer for the four transmission options assuming a charging capacitance of 0.2 µF/km. The 
reactive power produced by shunt capacitances is proportional to the system frequency [16]. 
Operating a transmission cable at one third of the frequency would lead to a one-third reduction of 
the shunt reactance. However, the shunt inductance is the main component of the cost of reactive 
compensation [17]. At 16.67 Hz, the inductance would be exactly equal to the inductance at 50 Hz. 
This relation is valid for short distances, where reactive compensation is performed at the two 
terminals of the cable. For transmission distances far beyond 50 km, 50-Hz operation would require 
compensation equally distributed along the length of the cable. This would significantly increase 
the cost of the 50-Hz alternative.  

Transmission losses are also impacted by the frequency, as the skin-effect of the current increases 
at higher frequencies. The skin-depth, that is the depth at which the current density drops 
significantly, is proportional to the reciprocal of the square root of the frequency [18]. The smaller 
is the skin-dept of a cylindrical conductor, the greater is its AC resistance [18]. Thus, lowering the 
operating frequency will reduce joule losses in transmission cables. Annual losses and the resulting 
costs for the two frequency options are shown in Table 2. For the calculation of annual losses, a 
utilization factor of 0.5 is assumed, resulting in 4380 full-load hours per year. For the cost of losses, 

Figure 2: Wind farm layout and options of transmission voltage 
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the price of electricity is assumed to be 30 Euro/MWh, similar to the five-year average of Denmark. 
An estimation of the total losses can be obtained by multiplying the average distance between the 
wind farms and the hub by the losses per km at 50 or 16.67-Hz.  

It must be said that, in order to reduce the skin-effect, it is common practice to use stranded wires 
instead of solid conductors. In this analysis, we consider solid conductors to make the calculations 
easier; the presented costs are most probably an overestimation of the actual costs but represent 
a plausible basis for comparison of the two frequency options.  

Concerning power transformers, their cost and size depend on the operating frequency. Indeed, 
the core cross-sectional area of a transformer is inversely proportional to the system frequency 
[19]. It follows that, by reducing the system frequency to 16.67-Hz, the core cross-section increases 
threefold. Moreover, also the length of the windings increases because of the greater 
circumference of transformer legs. The cost and the required mass of active materials for the 
different transformers are displayed in Table 1. In the table, 𝐵𝑚𝑎𝑥 is the saturation flux density of 
the core material,  𝐽𝑚𝑎𝑥 is the maximum winding current density, used to compute winding cross-
sections, and 𝑑𝑉𝑚𝑎𝑥 is the maximum voltage drop per turn, used for computing the minimum 
number of turns. The price of copper and steel is assumed to be respectively 7 and 3 Euros per 
kilogram. Additional cost of casing, civil engineering, transport and installation must be assumed 
to scale in proportion with the mass. 

The cost of a 500-MW 220-kV AC platform is provided in [15]. This is used as basis for estimation of 
the cost of the 400-MW platform to be used in the 50-Hz 220-kV alternative. For the 16.67-Hz option, 
the cost has been scaled by a factor of 3, as it is assumed to be proportional to the load of the 
platform. A detailed structural design would be required to obtain the true cost for the low-

Voltage 
level (kV) 

Power rating 
(MVA) 

Cost 
(mill. Euros / km) 

66 120 0.72 
220 400 1.31 

Table 4: Cost of power cables.  

 
16.67 Hz 50 Hz 

Jacket 27,6 9,2 

Topside 66 22 
Installation 22,08 7,36 

Total 115,68 38,56 

Table 3: Cost of offshore AC platform (mill. Euros). 

  DC 16.67Hz 50.0Hz 

 Resistance (mΩ/km) 29.5 29.7 34.9 

 Full load losses, 3In
2R (W/m) 97.6 98.2 115.4 

 Annual losses (MWh/km) 427 430 506 

 Cost of 20-year losses (mill. Euro/km) 0.256 0.258 0.303 

Table 2: Cable resistances, annual losses and related costs. 

Transformer design parameters Mass (T) Cost (Mill. Euro) 

Voltage 
rating (kV) 

Power rating 
(MVA) 

𝐵𝑚𝑎𝑥  

(T) 
𝐽𝑚𝑎𝑥  

(A/mm2) 
𝑑𝑉𝑚𝑎𝑥  

(V) 
16.67 

Hz 
50.0 

Hz 
Diff. 16.67 

Hz 
50.0 

Hz 
Diff. 

0.67/66 10 1 7 22 27 9 18 0,10 0,04 0,06 

66/220 400 1 3 220 1075 371 704 3,75 1,49 2,27 

220/400 400 1 3 220 1387 489 897 4,78 1,93 2,85 

66/400 400 1 3 220 1207 417 791 4,16 1,64 2,52 

Table 1: Mass and cost of active material (core and windings) for a range of medium and high voltage 
transformers. 
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frequency option; however, this is out of the scope of this study. The costs of offshore AC platform 
are shown in Table 3. On the one hand, 66-kV transmission could avoid certain costs, e.g. for the 
offshore transformer platforms, as it is expected that wind turbines will be able to operate at this 
voltage in near future [10]. On the other hand, increasing the voltage to 220-kV would significantly 
reduce transmission losses and the number of cables required to collect the power produced by 
wind turbines.  

III.ii. Economic Assessment 

A cost estimation model is developed for comparing the Total Cost of Ownership (TCO) of the 
different option for a time window of 20 years. The capital costs included in model comprise the 
cost of active materials of transformers and their platforms (if present), the cost of the cables and 
their installation and the 20-year amortization of all investments at 2% interest. Cost components 
which are invariant of design frequency and transmission voltage, such as cost of array cables and 
turbines, are excluded from the study. Moreover, the cost of losses is included in the model, 
considering losses in the transmission cables and in the collection grids. The losses are calculated 
for a time period of 20 years. The TCO of the four grid options are shown in Figure 4. 

For the NSWPH project, the power collected by the hub will probably be in the range of 10-15 GW 
[20], although alternatives up to 36 GW are also under consideration [21]. The amount of power 
collected by the hub has an impact on the length of power cables. Indeed, the area covered by the 
turbines, and thus the maximum transmission distance between these and the hub, increases with 
the amount of power produced. From Figure 4, it is evident that the transmission distance plays an 
important role on the decision of the type of transmission technology. 

The test system used in the remainder of this paper is a 4 GW hub surrounded by 5 wind farms (WF) 
with 800 MW of installed capacity. Assuming a maximum wind power production of 6W/m2  [22], 
the resulting area covered by the wind farms is, at least, 667 km2. This corresponds to a circular 
area with a radius of 14.5 km. If the same calculation is done for a hub collecting 36 GW of wind 
power, the corresponding radius would be in the range of 40-50 km. These distances seem far too 
small for low frequency AC transmission to be a relevant option for the offshore grid. Below 50 km, 
the line charging of both the 220kV and the 66kV cables is simply too small to justify a change of 
standards. 

Figure 4 compares the magnitude of those cost components which depend on either design 
frequency or transmission system voltage. It can be noted that for the 66-kV option, there is a very 
small difference between TCO of the low- and normal frequency alternatives. At short transmission 
distances, the 50-Hz alternative is more convenient due to smaller investments in transformers, 
while the 16.67-Hz alternative is more convenient for longer transmission distances (above 30km) 
due to smaller losses. It is worth mentioning that for the 66-kV option and short transmission 
distances, the 16.67-Hz alternative is slightly more convenient than the 220-kV option and 50-Hz 

Figure 4: Comparison of cost of ownership between transmission system options for a 400 MW wind farm. 
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alternative. However, normal design frequency and 220-kV transmission is the preferred option for 
transmission distances of about 15 km due to the excessive cost of cables in the 66-kV option. The 
combination of high voltage and low frequency transmission is not a cost-effective alternative for 
transmission distances below 60 km.  

Based on the findings of this economic analysis, in the following section it is assumed that the AC 
offshore grid is operated at 50 Hz and 220 kV. 

IV. TECHNICAL ANALYSIS OF OFFSHORE AC GRID CONFIGURATION 

In case of an AC grid on the island and between the wind farms, there are two possible 
configurations, namely a zero- and a low-inertia solution. The zero-inertia solution corresponds to 
a 100% converter-based system (see Figure 1 - left) while the low-inertia solution corresponds to a 
system dominated by PE devices, but with at least one synchronous condenser connected (see 
Figure 1 - right). The purpose of the latter is to provide: (i) a voltage source to which the VSCs 
synchronise in grid following mode, and (ii) a buffer of kinetic energy, stored in the rotating masses 
(rotor, possibly complemented by a flywheel). The speed of rotation of the synchronous condenser 
sets the frequency of the offshore AC grid. On the onshore side, each converter operates in grid-
following mode [3], where it provides constant reactive power and regulates the voltage of the 
HVDC-link. A generic wind farm model is used, based on the dynamic equivalent presented in [23]. 
No special control is required from the wind generators (grid-following control), which operate in 
maximum power tracking mode, and under unity power factor. 

The main difference between the two configurations lies in the control of the offshore VSCs and 
the components placed on the island (see Figure 5 left and Figure 5 right, respectively).  

IV.i. Zero-inertia configuration 

The zero-inertia configuration includes multiple grid-forming converters [24] operating in parallel, 
controlling the voltage at their terminals. Figure 5 (left) depicts the basic control structure of a grid-
forming converter, which consists of the active power controller and the virtual impedance 
controller. Their main principles are to impose the frequency and the AC voltage on the offshore 
AC grid.  

Multiple grid-forming VSCs operating in parallel be equipped each with a frequency droop control 
scheme [5], which is automatically activated to adjust the active power injected or absorbed by the 
VSCs after a disturbance. The objective is to distribute the change in power among the converters 
in the zero-inertia systems based on pre-defined participations. In that process, the system 
frequency is used as a communication signal between the converters. We can infer that the 
operating principle of a grid-forming converters is similar to the one of synchronous generators, 
apart from the hard-current limits of the converters. However, due to the lack of an energy buffer, 
a sudden power imbalance requires an almost immediate reaction of the VSCs. As a result, fast 
control actions are necessary to stabilize the system, considering though the current limits of the 
converters. 

Moreover, a voltage set-point is used to control the output voltage of the offshore converter. The 
reactive power injected/absorbed by the offshore converter reacts to voltage deviations on the 
Point of Common Coupling (PCC) caused by reactive power imbalances in the system. Lastly, the 
virtual impedance controller is also employed for damping the grid-frequency resonant poles and 
electromagnetic transients caused by the multiple cables of the offshore grid [25].  

IV.ii. Low-inertia configuration 

The low-inertia configuration combines the advantages of conventional generation and VSC 
technology [26]. It consists of synchronous condensers connected to the offshore grid and multiple 
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grid-following converters [26]. The synchronous condensers set the frequency and the voltage at 
the PCC. Any mismatch in active power on the island is reflected on a change of rotor speed of the 
synchronous condensers. The grid-following converters closely track the frequency set by the 
synchronous condensers, collect the wind power and transfer it through the HVDC links to the 
onshore grids. As aforementioned, the synchronous condensers act as an energy buffer in the case 
of a power imbalance. This buys some time to re-dispatch power to the grid-following converters. 
Dynamic simulations have shown that the system can stand the outage of one of the two 
synchronous condensers, i.e. it operates in a stable manner with a single 350-MVA machine [26].  

To restore the active power balance and the stored kinetic energy of the synchronous condenser, 
the offshore converters must be able to adjust the power extracted from the offshore grid. This 
adjustment has to be performed with specific time response; not too slow, in order to avoid 
excessively large frequency deviations but not too fast either, in order to avoid large DC-voltage 
deviations of the HVDC-link, as well as fast disturbance propagations to the onshore grids. Thus, 
additional frequency droops (see Figure 5 - right) are added to their outer controllers to enable 
their participation to frequency regulation of the grid. A reactive power-voltage droop control is 
used for the participation of the VSC converters in the hub voltage control (also controlled by the 
AVRs of the synchronous condensers). The resulting offshore converter control is depicted in 
Figure 5 (right) and is similar to the one presented in [26]. The main components of the control unit 
are the PLL, the outer active and reactive controllers and the inner controllers.  

Additionally, a centralized frequency controller for active power regulation is considered to return 
to nominal frequency after a disturbance [26]. Its principle is to provide an active power correction 
for each of the offshore VSC based on the deviation of the synchronous condenser’s rotor speed. 
It should be noted that no time-delay is considered on the frequency (rotor speed) measurement, 
since the distance between the offshore converters and the synchronous condenser is very short, 
and the centralized controller is rather slow. Another advantage of the centralized frequency 
controller is the additional degree of freedom for sharing the active power among the converters 
(in the zero-inertia case the active power sharing depends only on the frequency droop values of 
the converters). 

IV.iii. Comparison between low- and zero- inertia configurations   

In this section, a comparison between the two configurations is performed, in order to show their 
stability properties and illustrate their ability to restore the voltage and the frequency of the 
offshore system for different type of disturbances. For comparison purposes, we define the 
following criteria for secure operation of the offshore system: 

1. Maintain nearly constant voltage at the AC hub, 

Figure 5: Control principles of grid forming offshore converters for the zero-inertia case (left) and grid-following 
converter for the low-inertia case (right). 
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2. Regulate the frequency of the offshore system, 

3. Avoid fast disturbance propagation to the onshore grids. 

Moreover, we evaluate them based on three different scenarios: 

1. A 200 MW power request from one of the onshore grids interconnected to the island, 
where active power is transferred from the rest of the interconnected onshore grids. The 
active power sharing depends on the frequency droops. For our studies, the offshore 
converters are tuned homogeneously. Hence, the frequency droops have the same values, 
and the requested active power is distributed equally among the converters.   

2. Offshore HVDC converter outage, i.e. HVDC converter trip, where one of the offshore 
converters is disconnected without considering a DC fault.  With this scenario, we validate 
how fast a disturbance is propagated to the interconnected onshore grids. Considering that 
future onshore grids will operate with lower inertia, fast disturbance propagation may 
cause large frequency deviations.  

3. Wind power loss corresponding to the disconnection of the furthest wind farm. With this 
scenario we validate the ability of both configurations to stabilize and restore the Hub-
voltage and how fast the disturbance propagates to the onshore grids. 

The performance of the zero- and low-inertia configuration are assessed based on EMT simulations 
for all 3 scenarios. 

Figure 6 presents voltage evolution at the AC-Hub bus in the aforementioned scenarios. As it can 
be seen, both configurations are able to maintain voltage after all three disturbances. It can also be 
noted that the disconnection of the furthest wind farm causes the largest voltage deviation 
compared to the other scenarios. This was expected since both cables were fully loaded at pre-fault 
state, causing a large change of the reactive power at the AC-Hub bus. Moreover, the voltage 
presents an oscillatory behavior. The frequency of these oscillations depends on the cable 
parameters and the damping ratio of these oscillations depends on the tuning of the virtual 
impedance controller. Lastly, for the considered scenarios, we can conclude that in the zero-inertia 
configuration the voltage responses are better damped and a new steady state is reached faster 
than in the low-inertia configuration. 

In the zero-inertia configuration, due to the absence of energy storage, a disturbance propagates 
almost instantaneously to the interconnected onshore grids. Considering scenario 2 and the system 
response depicted in Figure 7 (middle plot), where an offshore converter outage occurs, the active 
powers absorbed by the remaining offshore converters change to a new steady state (post-fault 
equilibrium) within a few milliseconds. In the low inertia case, due to the kinetic energy stored in 

Figure 6: Voltage deviation at the AC-Hub. Scenario 1: 200 MW power request from a partner TSO. Scenario 2: 
DC-link outage. Scenario 3: Wind power loss with AC cable disconnection. 
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the rotating mass of the synchronous condenser, the disturbance in scenario 2 and 3 propagate 
slower to the interconnected onshore grids. As can be seen in Figure 7, the rate of change of active 
power delivered to the interconnected onshore grids is much lower compared to the zero-inertia 
case. Thus, we can infer that large disturbances taking place in the offshore grid have less severe 
impact on the frequencies of the interconnected onshore grids. Lastly, considering scenario 1 and 
the results depicted in Figure 7 (left plot), we can infer that both configurations can fast provide 
active power to a connected onshore grid. In the zero-inertia system a fast response with short 
settling time can be observed, while in the low-inertia configuration the power request resulted in 
an overshoot. 

Regarding the frequency of the offshore system (see Figure 8), in the zero-inertia case the system 
frequency varies almost instantaneously. However, due to the small values of frequency droops 
the maximum frequency deviation is small (less than 0.07 Hz). In the low-inertia case, the maximum 
frequency deviation is higher compared to the zero-inertia case. This is due to the larger values of 
the frequency droops of the grid-following converters. In the investigated large disturbances, this 
result in significant frequency deviations (up to 1.6 Hz). Such variations, unacceptable in 
conventional AC grids, can be tolerated on the isolated offshore island with no load (except for 
auxiliaries of course). The wind park controllers should be tuned to accept such frequency 
deviations. Furthermore, the frequency deviation is corrected by the centralized controller, which 
is updating the power reference set points of the offshore converters.   

Figure 7: Active power absorbed by the offshore converters. Scenario 1: 200 MW power request from a partner 
TSO. Scenario 2: DC-link outage. Scenario 3: Wind power loss with AC cable disconnection. 
 

Figure 8: Offshore frequency deviation. Scenario 1: 200 MW power request from a partner TSO. Scenario 2: DC-
link outage. Scenario 3: Wind power loss with AC cable disconnection. 
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V. TOOLS FOR SIMULATION OF A FUTURE NORTH SEA WIND POWER HUB 

In this section, we assess the accuracy of the phasor-approximation models for the simulation of 
offshore systems, such as the NSWPH. The objective is to investigate to what extent those 
simplified models can be used, and when EMT models are mandatory. The motivation is that system 
operators of the interconnected AC/DC grids could continue using the phasor approximation for 
security assessment of their systems including the NSWPH (which is computationally more 
efficient), as long as the mismatch between the phasor-approximation and the EMT models are 
within acceptable limits. 

As already mentioned, EMT models can capture high frequency modes that phasor-approximation 
models cannot. Therefore, the appropriateness of the phasor- approximation will depend on the 
damping ratio of those high frequency modes. The control units that affect the damping ratio of 
high frequency modes are the virtual impedance controller of the grid-forming converters and the 
active damping controller of the grid-following converters. 

As in Section 4, we are interested in the Hub-voltage and the power exchanged between the 
offshore converters and the grid. For both configurations, we are interested in evaluating the 
accuracy of the phasor-approximation for power exchanges between countries, as well as loss of a 
single element in the NSWPH (N-1 criterion). To this end, we perform the analysis using two 
scenarios: (i) A 200 MW power request from one of the onshore grids interconnected to the island, 
and (ii) an offshore HVDC converter outage (N-1 criterion).  

Figure 9.a depicts the AC hub voltage (left) and the active power absorbed by an offshore converter 
(right) following the outage of another offshore converter. During the transients, high frequency 
oscillations are experienced in both the voltage and the active power. These oscillations are not 
detected by the phasor-approximation model. However, regarding the active power the mismatch 

Figure 10: Accuracy of phasor-approximation model for the low-inertia configuration (a) response to an offshore 
converter outage; (b) response to a power exchange between partner TSOs. Left figures: voltage at the hub. 
Right figures: active power in offshore converter 
 

(a) (b) 

Figure 9: Accuracy of phasor-approximation model for the zero-inertia configuration: (a) response to an 
offshore converter outage; (b) response to a power exchange between partner TSOs. Left figures:  voltage at 
the hub. Right figures active power in offshore converter. 
 

(a) (b) 
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between the phasor-approximation and the EMT models becomes negligible in less than 5 cycles 
(0.1 s). Similar conclusions can be drawn for the voltage of the AC hub, although the phasor-
approximation model is not able to capture the maximum voltage deviation during the disturbance. 
Such voltage deviations must be checked with the EMT model. 

Similar conclusions can be drawn for the low-inertia case. Figure 10.a depicts the hub voltage (left) 
and the active power absorbed by an offshore converter (right) following an offshore converter 
outage. Compared to zero-inertia case, the oscillations are of lower frequency and damp out 
slower. The mismatch between the phasor-approximation and the EMT models becomes negligible 
after approximately 10 cycles (0.2 s), which is twice as much compared to the zero-inertia case. 

Figure 9.b and Figure 10.b depict the system response during a power exchange between partner 
TSOs for zero- and low-inertia configurations, respectively. In both cases the mismatch between 
the phasor-approximation and the EMT models is negligible for the active power absorbed by the 
offshore converters. As regards the hub voltage a larger mismatch can be observed, due to less-
damped eigen-frequencies associated with the cables connected to the AC-Hub bus (these are 
eigen-frequencies that cannot be controlled by the active damping controllers of the converters). 
In both cases the phasor- approximation model cannot restitute the reference evolution provided 
by the EMT model. However, the response of the offshore system, seen from the onshore grids, is 
accurate enough for evaluating the system response during a power exchange between countries. 

Summarizing the results from this section, we can make the following observations: 

• Active power disturbances, such as power exchanges between partner TSOs, through the 
hub, can be accurately simulated using the phasor approximation modelling, in both the 
zero- and low-inertia configurations. 

• As far as the hub voltage is concerned, after large disturbances, the phasor approximation 
model is much less satisfactory in terms of maximum voltage deviation. Expectedly, it 
cannot reproduce the oscillations with a period significantly smaller than its time step size. 
However, the average evolution is rendered satisfactorily. 

• During large disturbances, the active power signal is well captured by the phasor-
approximation model. Notably, in the zero-inertia case the mismatch between the EMT and 
the phasor-approximation models becomes negligible in less than five cycles of the 
alternating current. 

• Grid-forming converters can control more tightly the voltage at their point of common 
coupling, compared to grid-following converters. With proper tuning, they control voltage 
and active power very well during large disturbances, by providing better damping to high 
frequency modes, which correspond to state variables associated with the offshore 
converters. This results in a small mismatch between the phasor-approximation and EMT 
model, since the dominant dynamics are the ones corresponding to the low frequency 
modes. The latter are of interest in dynamic security assessment. 

VI. CONCLUSION 

To realize the Paris Agreement’s target in time, an accelerated deployment of large offshore wind 
farms is required. To that end, transmission system operators from the North Sea region agreed on 
exploring the possible development of a North Sea Wind Power Hub (NSWPH). In this paper, first, 
an economic assessment has been presented, which investigates different system frequencies and 
voltages for the offshore AC grid. The results show that for a NSWPH the distances between wind 
farms and the hub are below 50 km. For such short distances, there is no advantage in using low 
frequency AC systems. Based on a preliminary economic analysis, it is shown that a nominal voltage 
of 220 kV is preferable for long distances. Only for distances below 20 km, 66 kV is a better option. 
Beyond this distance, the costs of cables and cable laying dominate the total cost and render the 
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lower voltage option unattractive. These findings suggest that a voltage of 220 kV and a frequency 
of 50 Hz are the preferred solution for the offshore AC collection grid. 

In the technical analysis, this paper explored two configurations for the NSWPH and provided a 
comparison regarding the dynamic behaviour of such a system. For comparison purposes, 
performance criteria regarding the voltage and the frequency of the offshore system have been 
considered, as well as the impact of large disturbances on the active power delivered to the 
interconnected onshore systems. The following observations were made: 

• In the zero-inertia configuration the voltage and the frequency oscillations are better 
damped for the considered scenarios. Moreover, the active power is transmitted faster 
between partner TSOs. 

• In the zero-inertia configuration, large disturbances, which result in active power imbalance 
of the offshore system, propagate instantaneously to the interconnected onshore grids 
and can lead to high frequency deviations in those grids. 

• In the low-inertia configuration, such fast propagations of large disturbances are avoided, 
due to kinetic energy stored in the synchronous condenser. This reduces the impact of 
offshore incidents on the interconnected onshore grids. 

Finally, this paper highlighted that the phasor approximation modelling can be used, as long as 
eigen-frequencies in power network are well damped. In the zero-inertia case, due to the ability of 
the grid-forming converter to damp high frequency oscillations, the difference between the phasor 
approximation and EMT models is negligible. In regard to the low inertia configuration, there is a 
mismatch between the two models for a slightly higher duration (namely, within 200 ms after the 
disturbance inception), due to some less-damped eigen-frequencies (depending on the tuning of 
the inner-current controllers). Our findings suggest that system operators could keep on using the 
phasor-approximation model in the presence of the NSWPH system for performing dynamic 
security assessment.  
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Abstract—With Denmark dedicated to maintaining its leading
position in the integration of massive shares of wind energy, the
construction of new offshore energy islands has been recently
approved by the Danish government. These new islands will be
zero-inertia systems, meaning that no synchronous generation
will be installed in the island and that power imbalances will be
shared only among converters. To this end, this paper proposes a
methodology to calculate and update the frequency droops gains
of the offshore converters in compliance with the N-1 security
criterion in case of converter outage. The frequency droop gains
are calculated solving an optimization problem which takes into
consideration the power limitations of the converters as well
as the stability of the system. As a consequence, the proposed
controller ensures safe operation of off-shore systems in the event
of any power imbalance and allows for greater loadability at pre-
fault state, as confirmed by the simulation results.

Index Terms—Electricity markets, frequency droop control,
High-Voltage Direct-Current (HVDC), N-1 security, power shar-
ing, zero-inertia off-shore grids.

I. INTRODUCTION

S INCE the 1990s, Denmark has taken a leading role in
the wind energy industry, in particular in the offshore

sector. With the new Global Climate Action Strategy aim-
ing at mitigating climate change, investments on Renewable
Energy Sources (RES) will further increase. As part of this
strategy, the Danish Government has approved the plans for
the world’s first two energy islands: Bornholm and the North
Sea Wind Power Hub (NSWPH). The latter is the result of
the international collaboration between the Dutch, German and
Danish Transmission System Operators (TSOs) with the aim
of installing more than 30 GW of wind power in the North Sea
[1]. An artificial island will be built to collect the wind power
produced, while several point-to-point High-Voltage Direct-
Current (HVDC) links will connect the island to the onshore
grids [2], forming a zero-inertia offshore AC system [3].

Being a first-of-a-kind project, TSOs face a series of new
technical challenges related to reliability of power systems
with only converter-based resources. Indeed, in the event of
any power outage (N-1), the system must be able to restore the
power balance fast enough to preserve the transient stability of
the system [4]. Due to the complete absence of synchronous
generators, the system will need either additional devices, such
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Fig. 1. North Sea Wind Power Hub concept.

as DC choppers or crowbars, or a coordinated control strategy
for active power sharing among converters, such as slack bus
or frequency droop control [5]. In case of slack bus control,
one converter absorbs the complete deviation, while the others
do not take part in the active power regulation. The main
disadvantage of this approach is that the converter acting as
slack bus must be significantly oversized to satisfy the N-1
security criterion. On the contrary, frequency droop control
allows the converters to share the power imbalance according
to their droop gains, mimicking the behavior of synchronous
generators. As for now, the latter appears as the preferable
option for maintaining the power balance in the system.

The selection of frequency droop gains is mainly determined
based on small-signal stability and dynamic performance of
the system [6]–[11]. In addition to this, other limitations must
be taken into consideration when tuning the frequency droops
of converters in zero-inertia systems. With the main com-
ponents of power converters being semiconductor switches,
current limits represent a strict constraint for operation. To
ensure that converters operate within their safety region, re-
searchers have focused on developing various current limiting
control strategies. However, these strategies can result in
overload-induced instabilities if the active power set point
of the converter is not adjusted, as presented in [10] and
[12]. Although the schemes proposed by the authors improve
the transient stability of grid-forming converters using only
local measurements, they have only been evaluated in systems
containing synchronous generators or an infinite bus, while the
offshore system will consist of only grid-forming converters.

Moreover, the active power set-point of the HVDC convert-
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ers will be determined by the market and will vary significantly
based on the total wind power produced and the resulting ex-
changes between NSWPH-connected countries. The question
that arises is: will it be possible to define an unique set of gains
that never violates the operating limits of the converters in
case of contingency? Given that TSOs will want to guarantee
the N-1 security criterion without relying on current limiting
control techniques, the only possibility in case of fixed gains
is to increase the Transmission Reliability Margin (TRM) and
decrease the capacity available for market operation. This
could lead to wind curtailment and market inefficiencies,
calling for a new centralized approach to update the frequency
droop values and adjust the active power set-points in case of
contingency, ensuring reliable system operation in the island.

Centralized control strategies have already been deployed
by TSOs, an example is the MIO controller of the back-
to-back converter installed in Kriegers Flak CGS [13]. In
addition, the concept of adaptive droop settings has been
previously proposed for multi-terminal DC systems [14]–[17],
where the DC voltage droops are updated considering the
available headroom of the converters. In this context, this paper
combines both approaches and proposes a centralized method
for updating the frequency droop values of HVDC converters
in offshore systems, with the goal of distributing the active
power in a way that does not violate the operational limits
of the converters in case of contingency. The calculation of
frequency droop gains is performed solving an optimization
problem which takes into consideration the available headroom
of each converter and guarantees N-1 security. Dynamic and
market simulations are performed to show the benefits of the
proposed approach both in terms of dynamic response of the
system and market operation. In detail, the contributions of
this paper can be summarized as follows:
• a methodology to determine the frequency droop values

and distribute any power imbalance without violating the
operational limits of the remaining converters at the post-
fault state.

• an analysis of the dynamic performance of the proposed
methodology using the H2 norm of the system as a
performance metric.

• a cost benefit analysis which compares the proposed
methodology to the common paradigm (static equal
droops) in terms of market operation, highlighting the
benefits of increased transmission capacity.

The rest of this paper is organized as follows. Section II
introduces the operating principles of offshore and onshore
converters. In section III, the optimization problem for se-
lecting the droop gains of the converters is presented. The
results of the dynamic and market simulations are discussed
in Section IV. Section V concludes the paper.

II. OFFSHORE SYSTEMS - OPERATING PRINCIPLES

An offshore system consists of multiple offshore wind
farms, a collection grid that transfers the produced power to
a single or multiple offshore substations, and several HVDC
links which transfer the collected wind power to the onshore
systems, as depicted in Fig. 2. In the specific case of the

Offshore System Onshore Grids

PCC

PCC

PCC

PCC

Offshore
Grid-forming

Converters

Onshore
Grid-following

Converters

Fig. 2. Offshore energy islands with point-to-point HVDC connections to the
onshore grids.

NSWPH, the project consortium is considering to build one or
multiple artificial islands instead of having floating substations.
Multiple grid-forming converters are placed on these islands
and are used to set the frequency of the offshore system.

In zero-inertia systems, offshore converters share any power
mismatch using a frequency droop control scheme: the active
power exchanged with the AC system after a contingency
depends on the frequency droop gain of each converter. How-
ever, when multiple grid-forming converters are connected to
the same AC system, it becomes difficult to define the exact
amount of power that each converter should handle after a
contingency (wind farm loss, converter outage, etc.), which
makes the system unreliable. Reliability of electricity supply
is a fundamental requirement of power system operation, such
that TSOs enforce different security criteria to limit the impact
of disturbances. Among others, the N-1 criterion establishes
that the system must be capable of withstanding the loss of a
single component without violating operational security limits.
Using fixed frequency droops might require additional control
actions to be in compliance with the N-1 security criterion,
such as blocking multiple offshore converters, or curtail wind
in order not to exceed the current limits of the offshore
converters. As a result, there is a need of adaptive frequency-
droop based controller that accounts for the headroom of the
converters and the varying profile of wind power generation.
Similarly to [14], in our studies, we consider a converter
station outage as a critical contingency that the system should
withstand (N-1 security).

In the following, the control principle of the converters
connected to the offshore and onshore systems are presented.
In this work, we consider that the wind farms connected to the
hub operate at unity power factor (Q = 0) at pre-fault state
and do not participate in the primary frequency control.

A. Onshore VSC Control Scheme

VSCs connected to the onshore AC grids operate in grid-
following mode [18]. In such operating mode, the main goal of
the active power controller is to balance the voltage on the DC
side. For point-to-point HVDC connections, PI controllers are
deployed to control the DC voltage of the link and the reactive
power exchanged with the onshore AC grid to their reference
values, respectively.
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B. Offhore VSC Control Scheme

VSCs connected to the offshore AC network operate in grid-
forming mode [18]. The basic control structure of grid-forming
converter consists of an active power controller, a voltage
controller and a current limiter controller that saturates the
converter in case it exceeds its nominal current value. More
details on the grid-forming control structure can be found in
[8] and [19]. In case of power imbalance, the main objective
of a grid-forming converter is to remain synchronized with
the rest of the grid without violating its operational limits,
i.e. the converter will not share the burden of the converter
loss if it operates close to its limits. To ensure this, we
propose an adaptive primary frequency droop-based controller
that considers the dynamic performance of the system and
complies with the N-1 security criterion in case of converter
outage. A frequency droop gain is assigned to each converter,
and the post-contingency steady-state power output of each
converter will then depend on the combined effect of the
droops of the grid-forming converters.

III. PROPOSED METHODOLOGY

The scope of this work is to develop a methodology for
calculating frequency droop gains of offshore converters in
zero-inertia offshore grids which enable current distribution
among the HVDC links without exceeding the converter limits.
In this section, we present the optimization problem used to
determine the set of droop gains with these properties.

A. Frequency Control in Zero-Inertia Offshore Systems

Similar to synchronous machine-based systems, the fre-
quencies imposed by grid forming VSCs must converge to a
common value ω at steady-state. The relationship between the
active power absorbed/injected by the i-th offshore converter,
P ∗i , and the imposed frequency, ωi, is given by:

P ∗i = P ref
i +

1

kfi
∆ωi (1)

where kfi is the frequency droop gain, P ref
i is the reference

value of the active power and ∆ωi = ωref − ωi, with ωref

the chosen reference frequency. At steady state ∆ωi = ∆ω,
with ∆ω being the deviation of the average frequency of the
offshore system.

To preserve the stability of the offshore system, the sum of
the active power injected/withdrawn by the converters must
be equal to the wind power produced. In case of converter
(k) outage, the mismatch between the power produced by the
wind farms and the power absorbed by the converters results
in a frequency deviation equal to:

∆ω =
1∑

i6=k
1
kfi

P ref
k . (2)

where P ref
k is the reference set-point of the k-th converter at

pre-fault state. In case of converter outage, thus, the steady-
state frequency deviation is inversely proportional to the
sum of the inverse droop gains of the remaining converters
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Fig. 3. PQ diagram of offshore VSCs [21].

connected to the offshore grid. It follows that the post-fault
power flowing through the i-th converter, P ∗i , is given by:

P ∗i = P ref
i +

1

kfi

1∑
c6=k

1
kfc

P ref
k . (3)

In the following, the proposed methodology for calculating
the droop gains of offshore converters is presented.

B. Optimization Problem

The selection of the frequency droop gains of converters
plays a key role in ensuring small-signal stability and reliable
operation of zero-inertia offshore systems [20].

The safe operating region of VSC converters is depicted in
Fig. 3. On the y-axis, the active power output is limited by
the maximum current the power electronic components can
withstand: as the heating is proportional to the square of the
current magnitude, the active power output slightly decrease
with increasing reactive power output. On the x-axis, reactive
power limitations are driven by voltage constraints. To ensure
that the converter can contribute to voltage control by adjusting
its reactive power, the active power limit is set to 0.95 pu.

On the one hand, too small values of frequency droop gains
can lead to operating the converter outside its safety region;
on the other hand, too high values of frequency droops make
the system small-signal unstable due to the high influence
of eigenfrequencies on the angle dynamics of the converter.
This has already been illustrated in numerous works [6]–[8],
[19], [22], [23] and, thus, the analysis for identifying the
stability margins is omitted in this paper. To ensure small-
signal stability while achieving a sufficient level of damping
to avoid power oscillations, we consider a maximum value of
the frequency droop equal to 0.1, similar to [4] and [23].

The selection of adequate droop gains can be performed
by solving an optimization problem where the conditions to
ensure small-signal stability of the system and N-1 security are
enforced as constraints. Such an optimization problem, where
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frequency droop gains (more precisely, their reciprocal x) are
the decision variables, can be formulated as:

min
x

n−1∑

i=1

n∑

c=i+1

|xi − xc| (4a)

s.t. α =
∑

i

xi, (4b)

xi ≥ X i, : ∀i (4c)∣∣∣∣Pi +
xi

α− xk
Pk

∣∣∣∣ ≤ P
max

i . : ∀i, ∀k (4d)

For simplicity, droop coefficients kf have been replaced by
their reciprocal x = 1/kf .

The objective function (4a) represents the sum of the dis-
tances between the droop gains. The goal of the optimization
problem is, thus, to find a feasible set of droop gains close to
“equal droop gains”. This is done in order to have an equal
distribution of the post-fault extra power in case constraints
(4d) are not binding. As it will be shown later in section III-C,
this control objective helps avoid power oscillations between
the offshore converters and improve the dynamic performance
of the frequency droop controllers [24].

The maximum Steady-State Frequency Deviation (SSFD)
after the occurrence of an active power disturbance in the
offshore network is a function of the sum of the droop gains
(α), which is also a measure of the stiffness of the system.
Thus, constraint (4b) makes sure that the selected droop gains
sum up to the desired value (in this work, α is considered
equal to 600, which is equivalent to a maximum steady
state deviation of 0.0833 Hz after a step change of 2000
MW). Constraints (4c), instead, ensure small-signal stability,
representing the upper bound on the droop gains. Finally,
constraints (4d) are derived from equation (3) and limit the
selection of the droop gains to those value which guarantee
safe post-fault operation.

Problem (4) is non-linear, as constraints (4d) contain vari-
ables both in the numerator and denominator. By defining:

αk = α− xk, (5a)

σk =
1

αk
, (5b)

zk,i = σkxi, (5c)

constraint (4d) can be rewritten as:

|Pi + zk,iPk| ≤ P
max

i . : ∀i, ∀k (6)

Although Eq. (6) is now linear, Eq. (5b) and (5c) are
bilinear. In order to linearize them, the multi-parametric dis-
aggregation technique presented in [25] is used. Eq. (5b) and
(5c) are thus recast into:

1 =
∑

b

∑

a

σ̂αk,a,b · a · 10b, (7a)

zk,i =
∑

d

∑

a

σ̂xk,i,a,d · a · 10d, (7b)

In order to keep consistency with Eq. (5b), the following set
of equalities and inequalities should be included together with

Eq. (7a):

αk =
∑

b

∑

a

a · 10b · yαk,a,b, (8a)

σk =
∑

a

σ̂αk,a,b, : ∀b (8b)

0 ≤ σ̂αk,a,b ≤ Sk · yαk,a,b : ∀a, ∀b (8c)
∑

b

yαk,a,b = 1, : ∀b (8d)

yαk,a,b ∈ {0, 1}. : ∀a, ∀b (8e)

with a ∈ {0, 1, ..., 9} and b ∈ {ψb, ..., ηb}. In Eq. (8a),
αk is expressed as a multi-parametric sum of active decimal
powers determined by the binary variables yαk,a,b, while σk is
disaggregated into a set of continuous non-negative variables,
represented by σ̂αk,a,b, in Eq. (8b). The two parameters ψb and
ηb denotes the powers of ten used for the parameterization of
αk. Eq. (8c) enforces the limits on σ̂αk,a,b, which must be non-
negative and equal to the upper bound Sk at most. From Eq.
(5b), Sk = 1∑

i6=kX i
. Finally, Eq. (8d) guarantees that only

one binary variable is active for the b-th place in the power
representation of σ̂αk,a,b.

Similarly, together with Eq. (7b) the following equalities
and inequalities are included:

xi =
∑

d

∑

a

a · 10d · yxi,a,d, (9a)

σk =
∑

a

σ̂xk,i,a,d, : ∀d (9b)

0 ≤ σ̂xk,i,a,d ≤ Sk · yxi,a,d : ∀a, ∀d (9c)
∑

d

yxi,a,d = 1, : ∀d (9d)

yxi,a,d ∈ {0, 1}. : ∀a, ∀d (9e)

with a ∈ {0, 1, ..., 9} and d ∈ {ψd, ..., ηd}. The two param-
eters ψb and ψd are chosen according to the desired decimal
precision, e.g. ψb = ψd = −5 denote a precision of 10−5,
while ηb and ηd are determined by the magnitude of αk and xi,
respectively. For example, the upper bound of αk is α−X k;
if α = 300, ηb must be equal to or greater than 2.

After the linearization, problem (4) is recast into:

min
Γ

n−1∑

i=1

n∑

c=i+1

|xi − xc| (10a)

s.t. (4b)− (4c) (10b)
(5a) : ∀k (10c)
(7a), (8a)− (8e) : ∀k (10d)
(7b), (9a)− (9e) : ∀i, ∀k (10e)
(6) (10f)

with Γ = {x, σ̂α, σ̂x, yα, yx}. Problem (10) is now a Mixed
Integer Linear Problem (MILP) and can be solved with com-
mercial and open-source MILP solvers (e.g. Gurobi, Mosek or
GLPK).
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Fig. 4. Example of a network of n converter nodes. Node n is grounded
following the approach in [27]. Two additional converter nodes m1 and m2,
highlighted in red, are included in the system to study its dynamic performance
with equal or different droop gains.

C. Dynamic Performance of Frequency Droop Control

As explained in section III-B, the objective of the opti-
mization problem is to minimize the distance between the
droop gains of the converters. To motivate this choice, we
now evaluate the performance of primary frequency control
when offshore converters have equal or different frequency
droop values, using as a metric the H2 norm of the system,
i.e. root-mean-square of the impulse response of the system.

The simplified model used in this section, depicted in Fig. 4,
considers an AC system with n nodes “formed” by grid-
forming converters. Similar to [26] (that also considers an
AC network with multiple grid-forming converters and loads),
the AC system is described by linear power flow and Kron-
reduced network models. Several wind farms are connected
to the system, modelled as negative constant loads. Under
the assumptions of linear power flow model (i.e. voltage
magnitude are considered constant and cable capacitance
negligible), any constant power load can be represented by a
constant impedance load and, under the assumption of Kron-
reduced network model, included in the impedances of the
cables. Since the frequency is regulated by the grid-forming
converters, the frequency control dynamics can be described
as:

θ̇i = ωi (11)

Tpi ω̇i = −ωi + ωref + kfi(P
ref
i − Pi) (12)

where Tpi represents the delay for measuring the active power
Pi at the PCC of the grid-forming converter. Based on the
linear power flow assumptions, Pi =

∑
j bij (θi − θj), where

bij is the susceptance of the cable connecting node i to node
j and θi, θj are the voltage angles at node i and j.

For the dynamic performance analysis, it is assumed that
the system is subject to persistent amplitude noise (wind
fluctuation), modelled as an additive disturbance w(t). Similar
to [24], the system output y(t) is the frequency deviation ω(t)
at the terminal of grid forming converters, since the focus of
the analysis is on the impact of the frequency droop gains on
the frequency fluctuations and, thus, active power oscillations.

Considering a second-order frequency droop control model
for inverter-based networks [26], the state-space model of the

system model can be described as follows:
[
θ̇
ω̇

]
=

[
0 I

−T−1
p KfLB −T−1

p

]

︸ ︷︷ ︸
A

[
θ
ω

]
+

[
0

−T−1
p Kf

]

︸ ︷︷ ︸
B

w (13a)

y =
[
0 I

]
︸ ︷︷ ︸

C

[
θ
ω

]
(13b)

where Tp = diag(Tpi), Kf = diag(kfi) and LB is the bij-
weighted Laplacian matrix. We assume that all the time delays
are equal, i.e. Tpi = τ ∀i, and that the grid-forming converters
do not provide an inertia effect. To evaluate the dynamic
performance of the system with a certain set of droop gains,
the H2 norm of the system is computed. The H2 norm, which
gives an interpretation of how the gains affect the frequency
and active power response after an active power disturbance,
is calculated as follows:

||H||2H2
= tr(BTXB) (14)

where X is the observability Gramian computed by solving
the Lyapunov equation:

ATX +XA = −CTC (15)

1) Performance analysis: We first look at how the dynamic
performance of the system is affected by different parameters,
such as the number of grid-forming converters, the value of the
droop gains and the inertia effect of the converters. Following
the approach in [27], we use a reduced model of the system
described by (13). The reduced order model is based on the
change of variables:

θ = Uθ
′

and ω = Uω
′

(16)

where U is the unitary matrix that diagonalizes LB . This
change aims at eliminating the zero eigenvalue contained in the
matrix A. The physical interpretation of the reduced system is
that one of the nodes in the network is considered grounded.

Assuming that all the droop gains are equal, i.e. kfi = k ∀i,
the state-space model describing the reduced model is:

[
θ̇
′

ω̇
′

]
=

[
0 I

−kτ L̃B − 1
τ I

] [
θ
′

ω
′

]
+

[
0
−kτ I

]
w

′
(17a)

y
′

=
[
0 I

] [θ′

ω
′

]
(17b)

From (14), the H2 norm of the system is calculated as:

||H̃||2H2
= (n− 1)

(k)
2

2τ
(18)

The following observations can be made for the H2 norm: (i) it
is directly proportional to the value of the frequency droop gain
k, (ii) it decreases with increasing time delay τ and (iii) it
increases with increasing number of grid-forming converters.
The first observation is related to the responsiveness of the
controller: the higher the frequency droop gain, the faster the
response of the converter and, thus, the higher the oscillations
in the frequency. The second observation has to do with
the inertia effect provided by the grid-forming converters:
the higher the time delay, the higher the inertia effect and,
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thus, the smaller the frequency fluctuations. Finally, the third
observation suggests that the droop gains should be adjusted
in case a grid-forming converter is added/removed from the
system to preserve the performance of the frequency droop
control strategy.

2) Comparison between equal and different gains: To study
how the dynamic performance of the system is affected by
selecting different droop gains for the converters, we consider
two additional nodes m1 = n+1 and m2 = n+2 connected to
the grounded node (for simplicity node n). Two grid-forming
converters, with droop gains km1

and km2
respectively, are

connected to these nodes. Similar to the other nodes, also
the new converters are subject to persistent amplitude noise,
respectively wm1 and wm2 . The new system Ĥ consists of
system H̃ described by (17) and two subsystems formed by
the two grid-forming converters, respectively Hm1

and Hm2
.

The state-space model of these subsystems can be written as:

[
θ̇
′
m

ω̇
′
m

]
=

[
0 1

−kmτ bnm − 1
τ

] [
θ
′
m

ω
′
m

]
+

[
0

−kmτ

]
w

′
m (19a)

y
′
m =

[
0 1

] [θ′
m

ω
′
m

]
(19b)

where m ∈ {m1,m2}. As described in [27], system Ĥ can be
decoupled into three subsystems, Ĥ = diag(H̃,Hm1

, Hm2
).

It follows that the squared H2 norm of system Ĥ can be
computed as:

||Ĥ||2H2
= ||H̃||2H2

+ ||Hm1
||2H2

+ ||Hm2
||2H2

. (20)

Similar to (18), the sum of the squared norms of subsystems
Hm1

and Hm2
can be calculated as follows:

||Hm1
||2H2

+ ||Hm2
||2H2

=
(km1

)
2

2τ
+

(km2
)
2

2τ
=

ε

2τ
(21)

where ε is equal to the sum of the squared frequency droops
values km1

and km2
.

Let us now assume that the frequency droop gains
sum to a fixed value σ, which corresponds to fixing the
SSFD to a specific value. If km1

> km2
, it follows that

||Hm1 ||2H2
> ||Hm2 ||2H2

, which indicates that the performance
of the frequency controller of converter m1 is worse compared
to the one of m2. Moreover, the relation between ε and σ is
given by:

ε = σ2 − 2km1
km2

. (22)

Equation (22) clearly shows that the minimum value of the
sum of the squared H2 norm of the two subsystems corre-
sponds to the situation where km1 = km2 , meaning that the
dynamic performance of the system is improved when all the
converters have the same droop gain.

IV. SIMULATION AND RESULTS

The test system used for the validation of the proposed
methodology is inspired by the NSWPH project, and rep-
resents an offshore energy island configuration for massive
integration of offshore wind power. Ten wind farms, with a
total installed capacity of 9 GW, are connected to the island

North Sea Energy Hub: market analyses
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Fig. 5. Connections between the offshore island and the onshore grids. The
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Fig. 6. Flows over the HVDC interconnectors.

through 400 kV HVAC cables. Six point-to-point HVDC links
connect the island to the onshore grids, as depicted in Fig. 5.
The rated power of each offshore and onshore converter is
1850 MVA, and the base power of the system is Sb = 1850
MVA. More details about the converters’ control structure and
the models of power system components can be found in [4].
All the dynamics simulations presented in this section have
been performed with DIgSILENT PowerFactory [28].

A market model representing the European electricity mar-
ket in 2030 is used to determine the power flows from the
island to each country for a period corresponding to one
year. In order to highlight the problems arising with static
equal droops, the market is first cleared without considering
the N-1 security criterion, i.e. without limitations on the
available transmission capacity. Subsequently, the compliance
with the N-1 criterion is checked before clearing the market
and transmission capacities are decreased if necessary. The
market is then cleared again to highlight the benefit of the
proposed methodology. An example of the power flows during
one day (24 hours) is plotted in Fig. 6. From this representative
day, the hour with the most critical set of flows has been
selected for the dynamic simulations, which corresponds to
hour 3 when most of the converters are operated close to their
limits. All the market simulations presented in this section
have been performed using YALMIP [29] and Gurobi [30].

The remainder of this section is divided into three parts.
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Fig. 7. Average frequency deviation following a step decrease of wind power
in case of equal and different droops.

In Section IV-A, we compare the dynamic performance of the
frequency droop controllers with equal and different frequency
droop gains in case of a sudden variation of the wind.
This is to highlight that equal droop gains better perform
in terms of dynamic response. In Section IV-B, we evaluate
the performance of the proposed methodology, considering a
converter outage and the corresponding system response with
static and adaptive gains. Finally, in Section IV-C, we assess
the benefits of the proposed methodology in terms of increased
transmission capability for market operation.

Without loss of generality, in all the simulations in Section
IV-B and IV-C, we consider that the offshore converter at
outage corresponds to the HVDC-link connecting the NSWPH
to UK, with an active power output of 1740 MW. Thus, the loss
of this converter is equivalent to an increase of active power
(1740 MW) that must be shared among the other converters.
It should be mentioned that, at the pre-fault state, all the
converters control the voltage at their PCC, which is equal
to 1 pu. This leads to a reactive power absorption in the range
of 0-150 MVAr for all converters, which corresponds to an
initial reactive current less than 0.08 pu. Finally, due to space
limitations, the legend is omitted in the next plots; the reader
is referred to the legend of Fig. 6.

A. Dynamic Performance

In the first simulation, a step decrease (250 MW) of the
wind power output is applied to the system. Fig. 7 shows the
frequency deviations of the grid-forming converters. The stiff-
ness of the system is the same in both simulations (α = 600);
however, in the first case all the droop coefficients are equal,
while in the second case they are different. As expected,
the average steady-state frequency deviation in the system is
the same in both cases. This confirms that the SSFD only
depends on the stiffness of the system and it is not affected
by individual droop values. Moreover, it is evident that the
average frequency deviation of the system is higher in case of
different gains. This confirms that the dynamic performance
of the system is worse when grid-forming converters have
different gains, as described in Section III-C2.

B. Validation of the Proposed Methodology

In the second simulation, the effectiveness of the proposed
frequency controller with adaptive droop gains is demon-
strated. Two cases are analyzed: (i) frequency droop values
are static gains and are all equal and (ii) frequency droops
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Fig. 8. System response to an offshore converter outage. The two left figures
show the power set-point of two remaining converters (NL and NO) with
equal droops, while the two right figures are obtained with adaptive droops.
In both cases, the two current limiting techniques in [31] (upper figures) and
[32] (lower figures) are used with Imax = 1.1 pu. The overload region is
represented with the gray area.

are updated based on the optimization problem presented in
Section III every time the HVDC set-points are changed.
Moreover, two different current limiting controllers, presented
respectively in [31] and [32], are implemented for each case.
This is done in order to show that the presented results are
independent on the implemented current limiting strategy.

Fig. 8 shows the system response to the trip of the converter
connected to UK (1740 MW); for a better visualization, only
the converters connected to NL and NO are displayed. During
the first milliseconds after the outage, the power that was
previously flowing to UK is redirected to the other converters.
In the case of equal frequency droops, it can be seen that
during the first few hundred milliseconds the converters are
saturated to 1.1 pu, which is the maximum saturation current.
However, we can see that afterwards the converters lose
synchronous stability with both the current limiting controllers.
More details about the instability mechanisms in case of the
dynamic virtual impedance current limiting controller and d-
axis priority based current saturation algorithm, can be found
in [19] and [31], respectively.

In case of adaptive frequency droops, the system response
initially triggers the applied current limiting schemes. How-
ever, due to the different gains, a big portion of the active
power initially absorbed by the converter at outage is directed
towards the offshore converter which had the largest headroom
at pre-fault state. That “relieves” the offshore converters that
were saturated immediately after the outage. As shown in
Fig. 8, with the proposed frequency droop controller the active
power absorbed by the remaining converters stays below its
nominal value also at post-fault state regardless of what current
limiting technique is implemented. This demonstrates that the
effectiveness of the proposed method is not dependent on
the current limiting strategy and that the power imbalance
is distributed according to the available power headroom,
ensuring N-1 security at every time interval.
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Fig. 9. System response to an offshore converter outage using the current
limiting technique in [31] (left) and [32] (right). Both figures shows the power
set-point of two of the remaining converters (NL and NO) with equal droops
and Imax = 1.2 pu.

C. Impact of the Proposed Methodology on Market Operation

In the third simulation, the value at which the current
saturates, Imax, is increased from 1.1 pu to 1.2 pu. This
is done to show that, in case of contingency, the system
remains stable if converters do not saturate. Fig. 9 shows
the system response in case of equal droops with the two
current limiting techniques. During the first milliseconds after
the outage, all the offshore converters share equally the current
of the converter at outage, which is distributed according to
the frequency droop gains. Given that most of the converters
were operating close to their limits (except NO), the active
power limits of most of the converters are violated (we only
represent NL as the other converters have the exact same
behavior). Since now Imax is increased, all the converters
remain synchronised, which shows that the system is stable
when the converters are not saturated. However, exceeding the
active power limit of the converters violates the N-1 criterion.
Thus, in case of equal droops, system operators would have to
decrease the available transmission capacity in order to ensure
that the converters will operate within the operating region
after the contingency.

In order to understand what are the implications of reducing
the available transmission capacity given to the market, the
market simulations are run again now considering the N-1
criterion. In other words, the market is cleared and then the
obtained flows are used to check the compliance with the N-1
security criterion. In both situations, with fixed equal droops
and adaptive droops, the capacity is decreased (50 MW steps)
on those converters whose power limits are violated in case of
converter outage, and the market is cleared again with the new
capacities. This is repeated until the N-1 criterion is fulfilled.
This procedure could be intended as the offline calculation
performed by TSOs to ensure the stability of the system
before communicating the available transmission capacity to
the market operator. Fig. 10 shows the available transmission
capacities (shaded areas) between DE and NSWPH (upper
graphs) and NL and NSWPH (lower graphs) and the resulting
flows (red dots). These graphs show the duration curve of
the capacities, meaning the values of the capacity have been
rearranged in descending order. With fixed equal droops, the
N-1 security criterion is often violated and the full capacity is
allowed only for less than 30% of the time. It is interesting
to observe that the full capacity is only allowed when it is
not actually needed, as shown by the flows which are always
below the maximum value. On the contrary, with adaptive
droops, the gains are calculated in order to take advantage
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Fig. 10. Available transmission capacity (shaded area) and corresponding
flows (red dots) to DE (upper plots) and NL (lower plots). In the left graphs,
the available capacity has been calculated based on fixed/equal droop gains
while, in the right ones, based on adaptive droop gains.

of the different headrooms, and the N-1 criterion is always
satisfied. The reduction of transmission capacity in case of
fixed droops results in more than 350 GWh of curtailed wind
energy which, in turn, increase the total system costs by 85
million Euros. This could be avoided either by oversizing the
converters, increasing the investment costs, or by adjusting the
droop gains with the proposed methodology.

V. CONCLUSION

In this paper, challenges with respect to active power sharing
in zero-inertia systems have been discussed and a method
for deriving and updating frequency droop gains has been
developed, ensuring active power sharing in the system after a
large disturbance in compliance with the N-1 security criterion.

The simulation results show that, in the event of an offshore
converter outage, current limiting strategies lead to instability
in case the converters are saturated. Thus, the N-1 criterion
cannot be guaranteed. By considering the headroom of each
converter when calculating the frequency droop gains, the
proposed approach distributes the power among the converters
while taking into consideration their safe operating regions.
As a consequence, the proposed methodology avoids converter
saturation and preserves their synchronization to the rest of the
grid. Moreover, by enforcing upper bounds on the frequency
droop gains, also the small-signal stability of the system is
guaranteed. As a result, the proposed methodology allows
for greater loadability of the offshore converters at pre-fault
state and guarantees their safe operation in the event of any
power imbalance. Finally, from an operational point of view,
the additional capacity given to the market results in a better
utilization of the interconnectors, avoids wind curtailment
and reduces the total system costs without oversizing of the
converters.
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Modeling for a Subset of Disturbances
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Abstract
Time-domain simulations are a critical tool for power system operators. Depend-
ing on the instability mechanism under consideration and the system characteris-
tics, such as the time constants of controllers, either phasor or Electro-Magnetic
Transient (EMT) models should be employed. On the one hand, EMT models
provide a detailed-modeling of the system dynamics, thus increase the reliability
of stability analysis; on the other hand, using these models increase the computing
time of simulations, slowing down the security assessment process. To decrease
computational time, system operators could resort to phasor-mode simulations for
a subset of disturbances. This paper investigates the appropriateness of phasor-
approximation models on simulating events related to power supply and balance
stability when grid-forming converters are employed for providing frequency sup-
port. Moreover, it provides sufficient conditions and bounds for the control param-
eters of a grid-forming converter under which the phase-approximation modeling
of the component is still valid. The control design is carried out using a simple
transfer function approach. Time-domain simulation are performed to validate
the transfer function analysis using different control settings and different line
impedance characteristics.

Keywords: Electro-magnetic Transient (EMT) model, RMS modeling, Voltage
Source Converters (VSCs), low-inertia systems.

1. Introduction1

The dynamic nature of the electric power system undergoes a period of signif-2

icant changes. A major part of these changes is associated with the replacement3

of synchronous generators with converter-based resources, which lead to the so-4

called low-inertia systems [1, 2, 3, 4, 5]. Due to this transition, transmission sys-5

tem operators encounter critical stability challenges for stabilizing the frequency6
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of the system, since in the absence of synchronous generators, the maximum fre-7

quency deviation and rate of change of frequency become larger. To preserve a8

minimum amount of inertia, transmission system operators will rely on new con-9

verter control strategies, which can potentially address these issues [6]. These10

control strategies can be categorized based on the operating mode of the converter11

[7]. There are two main categories, namely grid-following and grid-forming con-12

verter. Considering that grid-following converters rely on a strong grid with high13

short circuit ratio and penetration of synchronous generation, they cannot be used14

as a potential control strategy for participating in active power balance [8]. Thus,15

in this work the focus is on the control strategies for grid-forming converters.16

In traditional power systems, the dynamics of transmission lines is usually17

neglected and an algebraic model of the transmission network is used, i.e. alge-18

braic relationship between the line currents and bus voltages. This neglecting of19

the dynamic nature of the network line dynamics is valid since the characteris-20

tic time constants of the synchronous generators are much greater. However, the21

characteristic time-constants of the converter-based resources are much smaller,22

thus there is no distinct time-scale separation between converter control loops and23

eigen-frequencies in power network. As a result, the influence that network line24

dynamics have on system stability is growing and the quasi-static modeling of25

transmission lines, i.e. RMS modeling [9, 10], becomes inappropriate for de-26

termining the stability boundaries of the system. Consequently, to analyze fast27

power components, such as Power Electronic (PE) devices, the electro-magnetic28

dynamics (network line dynamics) are vital for system stability. However, taking29

electro-magnetic dynamics into account drastically increases the computational30

time for solving the system of differential algebraic equations which describes the31

power system dynamics (since the number of state variables increases).32

This creates a limitation for online security assessment, since EMT simula-33

tions are considerably slower than RMS simulations. To assess the problem of the34

computation time of simulation, we first need to understand when RMS modeling35

is appropriate for simulating zero-inertia systems. As a result, neglecting the line36

dynamics can lead to incorrect results, such as the RMS model predicting stability37

while in reality the system is unstable [11]. Several works have focused on para-38

metric constraints for the control settings of grid forming converters considering39

the influence of network line dynamics on the stability of the converter. While40

most of the existing work focuses on eigenvalue, bode plot and Nyquist analy-41

ses [12, 13, 14, 15] for the control tuning of the converter, few researchers have42

studied the appropriateness of quasi-static modeling of network line dynamics43

[16, 17, 18]. In [16], the authors examined the appropriateness of RMS modeling44

by means of singular perturbation techniques. In particular, they focused on the45

timescale of the line and load dynamics in order to neglect the fast dynamics and46

define a reduced order model which preserves the state variables of the slower dy-47
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namics. However, they did not provide any bounds on the control parameters of48

the outer controllers of the grid-forming converters. Similar approach which only49

focuses on neglecting the electromagnetic dynamics and fast inner loops based50

singular perturbation theory have also been presented in [11] and [19]. In [17],51

the authors use tools both from singular perturbation and Lyapunov theory to de-52

rive sufficient conditions on the frequency and voltage droop gains of the convert-53

ers that guarantee the stability not only of the EMT model but also for the RMS54

model. However, the bounds for the control gains are quite conservative, due to55

the employment of Lyapunov theory, which is also highlighted and demonstrated56

in the results section. It should be also mentioned that the aforementioned works57

only focus on microgrids where the X/R ratio of the grid impedance is low, which58

improves significantly the resonance at the nominal frequency. Finally, the au-59

thors in [18] propose sufficient conditions, based on transfer function analysis, for60

a virtual synchronous generator to ensure the stability and the validity of RMS61

modeling of the grid-forming converter. However, these conditions only focus62

on the phase crossover frequency of the open loop system and the ratio between63

the damping and inertia term of the active power controller of the grid forming64

converter.65

The scope of this paper is to identify the appropriateness of RMS modeling of66

a class of grid-forming converters, namely power synchronization loop and virtual67

synchronous generator [7], which are the most commonly used in literature. Our68

goal is to assess under which conditions RMS modeling (used by simulation tools,69

such as PowerFactory DigSilent, PSSE, etc.) can still be used for performing70

power system dynamic security assessment in power grids with high penetration71

of grid-forming converters. The motivation is that system operators could con-72

tinue using the RMS for monitoring the active power sharing in systems, as long73

as the mismatch between the RMS and the EMT models are within acceptable74

limits. The contributions of this paper are the following:75

1. We provide sufficient conditions and upper bounds for the control gains76

of the outer controllers of grid-forming converters that preserve the time-77

scale separation properties between the outer control loop and the network78

line dynamics. We also provide sufficient conditions for the stability of the79

fully detailed model. To extract the sufficient conditions, transfer function80

analysis is employed.81

2. We present an analytical control tuning of the grid-forming converters, that82

enable to define the control gains based on minimum phase margin and gain83

margin requirements for the open loop system of the active power controller.84

3. We make use of the gain margin and the phase margin as performance85

metrics for evaluating the appropriateness of neglecting the effect of the86

transmission-line dynamics when monitoring the active power balance of87

the system. This can allow transmission system operators to enforce certain88
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requirements to vendors regarding the control truing and design of converter89

operating in grid-forming mode. To this end, we present a transfer function90

for the relation between the angle and the active power that accounts for the91

impact of voltage droop on the angle dynamics. This allows us to quan-92

tify the impact of the voltage droop on the gain and phase margin of the93

open-loop system of the active power controller and reducing the coupling94

between the active and reactive power.95

4. We demonstrate the effectiveness of the conditions using two different sim-96

ulation tools, namely Matlab and PowerFactory.97

The rest of the paper is organized as follows. In Section II, we present a98

description of the outer loop controller of a grid-forming converter. In section99

III, we derive sufficient conditions for the control gains of the controllers of the100

grid-forming converter using transfer function analysis. Section IV verifies the101

conditions derived in section III using time-domain simulations. Conclusions are102

drawn in Section VI.103

2. Grid-forming converter104

As described in [7], grid-forming converters are equipped with a two-loop105

control system, which is illustrated in Fig. 1. The inner loop is designed to be106

much faster than the outer loop and the control gains are chosen according to the107

tuning procedure presented in [20], so that we achieve a time-scale separation108

between the network line and outer loop dynamics. Similar time-scale separation109

has been also observed with the inner gains proposed in [13, 19]. This enables110

to study only the impact of the network line dynamics on the outer loop’s control111

gains, that are the ones defining the power regulation in a future low-inertia grid.112

Therefore, the dynamics presented in this section only concern the outer loops.113

2.1. dq and xy frame114

Similar to [21], we define two rotating frames: i) the dq rotating frame and ii)115

the xy rotating frame. The angular speed of the dq frame is equal to the frequency116

of the ith converter ωi, whereas the angular speed of the xy frame is equal to the117

frequency of the grid ωg. Similar to [22], the converter dq frame leads the xy118

frame by the angle ∆θ, which is given by:119

d∆θ

dt
= (ωi − ωg)ωb (1)

where ωb = 2πfnom rad/s is the base angular speed, where fnom is the grid’s120

nominal frequency. The transformation from the xy to dq coordinates is given by:121

x = xce−j(θ0+∆θ) (2)
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Figure 1: Control structure of grid forming converter. Dashed blocks are either considered or
disregarded depending on the class of the grid forming converter.

where the superscript c denotes the xy frame. The corresponding dq frame is122

denoted without a superscript, e.g., x. The quantities in dq- and xy frame are123

described in complex space vector form as:124

x = xd + jxq (3a)
xc = xx + jxy. (3b)

2.2. Phase reactor and transformer125

As depicted in Fig. 1, the circuit model consists of a Voltage Source Converter126

(VSC) connected through an RL impedance to the rest of the grid. Lc and Ll127

represent the transformer and grid inductances, respectively. Rc and Rl represents128

the transformer and grid resistances, respectively. For the rest of this paper, we129

consider that Rg = Rc + Rl and Lg = Lc + Ll. The relation between the current130
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flowing through the RL circuit and the voltages U and Us, expressed in the dq131

frame, is given by:132

U = U c
se
−j(θ0+∆θ) + [Rg + (s+ jωi)Lg]i (4)

where Lg and Rg are expressed in p.u. and s is the Laplace complex variable.133

U c
s is the grid voltage expressed in the xy frame and U is the converter terminal134

voltage in the dq frame.135

2.3. Voltage-vector control136

A voltage set-point is used to control the output voltage U of the converter at137

its effective terminal bus. An additional voltage droop is employed for regulating138

the voltage set point based on the reactive power injected. Apart from setting the139

voltage at the converter terminal, the voltage-vector control unit must also be able140

to provide damping of poorly-damped resonances. To this end, a high-pass filter141

current control is incorporated to increase the damping of high frequency modes142

[23]. To this end, the voltage-vector control can be expressed as:143

U = Uset −
kvs

s+ ωv︸ ︷︷ ︸
Hhp(s)

i +Kq(Qset −Q) (5)

where kv determines the damping effect on the poorly-damped eigenfrequencies.144

The cut-off frequency of the high-pass filter (Hhp(s)) is determined by the value145

of ωv, which according to [22] takes values in the range 0.1ω1 → 0.2ω1, where ω1146

is the reference angular speed chosen to be 1.0 p.u. The outer voltage control loop147

is also equipped with a QV droop characteristic, where Kq is the voltage droop148

which determines the amount of reactive power change after a voltage deviation149

at the Point of Common Coupling (PCC).150

2.4. Active power control schemes151

Two frequency control schemes are considered and described in the following,152

namely power synchronization loop and virtual synchronous generator.153

2.4.1. Power synchronization loop154

The active power droop control regulates the angular speed ωi; the controller155

acts by adjusting the voltage angle θi based on deviations of the injected/absorbed156

active power P with respect to a given reference value Pref . The equations de-157
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scribing the imposed frequency and angle at the converter terminal are given by:158

ωi = ω1 +Kp(Pref − P ) (6a)

∆θ = (ωi − ωg)
ωb
s

(6b)

where the frequency droop Kp is used to regulate the frequency ωi based on the159

power mismatch between the power reference point and the power output.160

2.4.2. Virtual synchronous generator161

A low pass filter is placed on the the active power measurement, as depicted162

in Fig. 1, that emulates the inertia response of the synchronous generators. The163

equation describing the imposed frequency and angle at the converter terminal are164

given by:165

ωi =
ωfωb

s+ ωfωb
(ω1 +Kp (Pref − P )) (7)

where ωf is the cut-off frequency of the low-pass filter. It should be mentioned166

that this grid-forming scheme is same with the one presented in [18], for Kp = 1
D

167

and ωf = D
M

, where D is the damping and M the virtual inertia.168

2.5. Neglecting the inner-loop and filter dynamics169

To justify the neglecting of the inner loop and filter dynamics of the converter,170

we demonstrate the coupling between the state variables corresponding to the in-171

ner loop and filter dynamics and the active power signal. We focus only on the172

active power signal, since in this paper we want to evaluate the appropriateness of173

RMS modeling for monitoring the active power regulation. However, the frame-174

work presented in this section can be applied for evaluating the coupling of the175

state variables of the system to any algebraic variable, e.g. reactive power and176

voltage signal. we make use of the approach presented in [24], to the participation177

of algebraic variables in power system modes and investigate how they couple178

with the state variables of the system. Using the same notation as presented in179

[24], we consider the following set of differential algebraic equations describing180

the EMT model of a grid-forming converter:181

ẋ = f(x,y) (8)
0 = g(x,y) (9)
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Table 1: Contribution of the active power signal to system modes - Power Synchronization Loop

yk [pu] —πk,i|max Mode x− dom |p|

P [pu] 0.50529 -96.2 ± j312

Id, Iq 0.5052

Ifd, Ifq 0.0458

ξd, ξq 0.0439

θ 0.020

Table 2: Contribution of the active power signal to system modes - Virtual Synchronous Generator

yk [pu] —πk,i|max Mode x− dom |p|

P [pu] 0.4983 -102 ± j315

Id, Iq 0.4983

Ifd, Ifq 0.0462

ξd, ξq 0.0443

Mad,Maq 0.0146

where x is a vector matrix containing the system state variables, and y is a vector182

matrix containing the algebraic variables. To obtain the participation matrix P x183

we first linearize the system around the operating point (x0,y0) as follows:184

∆ẋ = fx∆x + fy∆y (10)
0 = gx∆x + gy∆y (11)

where fx, fy, gx and gy are the Jacobian matrices evaluated at the operating point185

(x0,y0). The participation factors of the algebraic states, (the active power signal186

is an algebraic state of the system) can be calculated by the following expression:187

Π(y) = −gy
−1gxP x (12)

where Π(y) is the participation matrix of the algebraic states in system modes188

included in the DAE model, with πk,i being the elements of the matrix (k denotes189

the k-th algebraic variable, i denotes the i-th mode) and provides information190

about for the coupling between the algebraic and state variables of the system.191

Table 1 shows the mode with the highest contribution from the active power signal192

|πk,i|max, as well as the contribution from the state variables of the system |p|. The193

state variables corresponding to the line currents presents the highest contribution194
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Figure 2: Trajectory of the active power signal for a step change the SCR from 5 to 3. The
difference between the full-detailed EMT model and the reduced-one is that in the latter the inner
loop and the filters (phase reactor and capacitance) are disregarded.

to that mode. The state variables (Ifd, Ifq), (ξd, ξq) and θ, corresponding to the195

phase reactor currents, inner voltage control loop and phase angle, respectively,196

present a small participation to the model. Similar observations, can be made for197

the virtual synchronous machine, see Table 2. The main difference is that instead198

of the phase angle, the state variables corresponding to the high pass filter of the199

virtual impedance controller slightly contribute to the active power signal. Based200

on this analysis we omit the inner loop, the phase reactor and the filter capacitance201

dynamics.202

Fig. 2 shows a comparison between the full-detailed EMT model and the203

reduced EMT model (only accounts for the network line dynamics, the outer loops204

and the virtual impedance controller). For the comparison, we consider a line205

outage, i.e. sudden drop of the short circuit ratio from 5 to 3. As it can be seen206

the difference between the EMT models is negligible even for large disturbances,207

which implies the limited effect of the inner loops and filters on the active power208

signal. We would like again to remind that for very high SCR, the inner loop209

is expected to influence more the active power signal. However, since the focus210

is on transmission level, such a study is omitted in this paper. In one of your211

later remarks we provide additional simulation results to show the impact of the212

virtual impedance controller on the appropriateness of RMS modeling in case of213

line outage.214

To summarize, this paper investigates the control tuning of the outer loop and215

virtual impedance controllers and suggests values for which the bandwidth of the216

active power controller is limited, in order to ensure that its effect on the line217

resonance is minimized and improve the damping ratio of the mode at s = −R
L
±218

jωb, which is the one that affects significantly the trajectory of the active power219

signal.220
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3. Sufficient Conditions for Phasor-approximation modeling221

In this section, we identify the control gains and parametric constraints, under222

which the line dynamics can be disregarded. For the analysis, the system depicted223

in Fig. 1 is used. The constraints will allow system operators to rely on the RMS224

modeling of grid-forming converters and not use the EMT model for monitoring225

the active power sharing in the power grid. For the analysis we use the theory of226

loop-shaping control design and Nyquist’s criterion. In particular, we employ the227

gain and phase margin gm and φm, respectively, which are relative measures of228

the distance of the Nyquist curve to the critical point (-1,0) [25].229

To derive the sufficient conditions, we consider the transfer function of the230

open loop system L(s). The open loop transfer function L(s) consists of the trans-231

fer functions P (s) and C(s), which describe the plant and controller dynamics,232

respectively:233

L(s) = P (s)C(s), (13)

where C(s) = Kp
s

in the case of power-synchronization loop and C(s) = Kp
s

1
s+ωf

234

in the case of the virtual synchronous machine. P (s) = GθP (s) is the transfer235

function of the plant. The transfer function can be found in the appendix. The236

gain margin is calculated as follows:237

gm = − 1

|L(jω180)| , (14)

where ω180 is the phase crossover frequency and is the lowest frequency where the238

Nyquist plot intersects the negative real axis. The gain margin indicates how much239

the controller gain can be increased before reaching the stability limit. Similarly,240

the phase margin is defined as:241

φm = π + argL(jωc), (15)

where ωc is the gain crossover frequency where the loop transfer function L(s)242

has unit magnitude and indicates the amount of phase lag required to reach the243

stability limit.244

To derive the sufficient conditions and provide meaningful expressions, we245

initially consider that the converter is at no load condition, which yields that iq0246

and id0 are equal to zero. Later in this section, we will show how the active and247

reactive currents affect the parametric constraints. Moreover, we will analyze the248

impact of the control and system parameters on the frequency droop value Kp, as249

well as on the inertia effect that can be provided by the converter.250

From control design perspective, minimizing the differences between the RMS251

and EMT models of a grid-forming converter can be considered as the problem252
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of minimizing the effect of the network line dynamics on the outer loops of the253

converters. A reasonable control design requirement is to tune the control gains254

of the converters in such a way that the bandwidth of the active power controller255

is less than 0.1ω1 [18, 26], where ω1 is the nominal frequency of the power grid.256

This yields the following condition for the gain crossover frequency of the open257

loop system of the active power controller, ωc ≤ 0.1ω1. This requirement is due258

to the line resonance at nominal frequency (modes are at−Rg
Lg
± jω1). By limiting259

the bandwidth of the controller, we first mitigate the effect of line resonance (in-260

creasing the gain margin of the open loop system), but also enable the time-scale261

separation between the network line dynamics and the outer loop. This ensures262

that the RMS model of the grid-forming converter is a good approximation of the263

full-detailed model. However, as it will be presented in Section 3.2, an additional264

condition is required based on the gain margin of the open loop system in order to265

improve this approximation.266

To this end, we first investigate the properties of the open loop system of the267

power-synchronization control loop and then the virtual synchronous generator268

one.269

3.1. Power synchronization loop270

At no-load condition, the transfer function of the open loop system can be271

expressed as follows:272

Gol(s) =
Kp

s︸︷︷︸
C(s)

(Kq + ω1Lg)U2
set

Kqω1Lg + (ω1Lg)2 + (Hhp(s) +Rg + sLg)2︸ ︷︷ ︸
GθP (s)

(16)

We first calculate the phase crossover frequency from setting the imaginary273

part of the open loop system equal to zero (=(L(jω180))=0).274

ω180 =

√
(Rg + kv)2 + L2

gω
2
1 +Kqω1Lg

ω1Lg
. (17)

Having calculated the phase crossover frequency, we can now express Kp as275

a function of the gain margin, network line parameters and the active damping276

controller parameters. This is given by:277

Kp = 2 (kv +Rg)


 1

gmU2
set

+

(kv+Rg)2

ω1Lg

gm(Kq + ω1Lg)U2
set


 (18)

where Kp and gm are inversely proportional to the voltage droop Kq and directly278

proportional to the damping coefficient kv. An analytical condition for the stability279
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of the grid-forming converter and the maximum value of the frequency droop is280

obtained when gm = 1. As described earlier, in order to mitigate the impact of281

the line resonances, the gain crossover frequency of the open loop system must be282

less than 0.1 of the nominal frequency (ωc ≤ 0.1ω1). This condition allows for a283

sufficient phase margin close to 90o, since the impact of the pole −Rg
Lg
± jω1 on284

the phase angle of the open loop system is negligible for ω ≤ ωc [25], making285

the open loop system behaving as an integrator for ω ≤ ω1. It should noted286

that the phase margin of the RMS model is 90o since the open loop system is287

a static gain (see Appendix) In order to determine the gain crossover frequency,288

the expression (15) is used with C(s) = Kp
s

and P (s) = GθP (s). The Laplace289

complex variable s is set to jωc and |L(jωc)| = 1 is solved for ωc. This yields the290

following expression for the gain crossover frequency:291

ωc ≈
KpU

2
set

ω1Lg +
R2
g

ω1Lg+Kq

(19)

Kp ≤
0.1

Uset

(
ω1Lg +

R2
g

Kq + ω1Lg

)
(20)

It is evident that for small resistances the impact of the voltage droop on the292

frequency droop value is negligible. Substituting (20) into (18) we obtain the293

following inequalities (21a)-(21c).294

kv ≥
gm,min

20
Lg −Rg (21a)

Kq ≥ 0 (21b)

gm ≥ 20
k3
v + 3β2k

2
v + β1kv + β0

(ω1Lg)3 +Kq(ω1Lg)2 + ω1LgR2
g

(21c)

where gm,min is a minimum value for the gain margin of the open loop sys-295

tem, which is selected in order to mitigate the line resonance, β2 = Rg, β1 =296 (
Kqω1Lg + (ω1Lg)

2 + 3R2
g

)
and β0 =

(
Kqω1LgRg + ω1L

2
gRg +R3

g

)
. It is worth297

mentioning that gm > gm,min, due to the fact that the high pass filter is not a298

static gain. In case Hhp(s) = kv, then gm = gm,min. We can notice that by299

selecting ωc ≤ 0.1ω1, the lowest obtainable value of the gain margin is equal300

to 2 (gm ≥ 2), which is equivalent to neglecting the active damping controller.301

Additionally, from (21a) we can infer that for low X/R ratio the active damping302

controller Hhp(s) can be disregarded, e.g. for gm,min = 10 and X/R=1 the lower303

bound of kv becomes negative meaning that the mode −Rg
Lg
± jω1 is well damped304
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Figure 4: Singular values of e(s) transfer function for different values of the gain margin.

and not additional damping is required.305

3.1.1. Illustrative case306

The following example will help us understand better the sufficient conditions307

(21a)-(21c). It should be noted that the regions shown in Fig. 5 do not represent308

the stable region of the system, but the region that establish the timescale sepa-309

ration between the network line and the angle dynamics. The considered system310

parameters are: Rg = 0.033, Lg = 0.33, ω1 = 1 and Vset = 1.311

Fig. 3 (left figure) depicts the sufficient region for the frequency and voltage312

droops (derived using (20)), that provide a good approximation of the RMS model.313

As it can be seen from the figure the impact of the voltage droop on the frequency314

droop is negligible. It should be noted that this occurs due to the high X/R ratio of315

the grid impedance. As it will be presented in Section 3.3, low X/R ratio increases316

the influence of the voltage droop on the maximum value of the frequency droop.317

Fig. 3 (right figure) shows the gain margin for different values of the control318

parameters kv and Kq. Based on the proposed control design, the impact of the319

voltage droop on the gain margin is negligible compared to kv.320

Fig. 4 depicts the Bode magnitude plot of the transfer function e(s). e(s)321

describes the error between the RMS and EMT model. Kp is equal to the upper322
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bound defined by (20), Kq = 0 and kv is determined by (21a). As it can be seen in323

the figure, for small values of gm, the magnitude of e(s) is of significance around324

the nominal frequency of the system. This indicates that the power signal captured325

by the RMS model will present an important error with respect to the actual power326

signal (captured by the EMT model). Increasing the gain margin decreases the327

approximation error, as shown in the same figure. We can also notice that for328

ω ≤ 0.1ω1, the impact from increasing the gain margin and consequently kv on329

the amplitude of e(s) is limited. This indicates that the value of the frequency330

droop is the one that primarily affects the phase shift of the open loop system and331

consequently the time response of the active power controller. Moreover, it can332

be seen that the gain margin is a useful metric for analyzing the H∞ norm of the333

e(s). By selecting a high gain margin we can limit the error between the RMS334

and EMT not only within the range of [0, ωc] but also over the whole frequency335

spectrum. Lastly, as shown in the figure, the singular values e(s) at steady state,336

ω = 0, are equal to zero, which was expected since the RMS model is able to337

preserve the dc-gain of the EMT state-space model. It is also depicted that during338

a dynamic event ω > 0, the RMS model presents a mismatch with respect to the339

EMT model.340

To summarize the results, we show that by selecting a high gain margin leads341

to a good-approximation of the RMS model over the whole frequency spectrum,342

where, on the other hand, by limiting the gain crossover frequency, the RMS and343

EMT models have the same phase shift at the frequencies at which the plant is344

supposed to track its reference signal ([0, ωc]).345

3.2. Virtual synchronous generator346

Until now, we have neglected the filter constant and its impact on both the347

stability of the closed loop system and the time-scale separation between the fre-348

quency and the network line dynamics. In this section, we investigate its impact349

on the stability of the closed loop system, as well as on the selection of the fre-350

quency droop value. The main advantage of using a low-pass filter is that we can351

decouple the network line dynamics from the frequency dynamics by placing the352

cut-off frequency at 0.1ω1. The advantage of placing a low-pass filter on the mea-353

surement is that it increases the damping of the line resonance. As a result, the354

active damping controller it could be disregarded, which implies that kv = 0.355

We first calculate the phase crossover frequency. To determine the gain crossover356

frequency, (15) is used with C(s) = Kp
s

ωf
s+ωf

. The Laplace complex variable s is357

set to jω180 and =(L(jω180))=0 is solved. This yields the expression in (22). We358

continue by determining the gain crossover frequency: the Laplace complex vari-359

able s is set to jωc and |L(jωc)| = 1 is solved for ωc. To realize the calculation360

of ωc and obtain analytical expressions for the phase margin and gain parameters,361

we perform Taylor series expansion of the transfer function describing the plant362
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dynamics, GθP (s), which yields the following expression: GθP (s) = B − Bts.363

As indicated also in [11], this approximation is valid for ω ≤ 0.1ω1, i.e. the ex-364

pression GθP (s) = B − Bts is not valid for ω >> 0.1ω1. The mathematical365

expression for ωc is given by (23).366

ω180 =

√√√√KqLgω1 + (Lgω1)2 +R2
g

Lg(2
Rg
ωf

+ Lg)
. (22)

ωc =

√
−ω2

f

(
1− (BtKp)

2
)

+ ωf

√
4 (BKp)

2
+ ω2

f

(
1− (BtKp)

2
)2

√
2

(23)

where367

Bt = 2RgLgU
2
set

Kq + ω1Lg(
Kqω1Lg + (ω1Lg)

2 +R2
g

)2

B = U2
set

Kqω1Lg + ω1Lg

Kqω1Lg + (ω1Lg)
2 +R2

g

In contrast to the power synchronization, where the value of the phase crossover368

frequency is larger than ω180 > ω1, the phase crossover frequency of the virtual369

synchronous generator’s open loop system can get values lower than ω1. From370

(22), we realize that when ωf decreases the value of ω180 also decreases. To371

remove the effects of line resonance on the active power regulation we choose the372

gains of Kp, Kq and ωf , so that the ωc ≤ 0.1ω180. The motivation behind this373

constraint is that it ensures a minimum gain margin of 10, since the slope for ωc ≤374

ω180 is at least −1/decade (-20dB/decade) due to the two poles at zero and −ωf375

[25]; it also minimizes the impact of the pole corresponding to the network line376

dynamics on the phase shift, since the complex conjugate poles, associated with377

the network line dynamics, start influencing the phase of the open loop system378

at ω = ωn
10ζ

where ωn is the natural frequency and ζ the damping ratio of the379

complex. This ensures an almost linear decrease of the phase until −180o. Using380
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Mathematica, we extract the following conditions which satisfy ωc ≤ 0.1ω180.381

Kp ≤
ωc
ωf

√
ω2
c + ω2

f

(B2 +B2
tω

2
c )

(24a)

ωc ≤ 0.1ω1 (24b)

ωf =
αpmBωc +Btω

2
c

B − αpmBtωc
(24c)

αpm ≥
ωcc1

c2 + c3 + c4

ω1LgRg (24d)

αpm <
KqLg + L2

g +R2
g

2LgRgωc
(24e)

where382

c1 = 0.66
(
KqLgω1 +R2

g + (Lgω1)2(1 + ω2
c )
)

c2 =
1

300

(
(KqLgω1 +R2

g)
2
)

c3 =
1

300

(
L4
g(1− 100ω2

c ) + (RgLgω1)2(2 + 300ω2
c )
)

c4 =
1

300
(Kq(Lgω1)3(2− 100ω2

c ))

and the variable αpm is the ratio =(L(jω))
<(L(jω))

. Lastly, to evaluate the impact of the383

control and system parameters on the gain margin of the open loop system, we384

substitute ω180 into (14). This yields the following expression:385

Kp =
2Rg

gm(L2
gω1)

(
(Lgω1)2 +R2

g

) (
(Rg + Lgωf )2 + (Lgω1)2

)

U2
set(2Rg + Lgωf )2 (Kq + ω1Lg)

+
2RgKqLgω1

(
KqLgω1 + (Rg + Lgωf )2 +R2

g + 2(Lgω1)2
)

U2
set(2Rg + Lgωf )2 (Kq + ω1Lg)

(25)

An analytical condition for the stability of the grid-forming converter and the386

maximum value of the frequency droop is obtained when gm = 1. It should be387

noted that in case we want to further increase the damping of the line resonance388

and employ the active damping controller, the above expressions can be used for389

ωv = 0 and Rg = Rg + kv. This means that the active damping controller would390

add as a pure resistance. In case, ωv = 0.1ω1, the conditions (23)-(25) remain the391
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same, but the transfer function of the plant changes GθP (s) = B − Bts (by the392

Taylor expansion). B and Bt are now different and are expressed as follows:393

Bt = 2RgLgU
2
set

Kq + ω1Lg(
Kqω1Lg + (ω1Lg)

2 +R2
g

)2

B = U2
set

Kqω1Lg + ω1Lg

Kqω1Lg + (ω1Lg)
2 +R2

g

It should be mentioned that as ωv → 0, the approximation of the transfer function394

describing the plant dynamics becomes less accurate since Bt →∞. However, as395

mentioned above ωv is usually chosen in the range [0.1ω1, 0.2ω1].396

3.2.1. Illustrative case397

The following example will help us understand better the sufficient conditions398

(24a)-(24e). Similar to the previous case, the sufficient regions shown in Fig. 5 do399

not represent the stable region of the system, but the region that establish a good400

approximation of the RMS model of the grid-forming converter. Since in Section401

3.1 we show that the voltage droop does not reduce the sufficient region defined402

by the control gains, we consider that Kq = 0. Fig. 5 shows the sufficient regions403

for the control parameters, the gain crossover frequency and the phase margin,404

extracted using (24a)-(24e). In the left figure, we show the sufficient region for the405

control parameters ωf and Kp that enables the decoupling between the network406

line and frequency dynamics. We can see that by increasing ωf , the maximum407

value of the frequency droop increases. In the right figure, we show the minimum408

value required for the phase margin, in order to mitigate the impact of network line409

dynamics on the active power controller. As ωc approaches 0.1ω1, the minimum410

required phase margin increases and so does the value of ωf . Consequently, we411

can infer that the inertial effect of the grid-forming converter drastically reduces,412

when ωc is close to 0.1ω1.413

Fig. 6 shows how the control and system parameters affect the gain margin of414

the open loop system and consequently the damping ratio of the mode associated415

with the line resonance. It can be seen that the gain margin of the open loop416

system remains larger than 2, if Kp and ωf are chosen within the sufficient region417

defined by (24a)-(24e). Last but not least, it can seen that as ωc approach 0.1ω1,418

and consequently ωf → 1 the gain margin of the system decreases significantly.419

It should be noted that the value of the gain margin is significantly affected by the420

X/R ratio of the grid impedance. For lower values of the X/R ratio the gain margin421

is expected to be larger, however for larger resistances the influence on the phase422

of the open loop system becomes larger [11].423
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3.3. Transmission-line length & X/R ratio424

We now investigate the impact of the transmission-line length and X/R ratio425

on the sufficient regions defined by the control parameters of the grid-forming426

converter. Fig. 7 shows how the different levels of X/R ratio affect the suffi-427

cient regions for the control parameters. For the comparison, we consider that428

Lg = 0.333. We consider that, the X/R ratio is the ratio Lg
Rg

. The left figure indi-429

cates that the lower the value of the X/R ratio the higher the impact of the voltage430

droop on the maximum value of the frequency droop. Moreover, it can be seen431

that the lower the X/R ratio the higher the maximum value for the frequency droop432

becomes. From the right figure, we observe that the maximum value of the fre-433

quency droop is similar for low values of the ωf < 0.2 and the different levels434

of X/R ratios. In the case of X/R=1, the maximum value for Kp increases, as435

ωf → 1, which is not the case for higher levels of X/R.436

Fig. 8 shows how different levels of Short Circuit Ratio (SCR) affect the437

sufficient regions for the control parameters. For the comparison, we consider438

that the X/R is equal to 10, which allows us to consider that Lg ≈ 1
SCR

. The left439

figure indicates that the lower the value of the SCR, the higher the relative value440

of the frequency droop becomes. This shows that increase of transmission-line441

length extends the sufficient region, in which the quasi-static approximation of442

the network line dynamics is valid. We can also observe that the impact of the443
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for (ωf , Kp) for different values of SCR.

voltage droop on the frequency droop is negligible, since the maximum relative444

value for the frequency droop does not change. In the right figure, it is depicted445

the impact of the SCR on the sufficient region defined by the control gains Kp446

and ωf . We can observe that the maximum relative value of the frequency droop447

increases for lower values of the SCR. Moreover, it can be seen that for low values448

of ωf , the maximum value of the frequency droop is relatively small compared to449

the case where the low-pass filter is disregarded.450

3.4. Impact of active and reactive currents451

Fig. 9 and Fig. 10 demonstrate the impact of active and reactive currents, re-452

spectively, on the sufficient region defined by the control gains of the grid-forming453

converter. As it can be seen from the figures, the sufficient region slightly reduces,454

when the grid-forming converter absorbs reactive power. It should be noted that455

the increase of the sufficient region indicates that the bandwidth of the closed loop456

system of the active power controller decreases when the converter is initialized457

at different operating point. This means that in case of a small droop value, the458

active power controller might not be able to track the reference signal, which is459

something that was also highlighted in [22].460
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Figure 9: Impact of active current on the sufficient region for the control gains of the power
synchronization loop and virtual synchronous generator. For the virtual synchronous generator we
consider that Kq = 0.
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Figure 10: Impact of reactive current on the sufficient region for the control gains of the power
synchronization loop and virtual synchronous generator. For the virtual synchronous generator we
consider that Kq = 0.

4. Simulation and Results461

In this section, we verify using time-domain simulations the sufficient regions462

extracted in the previous section. Our goal is to compare the active power re-463

sponse, obtained by the fully detailed model and the proposed reduced order mod-464

els for different control and system parameters. For the analysis, we consider that465

the rated power of the converter is 1000 MVA.466

4.1. Validation on 2-Bus system - Step change of the active power set-point467

The presented sufficient conditions are evaluated on the 2 bus system depicted468

in Fig. 1. For the analysis we consider Lg = 0.333 and Rg = 0.0333. The control469

parameters for the inner loop control and the values of the phase reactor and filter470

capacitance can be found in the appendix.471

4.1.1. Power synchronization loop472

For the frequency droop-based control, we consider the following set of pa-473

rameters in order to evaluate the accuracy of the reduced order model which cor-474

responds to the phasor-approximation model.475
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Figure 12: Active power error between RMS and EMT - Power synchronization loop. Left figure:
Case 1, Middle figure: Case 2, Right figure: Case 3

• Case 1: Kp = 0.0335, Kq = 0.2, kv = 0.12476

• Case 2: Kp = 0.0335, Kq = 0.2, kv = 0.0477

• Case 3: Kp = 0.1, Kq = 0.2, kv = 0.1478

For the good approximation case, the selection of the control gains is based on the479

conditions (20)-(21c). For the poor approximation case, we choose the frequency480

droop according to (20) and we neglect the active damping controller, which leads481

to reduced gain margin and poor damping of the line resonance. For the third case,482

we consider a high value of frequency droop which increases the bandwidth of the483

active power controller and a smaller value of damping resistor kv.484

Fig. 11 shows the converter’s response for the step change of the Pref and Fig.485

12 the active power error between the RMS and EMT model for the 3 different486

cases. For the case where the frequency droop was selected based on the sufficient487

conditions, it can be seen that the difference between the RMS and EMT models488

is insignificant. For this case, the root mean squared error between the RMS and489

EMT model during the transient period is equal to 0.0036. Moreover, for the case490

where the active damping controller is neglected it can be seen that the impact of491

the line resonance on the system response increases, which was expected due to492

the poor gain margin of the open loop system. However, the time response of the493
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RMS and EMT model matches, since the Kp is tuned according to (20). For this494

case, the relative mean square error between the RMS and EMT model during the495

transient period is equal to 0.0062 . It can be seen that the active power signal496

is oscillatory with the frequency of oscillations being equal to ω180 (see (17)). In497

the case we use a high frequency droop value and a relative small value for the498

kv, it can be seen that the maximum active power error between the RMS and499

EMT model is higher compared to the other cases, which indicates that the impact500

on the estimation error is higher when ωc > 0.1ω1. For this case, the relative501

mean square error between the RMS and EMT model during the transient period502

is equal to 0.0153.503

4.1.2. Virtual synchronous generator504

We consider the following set of parameters in order to evaluate the accu-505

racy of the phasor approximation model. We consider three cases for the control506

parameters Kp and ωf , where we gradually increase the frequency droop value,507

which consequently decreases the phase margin. For case 1, the control gains508

have been selected based on the sufficient conditions. For the considered cases,509

we consider that Kq = 0 and kv = 0.510

• Case 1: Kp = 0.0230, ωf = 0.1108511
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Figure 15: Test case system containing a single-line diagram of a converter connected to an infinite
bus via two parallel transmission lines.

• Case 2: Kp = 0.1, ωf = 0.1108512

• Case 3: Kp = 0.2, ωf = 0.1108513

Fig. 13 demonstrates the active power response and Fig. 14 the active power error514

between RMS and EMT for the three different cases. Apart from the poor phase515

margin and the oscillatory response of the active power due to the decrease of the516

phase margin, it can be noticed that the maximum error between the RMS and517

EMT models is relatively higher for the 2nd and 3rd cases. This indicates that the518

phase margin predicted by the RMS model appear rather optimistic compared to519

the EMT model. Moreover, it can be seen that by increasing the frequency droop,520

the gain margin of the open loop system deteriorates, which leads to a higher521

influence of the line resonance on the angle dynamics. Lastly, compared to the522

power synchronization loop, we can observe that the error between the RMS and523

EMT is similar for the 1st and 2nd cases, where it is relatively higher for the 3rd
524

case.525

4.2. Validation on 2-Bus system - Line outage526

To further validate the conditions, we consider a line outage in the system527

depicted in Fig. 15, which is simulated as a step decrease of the SCR value, while528

the X/R remains the same.529

4.2.1. Power synchronization loop530

Fig. 16 shows the active power signal for a change of the SCR from 3 to531

1 in the case of power-synchronization loop control scheme. We want to show532

the effect of the damping resistor control gain kv on the mismatch between the533

RMS and EMT modeling of the converter. In Fig. 16, we show the trajectory534

of the active power signal. In the left figure, kv is equal to 0.1333 and in the535

right figure kv is equal to 0.4. As it can be seen, the mismatch between the RMS536

and EMT model is higher in the left figure where the value of kv is smaller and537

the RMS model of the converter is inadequate of capturing the maximum active538

power deviation. This comes to show the effect of damping ratio of the mode539

associated with the line dynamics. In particular, using the expression gm,min =540
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Figure 16: Trajectory of the active power signal for a sudden drop of the SCR from 3 to 1 - Power
synchronization loop. In the left figure the value of kv = 0.1333 and in the right kv=0.4.
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Figure 17: Trajectory of the active power signal for a sudden drop of the SCR from 3 to 1 - Virtual
synchronous generator. In the left figure the value of kv = 0.1333 and in the right kv=0.4.

(kv + Rg)
20
Lg

, where Rg = 0.0333 and Lg = 0.333 at pre-fault state and Rg = 0.1541

and Lg = 1 at post-fault, we can calculate the minimum gain margin of the open542

loop system Gol(s). For kv = 0.133, although the gain margin is sufficiently large543

(gm,min = 10) at pre-fault state, it decreases significantly gm,min = 4.66 due to the544

event. For kv = 0.4, the value of the gain margin is higher than 10 both at pre-545

and post-faults, which improves significantly the damping of the line resonance546

and therefore minimizing the error between the RMS and EMT model. Moreover,547

it can be seen that higher value of kv limits the maximum active power deviation548

and consequently improves the dynamic performance of the system. It should549

be mentioned, however, that large values of kv can decrease the bandwidth of the550

active power control and also deteriorate the phase margin of the open loop system551

[22], which implies that there is a trade-off between transient performance and552
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Figure 18: Test case system containing a single-line diagram of two grid-forming converters, one
using Power Synchronization Loop (PSL) active power control and the other the Virtual Syn-
chronous Generator (VSG). The grid-forming converters are connected to an equivalent variable
frequency AC grid and a load.

maximum bandwidth of the active power controller of the grid-forming converter.553

4.2.2. Virtual synchronous generator554

Similar observations can be made in the case of the virtual synchronous gen-555

erator control scheme, see Fig. 17. As it can be seen the mismatch between the556

RMS and EMT model is higher in case of a smaller kv value. Also it can be no-557

ticed from the left figure that the settling time of the active power signal increases.558

This is due to the fact that higher value of kv decreases the phase margin of the559

open loop system and consequently the damping ratio corresponding to the modes560

associated with the active power controller deteriorates.561

4.3. Multi-converter topology562

To validate if the conditions are valid in case of nearby connections of grid-563

forming converters, we consider the grid topology depicted in Fig. 18. Two events564

are realized: (i) line outage at t=0.1 s and (ii) generation loss equal to 1000 MW at565

t=0.55 s. Before the line outage, the output impedance for both of the converters566

is equal to Lg = 0.415 and Rg = 0.0366 and after the line outage is equal to567

Lg = 0.48 and Rg = 0.0453. Both converters are of identical rated power. The568

converter utilizing the power synchronization loop operates with an active power569

equal to 0.2 pu at pre-fault state and the virtual synchronous generator with an570

active power equal to 0.5 pu. The control settings of the active power control loop571

for the converters are as follows:572

• PSL: Kp = 0.0417, Kq = 0.2 and kv = 0.197573
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Figure 19: Trajectory of the active power signal of the two converters.

• VSG: Kp = 0.0135, ωf = 0.074, Kq = 0.2 and kv = 0.197574

From Fig. 19, it can be concluded that the mismatch between the RMS and EMT575

models of the system is negligible (a bit higher in the case of power synchroniza-576

tion loop) when considering events that may occur in the transmission grid, as577

long as the control parameters are selected based on the conditions presented in578

Section 3 of the paper.579

4.4. Validation on Large system580

The presented sufficient conditions are evaluated on a modified version of the581

IEEE 39 bus system, which is depicted in Fig. 20. The system parameters, the582

control gains and the components comprising the test case can be found in [27].583

A grid-forming converter is placed on bus 40. For the analysis and the validation584

of the phasor approximation model, we simulate a step change of Pref from 0 to585

200 MW. The simulations have been performed in PowerFactory, using the RMS586

and EMT simulation methods [28].587

4.4.1. Power synchronization loop588

Fig. 21 depicts the active power response for the 3 different cases. Similar589

to the previous case and the 2 bus system, it is evident that the active damping590

controller mitigates the effect of the line resonance on the angle dynamics. Con-591

sequently, the mismatch between the RMS and EMT simulation methods is in-592

significant. As in the 2 bus system, for high values of frequency droop and smaller593

value of kv the mismatch between the RMS and EMT model of the converter is594

significantly larger.595
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Figure 21: Active power response of power synchronization loop - Powerfactory. Left figure: Case
1, Middle figure: Case 2, Right figure: Case 3

4.4.2. Virtual Synchronous Generator596

For the analysis three cases have been considered; the control parameters ωf597

and Kp are the ones that are used for the one bus system configuration. Fig, 22598

depicts the active power response of the synchronous generator. As it can be seen599

the higher the frequency droop, the smaller becomes the phase margin of the open600

loop system, which leads to high low frequency oscillations, as well as decrease601

of the gain margin of the open loop system. Similar to the previous case and the 2602

bus system, we can observe a mismatch between the RMS and EMT models in the603
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Figure 22: Active power response of virtual synchronous generator - Powerfactory. Left figure:
Case 1, Middle figure: Case 2, Right figure: Case 3

maximum value of the active power signal, as well as a small phase shift between604

the two responses.605

5. Conclusion606

In this paper, we study the appropriateness of phasor-approximation models607

when simulating grid-forming converters. We present sufficient conditions for the608

control gains of outer loops of the grid-forming converter, that enable transmission609

system operators to use the RMS model of the grid-forming converter for moni-610

toring its active power exchange with the grid. We also provide sufficient bounds611

for the control gains that ensure the stability of the full-detailed model. We pro-612

vide expressions that can be used for sufficient damping of the line resonance and613

mitigation of the impact of network line dynamics on angle dynamics. Lastly, we614

demonstrate that in the case of the power synchronization loop, the RMS model615

is unable to detect the system instability for relative small value of the frequency616

droop, as long as the active damping controller is neglected. On the contrary, for617

the virtual synchronous generator, the RMS and EMT models can differ on the618

phase response (depending on the ratio of the damping and inertia parameter), as619

well as on the maximum active power deviation caused by the poor gain margin620

of the open loop system.621

Future work is intended to investigate the impact of a slower voltage droop622

controller (low pass filter on the reactive power) and different classes of grid-623

forming converters on the appropriateness of RMS modeling.624

Appendix A. Derivation of the transfer function describing the plant dy-625

namics626

We derive the transfer function describing the relation between ∆θ and ∆i,627

while accounting for the impact of voltage droop on the active power regulation.628
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We consider that U = Uset+∆U and Us
c = Us at steady state. Using perturbation629

quantities of θ, U and i, (4) is expressed as:630

Uset + ∆U −
(
R+ [s+ j(ω1 + ∆̇θ)]Lg

)
(i0 + ∆i) = Use

−j(θ0+∆θ). (A.1)

where, ∆U = −Hhp(s)∆i + Kq∆iq if neglect the term ∆U∆iq = 0. The term631

e−j∆θ ≈ 1− j∆θ. The approximation stands for small variation of ∆θ ≈ 0, since632

cos (∆θ) ≈ 0 and sin (∆θ) ≈ ∆θ. This can be explained by:633

e−j∆θ = cos (∆θ)︸ ︷︷ ︸
1

− j sin (∆θ)︸ ︷︷ ︸
j∆θ

. (A.2)

After these simplifications (A.1) is expressed as:634

−Kq∆iq + [Rg +Hhp(s)+(s+ jω1)Lg]∆i = j(Use
−jθ0 − sLi0)∆θ

+Uset − (Rg + jω1Lg)i0 − Use−jθ0︸ ︷︷ ︸
=0

(A.3)

where Uset− (Rg+jω1Lg)i0−Use−jθ0 = 0 (steady state condition). Using (A.3),635

we can derive the relation between ∆θ and ∆i:636

[
Hhp(s) +Rg + Lgs −Kq − ω1Lg

ω1Lg Hhp(s) +Rg + Lgs

]

︸ ︷︷ ︸
A

∆i =

[
ω1Lgid0 + iq0(Rg + Lgs)

ω1Lgiq0 − id0(Rg + Lgs) + Uset

]

︸ ︷︷ ︸
B

∆θ.

(A.4)

where A−1B provides the relationship between ∆θ and ∆id,q and is a vector of637

two rows and one column. We consider that Gθid(s) = ∆id
∆θ

, Gθiq(s) = ∆iq
∆θ

and638

Gθ∆i(s) = [Gθid(s) Gθiq(s)]
T . Similar to [22], by using perturbation variables we639

can express the active power variation of the VSC as:640

∆P = <(Uset∆i∗ + i∗0∆U). (A.5)

Substituting (A.4) into (A.5) and considering that ∆U = −HHP(s)∆i+Kq∆iq641

yields:642

∆P = <(UsetG
∗
θ∆i(s)− i∗0Hhp(s)Gθ∆i(s)) + i∗0KqGθiq(s)︸ ︷︷ ︸

GθP (s)

∆θ. (A.6)
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Lastly, to extract the transfer function of the plant dynamics corresponding643

to the RMS model, we set the Laplace operator s in (A.3) equal to zero. We do644

that in order to extract the transfer function e(s) which represents the difference645

between the RMS and EMT model of the active power controller.646

Appendix B. Grid-forming converter parameters647

Table B.3: Converter parameters

Parameter Value Parameter Value
Rated power 1000 MVA filter inductance 0.15 pu

Rated AC voltage 320 kV filter capacitance 0.066 pu
Rated DC voltage 640 kV filter resistance 0.005 pu

Switching frequency 5 kHz Current controller proportional gain 2.3873
Current controller integral gain 25 Voltage controller proportional gain 0.59
Voltage controller integral gain 736 Voltage/current feed-forward terms 1
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Abstract—This paper introduces for the first time, to our
knowledge, a framework for physics-informed neural networks
in power system applications. Exploiting the underlying physical
laws governing power systems, and inspired by recent develop-
ments in the field of machine learning, this paper proposes a
neural network training procedure that can make use of the
wide range of mathematical models describing power system
behavior, both in steady-state and in dynamics. Physics-informed
neural networks require substantially less training data and can
result in simpler neural network structures, while achieving high
accuracy. This work unlocks a range of opportunities in power
systems, being able to determine dynamic states, such as rotor
angles and frequency, and uncertain parameters such as inertia
and damping at a fraction of the computational time required
by conventional methods. This paper focuses on introducing the
framework and showcases its potential using a single-machine
infinite bus system as a guiding example. Physics-informed neural
networks are shown to accurately determine rotor angle and
frequency up to 87 times faster than conventional methods.

Index Terms—deep learning, neural network, power system
dynamics, power flow, system inertia.

I. INTRODUCTION

Machine learning techniques demonstrate impressive results
for a range of highly complex tasks, especially where an
accurate mathematical representation of the problem cannot
be obtained. Applications include image recognition, robotics,
weather forecasting, and others [1]. In power systems, decision
trees and neural networks have been shown to solve com-
putational problems both in dynamics and optimization at a
fraction of the time required by traditional approaches, being
up to three order of magnitude faster [2]–[6].

Up to this point, however, machine learning methods applied
to power systems (and other physical systems) were largely
agnostic to the underlying physical model. This made them
heavily dependent on the quality of the training data, it
required large training datasets, and oftentimes complex neural
network structures. Despite recent efforts for efficient creation
of datasets with encouraging results [7], [8], generating the
required training dataset size still requires substantial compu-
tational effort. In this work, inspired by [9], [10], we reduce
the dependency on training data and complex neural network
structures by exploiting inside the neural network training the
underlying physical laws described by power system models.

This is the first work, to our knowledge, that proposes
physics-informed neural networks for power system applica-
tions. It introduces a neural network training framework that
can exploit the underlying physical laws and the available
power system models both for steady-state and dynamics.
Following recent approaches reported in [9], [10], we incor-
porate the power system differential and algebraic equations

inside the training procedure. Exploiting advances in auto-
matic differentiation [11] that are implemented in Tensorflow
[12], we can directly compute derivatives of neural network
outputs during training, such as the rotor angle, and build
neural networks able to accurately capture the rotor angle
and frequency dynamics. Our approach (i) requires less initial
training data, (ii) can result to smaller neural networks, while
(iii) demonstrating high performance.

Physics-informed neural networks introduce a novel tech-
nology that may lead to a new class of numerical solvers [10]
as well as dynamic state estimation techniques [13]. Within
power systems, they have the potential to solve systems of
differential-algebraic equations at a fraction of computational
time required for conventional methods, are able to directly
determine the value of state variables at any time instant t1
(without the need to integrate from t0 to t1), and can handle
directly higher-order differential equations without the need to
introduce additional variables to solve a first-order system.

In this paper, we present the main principles for the appli-
cation of physics-informed neural networks of [10] in power
systems, focusing on power system dynamics and using the
swing equation as an example. Besides obtaining solutions to
ordinary differential equations, we demonstrate how the same
methods can be used to estimate uncertain parameters such as
inertia and damping. The contributions of our work are:

1) We propose physics-informed neural networks to (i)
accurately determine solutions of differential equations
and, thus, values of power system dynamic states, such
as rotor angle and frequency, and (ii) identify uncertain
power system parameters. Contrary to previous ap-
proaches, physics-informed neural networks utilize the
underlying physical model, lead to significantly reduced
computation time and need less training data.

2) For the single machine infinite bus (SMIB) system, we
show that physics-informed neural networks (i) predict
system dynamics with high accuracy at a fraction of the
computational time required by conventional approaches
(28-87 times faster in our study), and (ii) can identify
with high accuracy uncertain system parameters such as
inertia and damping.

This paper is structured as follows: Section II describes the
employed power system model and introduces the architecture
of physics-informed neural networks. Section III presents
simulation results demonstrating the performance of physics-
informed neural networks. Section IV discusses the challenges
and the opportunities emerging from the successful application
of this concept. Section V concludes. The code to reproduce
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Fig. 1. Single machine infinite bus system

the simulation results is available online [14].

II. METHODOLOGY

A. Physical Model for Power System Dynamics
Power system dynamics, in their simplest and most common

form, are described by the swing equation, neglecting trans-
mission losses and bus voltage deviations. For each generator
k, the resulting system of equations can then be represented
by [15], [16]:

mk δ̈k + dk δ̇k +
∑

j

BkjVkVj sin(δk − δj)− Pk = 0 (1)

where mk defines the generator inertia constant, dk represents
the damping coefficient, Bkj is the {k, j}-entry of the bus
susceptance matrix, Pk is the mechanical power of the kth

generator, Vk, Vj are the voltage magnitudes at buses k, j
and δk, δj represent the voltage angles behind the transient
reactance. δ̇k is the angular frequency of generator k, often
also denoted as ωk.

1) Single Machine Infinite Bus (SMIB) System: The single-
machine infinite-bus system, shown in Fig. 1, has been widely
used to understand and analyze the fundamental dynamic
phenomena occurring in power systems. As the focus of
this paper is on the introduction of physics-informed neural
networks for power systems, we will use this system as a
guiding example. Note though that our proposed framework
is general. Future work will focus on larger, more complex
systems. The swing equation (1) for the SMIB system is given
by:

m1δ̈ + d1δ̇ +B12V1V2 sin(δ)− P1 = 0 (2)

In the rest of this paper, we will show how physics-informed
neural networks can accurately estimate both rotor angle δ
and frequency δ̇ while P1 varies within [Pmin, Pmax], and can
identify uncertain parameters such as m1 and d1.

B. Physics-Informed Neural Networks
In the following, we explain the general architecture of

physics-informed neural networks, and detail its application to
the SMIB system. Feed-forward neural networks are composed
of the input layer, fully connected hidden layers having a non-
linear activation function at each neuron, and the output layer.
Between each layer a weight matrix W and bias b is applied.
During training, weight matrices and biases are optimized to
minimize an objective function which usually penalizes the
deviation of the neural network prediction from the training
data. Neural networks are universal function approximators as
they can, in theory, learn any unknown function between some
inputs and outputs. Therefore, neural networks could be used
to directly learn the nonlinear mapping between the inputs
and the outputs of differential equations, such as (2). Not
taking into account the underlying physical model, however,
will require large amounts of training data and a large neural

Neural
Network

(NN)

x

t

u(t, x)

Differentiate
NN Output u(t, x)

and apply (4)

f(t, x)

Fig. 2. General structure of a physics-informed neural network: it predicts the
output u(t, x) given inputs x and t. Then, using automatic differentiation [11]
of the same neural network, the partial derivatives of u(t, x) are computed,
and f(t, x) is evaluated. The parameters λ are either assumed to be known,
or are optimized as part of the neural network training. During training, the
neural network weights and biases are adjusted according to loss function
(5), which minimizes the deviation of both the output prediction u(t, x) from
ground truth and f(t, x) from 0.

network size. The work in [10] introduced a framework for
physics-informed neural networks which we will rely on in the
following. Considering physical laws during training allows to
bound the space of admissible solutions to the neural network
parameters, which translates to a lower requirement in both
the amount of training data and neural network size.

Following notation similar to Ref. [10], the general form
of the functions that the physics-informed neural network can
approximate is:

∂u

∂t
= −N [u;λ] , x ∈ Ω, t ∈ [0, T ] (3)

where u(t, x) is the solution and N [u;λ] is a nonlinear opera-
tor connecting the state variables u with the system parameters
λ. The term t denotes time and x the system input. The domain
Ω can be bounded based on prior knowledge of the dynamical
system and [0, T ] is the time interval within which the system
evolves. The model parameters λ can be constant or unknown.
In case λ is unknown, the problem of approximating function
(3) becomes a problem of system identification, where we seek
parameters λ for which the expression in (3) is satisfied. To
enforce the physical law describing the dynamical system we
define the physics-informed neural network f(t, x):

f(t, x) =
∂u

∂t
+N [u, λ] (4)

Note that if the system parameters λ are known the nonlinear
operator N [u, λ] simplifies to N [u]. The overall architecture
is shown in Fig. 2. A neural network is used to predict u(t, x)
based on the inputs t and x. To determine f(t, x), we use
automatic differentiation [11] of the components of the neural
network predicting u(t, x). Based on this, we compute the
required derivatives of u(t, x) with respect to time t and
system inputs x. As a result, the neural network predicting
f(t, x) has the same parameters compared to the neural net-
work predicting u(t, x), but different activation functions. The
shared parameters of the two neural networks are optimized
by minimizing the loss function:

MSE = 1
Nu

Nu∑

i

|u(tiu, x
i
u)− ui|2

︸ ︷︷ ︸
MSEu

+ 1
Nf

Nf∑

i

|f(tif , x
i
f )|2

︸ ︷︷ ︸
MSEf

(5)

where MSEu denotes the mean squared error loss correspond-
ing to the initial data, Nu is the total number of training data,
MSEf is the mean squared error at a finite set of collocation
points and Nf is the total number of collocation points. The



number of collocation points and training data influence the
prediction accuracy and the computational time to optimize
the loss function. The error MSEu enforces the boundary
conditions of the independent variables x and MSEf enforces
the physics of the dynamical system imposed by the condition
(3), i.e. it penalizes deviations of the predicted physical law.
Given a training data set and known system parameters λ,
we seek to find the parameters (weights and biases) of the
neural networks which minimize (5). If the parameters λ are
unknown, we train for the same objective but consider the
system parameters as additional variables.

1) Physics-informed neural networks capturing power sys-
tem dynamics: We show how physics-informed neural net-
works can be used to derive δ and ω = δ̇ of the swing
equation (2) at any time instant t and for a range of me-
chanical power P1. We assume that the system parameters
λ := {m1, d1, B12} are known and the voltages V1 and V2 are
fixed. As a result the system input is defined as x := {P1}.
In contrast with conventional numerical solvers, which require
the conversion of higher-order ordinary differential equations
(ODEs) to first-order in order to solve them (by introducing
additional variables), physics-informed neural networks can
directly incorporate higher-order ODEs, as we show in (7).

Incorporating (2) to the neural network, function (4) is given
by:

u(t, x) := δ(t, P1), (6)

fδ(t, P1) = m1δ̈ + d1δ̇ +B12V1V2 sin(δ)− P1,

P1 ∈ [Pmin, Pmax], t ∈ [0, T ] (7)

The interval [0, T ] can be defined based on the time period of
interest for the dynamic simulation. The domain Ω of the input
P1 is restricted to [Pmin, Pmax]. The neural network output is
δ(t, P1). After the training phase, the frequency signal ω :=
δ̇ is extracted as a function of the estimated angle δ. As a
result, the prediction error of the frequency ω depends on the
prediction error of the angle δ and the differential method. In
the rest of the paper, we refer to this neural network structure
as NNδ .

2) Data-driven discovery of inertia and damping coeffi-
cients: Information about power system parameters such as
system inertia is of significant importance for system operators
to prevent large frequency deviations and maintain frequency
stability. As described in [16], due to varying generation of
converter-connected renewable energy sources, the inertia level
of power systems becomes uncertain and has to be estimated
(or predicted) at regular time intervals [17]. Physics-informed
neural networks can be used to address the problem of system
identification and data-driven discovery of partial differential
equations. For this case, we define m1 and d1 as unknown
parameters in (7). The structure of the physics-informed neural
network remains the same, with the only difference that a
subset of the system parameters λ are now treated as additional
variables when minimizing (5) during neural network training.

III. SIMULATION & RESULTS

A. Simulation Setup
Besides an initial training set, to assess the neural network

performance we also need an extensive test data set. To create
the training and test data sets we use the numerical solver

ode45 in MATLAB with a time step of 0.1s and time interval
T = [0, 20s], resulting in 201 time steps for each trajectory.
The voltage magnitudes V1 and V2 are equal to 1 p.u. and
B12 = 0.2 p.u. In our first case study, we assume system
inertia and damping are known, and that the system is not
at an equilibrium. Assuming an uncertain active power input
in the range P1 = [0.08, 0.18] and initial values for δ and ω
equal to 0.1 rad and 0.1 rad/s, we generate 100 trajectories.
As a result, our entire test and training dataset consists of
20′100 samples. We consider the interval from [0.08, 0.18] to
show the capability of the physics-informed neural network to
accurately predict trajectories for uncertain power injections.
For values larger than 0.18, the system becomes unstable,
and for values lower than 0.08 multiple oscillations occur.
For these regimes, we observe lower prediction accuracy, and
different trained physics-informed neural networks could be
used to achieve high accuracy in each of these regimes.

In our second case study, inertia and damping are also
unknown parameters. Given scattered observed data about
active power, frequency and angle measurements, our goal is
to identify the parameters m1 and d1 of (7), as well as to obtain
the trajectory of δ. Considering that the levels of inertia and
damping vary, we assign 10 different values to m1 and d1 that
lie within the range of [0.1, 0.4] and [0.05, 0.15], respectively.
To this end, for each of the 10 pairs {m1, d1} we generate 40
trajectories.

Next, before starting the training procedure, as usual for
neural networks, we need to determine an appropriate number
of hidden layers and number of neurons per layer, the amount
of training data Nu and the number of collocation points Nf .
We carried an extensive investigation of the appropriate values
for each of those parameters, assessing the relative L2 error
between the predicted and the exact solution of δ(t, P1) and
ω(t, P1) for a range of different configurations. In the case
studies, we report results only for the most suitable configu-
ration, which achieved the lowest L2 error. Similar to [10], as
the required amount of training data Nu is very small (only 40
data points), we use a gradient-based optimization algorithm
to optimize the loss function MSE = MSEu+MSEf in (5).
We perform neural network training and testing in TensorFlow
on a laptop (Intel Core i7 3.9 GHz, 32-GB RAM, single
NVIDIA GeForce 940MX 2-GB). The hidden layers of the
neural network use hyperbolic tangent activation functions.
The code to reproduce the results is available online [14].

B. Data-driven solution of frequency dynamics through
physics-informed neural networks

The following parameters were selected to obtain the lowest
L2 error on the test data: we select a set of Nu = 40 randomly
distributed initial and boundary data across the entire spatio-
temporal domain, Nf = 8′000 collocation points, and a 5-layer
neural network with 10 neurons per hidden layer. Observe that
compared to conventional neural network approaches, we only
need a very small amount of samples (Nu = 40). Increasing
Nu in our simulations, led to over-fitting to the training data.
Training took 223 seconds and the relative L2 error between
exact and predicted solutions on the 11′600-points test dataset
is 1.34 · 10−2. Fig. 3 depicts the comparison between the
predicted and the actual trajectory of the angle δ(t) and the
frequency ω(t). The best and worst {δ, ω} estimation during
different active power inputs P1 in terms of L2 error on both
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Fig. 3. Comparison of the predicted and exact solution for the angle δ(t)
and frequency ω(t) with the physics-informed neural network NNδ . Note
that to compute the frequency ω(t) we perform numerical differentiation of
the angle δ(t) using a Newton method. In the left figures, we show the most
accurate estimation of the trajectory of δ(t) and ω(t), with a relative L2 error
of 2.37 · 10−2. In the right figures, we show the least accurate estimation of
the trajectory of δ(t) and ω(t), with a relative L2 error of 2.55 · 10−4.

training and test sets are depicted in the left and right side
of the figure, respectively. To extract the frequency ω we
differentiate the signal associated with the angle δ. To this
end, we numerically approximate the derivative of a function
as: ω(t) = limh→0

δ(t+h)−δ(t)
h . The value of h depends on

the simulation time step. In this study, we generated the
trajectories with a fixed step of h = 0.1s. In future work, we
will use automatic differentiation [11] to extract the frequency
directly from the physics-informed neural network. It can be
observed that the physics-informed neural network is able to
predict the trajectory of the angle δ(t) with high accuracy, and
that the frequency signal ω(t) can be successfully recovered
using numerical differentiation.

After training, we evaluate the neural network performance
in terms of computational speed required for solving the
differential equation defined by (2). For 100 different initial
conditions of (2), the ode45 solver takes on average 0.45 s to
solve the differential equations and the neural network only
0.016 s, resulting to a speed-up of factor of 28. We expect
that for larger systems the computational speed-up will be
even higher, as solving large-scale differential equations is
computationally very expensive, whereas the evaluation of a
trained neural network remains computationally low even for
large network sizes. Additionally, and most importantly, the
physics-informed neural network can directly determine δ at
any specified time step δ(t1, P1), whereas numerical methods
always have to start integrating from the boundary conditions
at t = t0 until they reach t = t1. The computational time
for evaluating any random time step (e.g. at t1 = 10 s) is
4 · 10−3 s, whereas integrating from t0 = 0s up to t1 = 10 s
with the ode45 solver takes 0.35 s, resulting to a substantial
speed-up of almost two order of magnitude for the physics-
informed neural network (87 times to be exact). This illustrates
the capability of physics-informed neural networks to predict
directly the solution to higher-order differential equations with
high accuracy and low computational cost, offering significant
advantages over classical numerical integration tools.

1) Predicting both angle δ and frequency ω as separate
neural network outputs: Within our investigations, we also
attempted to train a physics-informed neural network that
considers δ and ω as separate outputs, essentially setting
fω = δ̇− ω and fδ = m1ω̇+ d1ω+B12V1V2 sin(δ)−P1. To
obtain the lowest L2 error in this case, we had to select again a
set of Nu = 40 randomly distributed initial and boundary data,
a 5-layer neural network with 10 neurons per hidden layer,
but a set Nf = 50′000 collocation point (instead of 8′000 in
the previous case) . The model training took approximately 30
minutes as more collocation points Nf are required to obtain a
satisfactory prediction error. Considering that δ(t) and ω(t) are
predicted as separate outputs, the relative L2 errors between
the exact and predicted solutions are 9.43·10−2 and 1.51·10−1,
respectively, and are higher than for the NNδ structure. It
becomes obvious that the neural network architecture with
the single output δ (and subsequent numerical differentiation
to determine ω) is preferable in terms of training time and
predictive accuracy.

C. Data-driven discovery of inertia and damping coefficients
through physics-informed neural networks

In this subsection, we evaluate the performance of the
physics-informed neural network to predict system inertia and
damping from observed trajectories. In this case study, we
assume that m1 and d1 are unknown, and instead we have
a set of limited training datapoints {t, P1, δ}. Contrary to
the usual practice of first training a neural network and then
using it, our objective here is exploit the physics-informed
neural network training procedure to determine m1 and d1.
To illustrate the effectiveness of this approach, we perform
this analysis for 10 different pairs of {m1, d1} and evaluate
the average predictive accuracy. We select a set of Nu = 100
randomly distributed points across the spatio-temporal domain
from the exact solutions of (2) for each inertia level. A 5-layer
neural network with 30 neurons per hidden layer is trained for
each inertia level with the corresponding trajectories in order to
predict the system parameters and δ(t). The resulting average
errors for predicting m1 and d1 over the 10 different cases
are 0.74% and 1.28%, respectively. The average training time
of the neural network to identify the system parameters was
less than 60 seconds. This means that with a limited training
dataset, and within 60 seconds, we can accurately predict the
inertia and damping level of a system. Considering that the
swing equation (2) is often used to approximate the aggregate
dynamic behavior of large power systems, these results demon-
strate that physics-informed neural network show substantial
potential to not only accurately derive δ and ω but also predict
both system inertia and damping. Last but not least, the relative
L2 errors between the exact and predicted solutions for the
phase angle are less than 10−1 over the 10 different cases of
{m1, d1}. This shows the potential of physics informed neural
networks to be used as a dynamic state estimator, when the
model parameters are unknown [13].

IV. DISCUSSION AND OUTLOOK

This work introduces for the first time in power systems
a neural network training procedure that explicitly considers
the underlying differential and algebraic equations describing
power system behavior. This unlocks a series of opportunities
in power systems, as physics-informed neural networks may



be able to accurately determine the solution of differential-
algebraic sets of equations several orders of magnitude faster
than traditional methods relying on numerical integration. Still,
to unlock this potential, there are several challenges to be
addressed.

a) Number of training data: Besides the limited num-
ber of training data, physics-informed neural networks as
described in this paper need to generate a substantial number
of collocation points. In our case studies, we used Nu = 40
points as input data and Nf = 8′000 collocation points. It
is expected that for larger systems, a much larger number
of collocation points will be necessary, which will result
to a longer training time. In our future work, we plan to
investigate methods using Runge-Kutte integration schemes
such as the ones proposed in [10] which can eliminate the
need for collocation points.

b) Scalability: Although the swing equation is a good
first approximation for first-swing instability, and single-
machine infinite-bus systems are still used as aggregate models
of large power systems, we still need to explore what are the
computational needs if we were to apply these methods in
large scale power systems and how to address the associated
challenges related to the neural network training. Particularly,
the comparison with numerical solvers and approximation
techniques like polynomial fits will serve as a benchmark.

c) Range of applications: As shown in this paper,
physics-informed neural networks can determine two orders
of magnitude faster the rotor angle and frequency at any
time instant for uncertain power inputs. At the same time,
they can accurately identify uncertain parameters such as
inertia and damping. Future applications must also assess
cases that include both stable and unstable equilibria, a wide
range of different dynamic phenomena, including small-signal
stability, voltage stability and converter dynamics [18], discrete
events, such as protection actions, as well as power system
optimization, among numerous others. In our simulation study,
we observed high accuracy for a single stable swing prediction,
but for different regimes such as multiple oscillations or un-
stable conditions, different physics-informed neural networks
might have to be trained. We also need to examine if such
neural networks can capture discrete events, such as protection
actions, or if we need to develop a hybrid approach, using
physics-informed neural networks as a numerical solver only
during the continuous dynamics before and after a discrete
event. For power system applications, physics-informed neural
networks can (and should) be combined with neural network
verification methods, see [19]. In this way, they would no
longer be considered a black box, but instead we would be
able to extract formal guarantees for their behavior.

V. CONCLUSIONS

To the best of our knowledge, for power system appli-
cations, this is the first paper to propose physics-informed
neural networks. Explicitly considering the power system
governing equations, we are able to determine the solution of
differential-algebraic systems of equations at a fraction of the
time required for conventional numerical approaches. Physics-
informed neural networks require substantially less training
data, while achieving high accuracy, due to the inclusion
of the underlying swing equation. This paper introduces the
general framework and presents results for a single-machine

infinite-bus system. In our case studies, we demonstrate how
physics-informed neural networks can accurately determine
the rotor angle and frequency 87 times faster than conventional
numerical methods. We further demonstrate their successful
identification of uncertain system parameters such as inertia
and damping from a limited set of input data. Our results show-
case the potential for successful application of these methods
in larger systems, unlocking a series of opportunities for power
system security and optimization, achieving good accuracy and
high computational speed. Future work will explore a series
of possible applications and potential improvements in the
training procedure.
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