Turbulent boundary layer trailing-edge noise: Theory, computation, experiment, and application

Lee, Seongkyu; Ayton, Lorna; Bertagnolio, Franck; Moreau, Stephane; Chong, Tze Pei; Joseph, Phillip

Published in:
Progress in Aerospace Sciences

Link to article, DOI:
10.1016/j.paerosci.2021.100737

Publication date:
2021

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
When the pressure fluctuations caused by turbulence vorticity in the boundary layer are scattered by a sharp trailing edge, acoustic energy is generated and propagated to the far field. This trailing edge noise is emitted from aircraft wings, turbomachinery blades, wind turbine blades, helicopter blades, etc. Being dominant at high frequencies, this trailing-edge noise is a key element that annoys human hearing. This article covers virtually the entire landscape of modern research into trailing-edge noise including theoretical developments, numerical simulations, wind tunnel experiments, and applications of trailing-edge noise. The theoretical approach includes Green’s function formulations, Wiener–Hopf methods that solve the mixed boundary-value problem, Howe’s and Amiet’s models that relate the wall pressure spectrum to acoustic radiation. Recent analytical developments for poroelasticity and serrations are also included. We discuss a hierarchy of numerical approaches that range from semi-empirical schemes that estimate the wall pressure spectrum using mean-flow and turbulence statistics to high-fidelity unsteady flow simulations such as Large Eddy Simulation (LES) or Direct Numerical Simulation (DNS) that resolve the sound generation and scattering process based on the first-principles flow physics. Wind tunnel experimental research that provided benchmark data for numerical simulations and unravel flow physics is reviewed. In each theoretical, numerical, and experimental approach, noise control methods for mitigating trailing-edge noise are discussed. Finally, highlights of practical applications of trailing-edge noise prediction and reduction to wind turbine noise, fan noise, and rotorcraft noise are given. The current challenges in each approach are summarized with a look toward the future developments. The review could be useful as a primer for new researchers or as a reference point to the state of the art for experienced professionals.

1. Introduction

Aeroacoustics is a study of flow-induced noise. This noise is generated by either aerodynamic forces acting on a surface or flow turbulence that may or may not interact with a surface. When flow turbulence interacts with a surface, the flow turbulence generates chaotic or random pressure fluctuations on this surface. When this turbulence-induced pressure fluctuations have a sudden change in the boundary condition, energy scattering occurs. This phenomenon is exemplified when a turbulent boundary layer flow passes by a sharp edge of a finite flat surface or an airfoil. During this process, strong turbulent kinetic energy is converted into acoustic energy, which propagates to the far field, as shown in Fig. 1. This aerodynamic noise is called turbulent boundary layer trailing-edge noise or simply trailing-edge noise.

Trailing-edge noise has received a lot of attention in engineering applications such as wind turbine noise, marine propeller noise, rotorcraft noise, automobile fan noise, etc. In some cases, trailing-edge noise is the most dominant noise source. For others, trailing-edge noise is a floor of noise, which is still important when this noise floor is higher than background noise and other noise sources are reduced below background noise.
Although trailing-edge noise is broadband noise, it has a distinct peak frequency where noise becomes maximum. For example, the peak frequency that is estimated based on the energetic fluctuations in the boundary layer near the trailing-edge is expressed as \( f = \delta^+ / U_m = 0.06 - 0.08 \) \(^1\) where \( f \) is a frequency, \( \delta^+ \) is a boundary layer displacement thickness, and \( U_m \) is a freestream velocity.

Trailing-edge noise is considered as non-compact, which means that the wavenumber of noise of interest is shorter than the characteristic length of a surface such as an airfoil chord length, \( c \). For example, the acoustic wavelength at the peak frequency scales as \( \lambda / c = a \delta^+ / M \) where a constant \( a \) ranges 13-18 and \( M \) is a flow Mach number \(^1\). For a high speed condition, \( \lambda / c = 0.4 - 0.6 \), which demonstrates the non-compactness. Even for low Mach number where \( \lambda / c > 1 \), high-frequency noise contents are still in non-compact range.

To authors’ best knowledge, the first paper that presented trailing-edge noise is Powell’s paper \(^2\) in 1959. He analyzed the scaling of noise source and acoustic power and postulated that trailing-edge noise scales with the velocity raised to between the fourth and fifth power and it is predominantly important at low speeds. Since this first paper, the physics of trailing-edge noise has been extensively studied for several decades. However, the last two decades have seen a large volume of research papers on this area being published. In particular, significant progress has been made in all scientific disciplines including theoretical, numerical, and experimental aspects.

The only comprehensive review paper about trailing-edge noise available is one written by Howe \(^3\) in 1978. However, this review paper covers only theoretical aspects of trailing-edge noise. Another review paper was written by Doolan and Moreau \(^4\), which only covers a subset of experimental research and data with specific applications to wind turbine noise. Since these earlier review papers are narrowly focused and do not contain recent advances, we believe that it is a right time to summarize recent technical developments of trailing-edge noise in theoretical, numerical, and experimental areas. These technical developments include sophisticated analytic models that could handle complex geometries; development of low-fidelity numerical models for industrial design purposes and of high-fidelity numerical models that are capable of revealing complex flow physics; and experimental techniques to identify noise source characteristics and explore noise reduction techniques.

In this review paper, the state-of-the-art on trailing-edge noise generation from turbulent boundary layers is broadly reviewed, where we focus on recent analytical developments and new insights from numerical simulations and experimental campaigns. Passive noise control and the applications driven by trailing-edge noise are focal points of the review, and each major section provides an outlook for future developments and contemporary challenges. The review covers virtually the entire landscape of modern research into trailing-edge noise. The review could be useful as a primer for new researchers or as a reference point to the state of the art for experienced professionals.

We start by presenting governing equations and theoretical approaches to solve the scattering of the incident pressure fields by a trailing edge in Section 2. The Green’s function approach as well as Amiet’s and Howe’s models are discussed as semi-infinite models. Then, extended versions of the Green’s function approach and the Wiener–Hopf technique for the finite chord length are presented. Notably, recent analytical developments to deal with complex geometries such as serrations are reviewed. This section includes a theory of the surface pressure spectra as well. These theoretical developments serve as the backbone of many semi-empirical models, which is part of Section 3. Semi-empirical and statistical models are introduced in conjunction with steady Reynolds-Averaged Navier–Stokes (RANS) solvers. High-fidelity Computational Fluid Dynamics (CFD), such as Large Eddy Simulations (LES) and Direct Numerical Simulations (DNS), are discussed in detail. We then present the detailed wind-tunnel test activities in Section 4. Significant efforts and various ideas toward noise reduction are reviewed. In Section 5, engineering applications of trailing-edge noise including wind turbine noise, fan noise, rotorcraft and propeller noise are discussed. Specific noise characteristics and design considerations are discussed for each application problem. At the end of the paper, in Section 6, we provide concluding remarks on each approach.

2. Theoretical approach

In this section we aim at reviewing the basic theoretical models which can be implemented to predict trailing-edge noise. The models all emanate from the classic assumptions laid out by Lighthill \(^5\) who supposed that in an aeroacoustic setting the surrounding fluid is inviscid and isotropic and thus the total pressure, \( p \), satisfies

\[
\frac{1}{c^2} \frac{D^2 p}{Dt^2} - \nabla^2 p = \frac{\partial T_{ij}}{\partial x_i \partial x_j} \quad (1)
\]

where \( T_{ij} \) is the Lighthill stress tensor approximated by

\[
T_{ij} = \rho u_i u_j \quad (2)
\]

where \( u \) is the fluid velocity, \( c \) is the speed of sound, and \( \rho \) is the total fluid density such that \( p = \epsilon^2 (\rho - \rho_0) \) with \( \rho_0 \) the mean density, and \( D/Dt \) is the material derivative. Here we have assumed unsteady fluctuations in the Mach number are small and the Reynolds number is large, which simplifies this turbulent source term. The fundamentals of a theoretical prediction of noise scattered by the trailing edge of an airfoil thus have two primary concerns; how does one solve Eq. (1) (subject to the relevant boundary conditions), and how does one model the source, \( T_{ij} \)?

With regards to the relevant boundary conditions, we begin with the most rudimentary models sketched in Fig. 2 supposing the airfoil is a semi-infinite flat plate lying in the region \( x_1 \leq 0, x_2 = 0 \), with \( x_3 \) being

Fig. 1. Schematic of trailing-edge noise generation and physics: turbulent boundary layer eddies near the trailing edge generates stochastic and unsteady pressure fluctuations on the surface. The pressure fluctuations are scattered by a sharp trailing edge and the hydrodynamic turbulent energy is converted to far-field radiating sound waves.

Fig. 2. Sketch for rudimentary trailing-edge noise models with the corresponding boundary conditions.
an infinite spanwise direction, and that the surrounding fluid has a steady uniform flow parallel to the plate of velocity magnitude \( U \) \[6,7\]. In such a case the governing equation for the pressure is supplemented by a boundary condition enforcing no through-flow;

\[
\frac{\partial p}{\partial x_2} \bigg|_{x_2=0} = 0 \quad x_1 < 0, \tag{3}
\]

and a supposed flat vortex sheet extending for \( x_2 = 0, x_1 > 0 \) over which the pressure is continuous;

\[
\Delta p|_{x_2=0} = 0 \quad x_1 > 0. \tag{4}
\]

We will therefore open this theoretical section by discussing the early fundamental solutions to Eq. (1) with these boundary conditions. The first solution by Flowses Williams and Hall (FW–Hall) is obtained via a Green’s function formulation \[6\], which allows for any source term, \( T \), and as such we do not yet address the question of modeling \( T \). The second solution by Howe \[3\] uses an alternative formulation of the governing equation (for enthalpy rather than pressure), but follows a similar Green’s function construction.

An alternative approach based on the Wiener–Hopf technique will then be discussed which, rather than relying on a Green’s function, decomposes the turbulence into surface pressure waves of a given frequency. This approach fundamentally decomposes the source term, \( T \), into single-frequency waves thus we will also discuss how one takes these single-frequency building blocks and recreates realistic boundary layer turbulence: since the theory here is linear, we can simply sum (integrate) the relevant single-source solutions for the scattered noise in the same manner as we do the sources themselves to recreate the initial turbulence. This decomposition of the source is also utilized by Amiet \[8\] who, rather than relying on the full Wiener–Hopf method, exploits the Schwartzchild solution to obtain the scattered surface pressure distribution on the plate and from there propagates a finite section of this surface pressure to the far-field via Curle’s integral. In doing so, Amiet introduces the first influences of finite chord length.

This section next also extends both the Green’s function and Wiener–Hopf frameworks to consider the effects of finite chord and discuss two new approaches which enable rapid calculation of the scattered noise in this case. Finite chord effects are important both for acoustically compact, \( ka \ll 1 \), and non-compact, \( ka \gg O(1) \), interactions, which are distinguished by their Helmholtz number, \( ka \), comprising of a typical frequency, \( k \), and typical body length scale, \( a \). Naturally, when considering a semi-infinite body, no matter how low one chooses the frequency of interaction one cannot investigate the compact regime. However, perhaps more subtly, finite chord effect can also be important for accurate prediction of high-frequency/non-compact interactions; at high-frequencies the interference of a trailing-edge source with a leading-edge effect leads to modulation of the overall acoustic far-field.

An important technique to seek to exploit this to create optimal destructive interference \[9\]. This section ends with a discussion of some of these bio-inspired noise reduction models, including trailing-edge serrations and porosity, and how one may adapt the aforementioned theoretical approaches to these new more complex boundaries.

### 2.1. Analytic models

#### 2.1.1. Green’s function approach

A Green’s function is particularly useful when the source is complex and cannot be easily manipulated analytically as may be the case arising in Eq. (1). It is most conveniently found in the frequency domain by defining the Fourier transform

\[
\hat{\beta}(x, \omega) = \int_{-\infty}^{\infty} \beta(x, t) e^{i\omega t} dt \tag{5}
\]

The transformed Green’s function, \( \hat{G}(x; y) \) in the case of zero mean flow should therefore satisfy

\[
\nabla^2 \hat{G} + k^2 \hat{G} = -4\pi \delta(x - y), \tag{6}
\]

for \( k = \omega/c \), and requires \( \frac{\partial \hat{G}}{\partial y} = 0 \) on the rigid half-plane.\(^1\) This is given by \[11\] as

\[
\begin{align*}
\hat{G} &= \frac{e^{\nu/4}}{\sqrt{\pi}} \left( e^{-ikR} \frac{k r_0}{D + R} \right)^{1/2} \cos \left( \frac{\theta - \theta_0}{2} \right), \tag{7a} \\
\hat{u}_R &= 2 \left( \frac{k r_0}{D + R} \right)^{1/2} \cos \left( \frac{\theta + \theta_0}{2} \right), \tag{7b}
\end{align*}
\]

and

\[
R = (r^2 + r_0^2 - 2r_0 \cos(\theta - \theta_0) + (z - z_0)^2)^{1/2}, \tag{8c}
\]

is the separation between the source (subscript \( s \)) and observer, and

\[
R' = (r^2 + r_0^2 - 2r_0 \cos(\theta + \theta_0) + (z - z_0)^2)^{1/2}, \tag{8d}
\]

is the separation between the image source and the observer. Finally

\[
D = ((r + r_0)^2 + (z - z_0)^2)^{1/2} \tag{8e}
\]

is the shortest distance between the source and observer by traveling via the edge of the plate. These coordinates are illustrated in Fig. 3. One must pay careful attention that \( R \neq r \) for comparison of the various models discussed in this section.

Using this Green’s function one may recover the total pressure by integrating over the volume sources,

\[
\beta(x, \omega) = \int_V \frac{\partial^2 \hat{G}}{\partial y_1 \partial y_2} dV(y). \tag{9}
\]

Numerous asymptotic regimes can be investigated analytically from this result, including the far-field pressure due to compact turbulence of volume \( A \) located close to the edge given by \[3\] as

\[
|\beta| \approx \frac{\rho v U M}{\pi} \frac{\delta}{R} A \sin(\theta/2) \sqrt{\sin^3 \phi} \tag{10}
\]

where \( v \) is the mean turbulent fluctuation velocity, \( \delta \) the characteristic turbulence correlation scale, and \( \phi \) the (azimuthal) angle between the observer direction and the edge of the half-plate. Here we see a \( \sin(\theta/2) \) directivity pattern emerging for the scattered pressure.

The general scaling law of trailing-edge noise may also be obtained from this result \[6\]; the sound intensity in the far-field due to a near-field isolated eddy is \( I \sim \rho U^3 M^2 \delta^2 / R^2 \), which scales with velocity as

\[
\begin{align*}
\delta &= \text{time}, \\
\delta &= \text{length}, \\
\delta &= \text{mass}, \quad \text{where} \quad \delta &= \text{parameter}.
\end{align*}
\]

\(^1\) The factor of \( -4\pi \) multiplying the Dirac delta function is here due to Fourier transform conventions. This convention and subsequent definitions follows Jones \[10\] exactly and thus contains this extra factor.
obtain the solution for the closest distance between the vortex and the plate. and ideal source-free two-dimensional potential flow around a half plane, vortex whose center is $x$ has also been found [12,13], which may simply replace $\tilde{G}$ in Eq. (9). Whilst more complex, these Green's functions can aid in the calculation of flap side-edge noise.

2.1.2. An alternative Green’s function formulation

Howe [3] suggested, that rather than starting from Lighthill’s equation, we should reformulate the acoustic analogy to be suited to an arbitrary mean flow where the density may not be expressed only as a function of pressure. Instead we use the ideal gas relation

$$p = \rho RT$$

(11)

where $R$ is the specific gas constant, and $T$ temperature, and reformulate the governing equations based on enthalpy, $B$, defined as

$$B = \int \frac{dp}{\rho} + \frac{1}{2} \nu^2.$$ 

(12)

This results in a general wave equation for $B$ given by [14, Eq. (4.14)]

$$\frac{D}{Dt} \left[ \frac{1}{c^2} \frac{D}{Dt} + \frac{1}{c^2} \cdot \nabla - \nabla^2 \right] B = \nabla \cdot (\omega \times v - TVS) - \frac{D}{Dt} \cdot (\omega \times v - TVS) + \frac{D^2}{Dt^2} \left( T \frac{DS}{Dt} \right) + \frac{D}{Dt} \left( \frac{1}{c_p} \frac{DS}{Dt} \right),$$

(13)

where $S$ is entropy, $v$ is the total fluid velocity, $\omega$ is the vorticity, and $c_p$ is the specific heat at constant pressure. Note, here the material derivative involves the actual fluid flow, not only the mean flow. Should heat conduction be negligible, $DS/Dt = 0$ hence the final two terms on the RHS disappear.

Howe used this formulation to evaluate the noise generated by a line vortex passing over the edge of a semi-infinite half plane in low Mach number flow at constant temperature. By linearizing about the mean flow, Eq. (13) becomes

$$\frac{1}{c^2} \frac{D^2}{Dt^2} - \nabla^2 \left[ B = \nabla \cdot (\omega \times v), \right.$$ 

(14)

with $\omega = \kappa \delta(x - x_0(t))\phi_\sigma$, and $v = v_{\phi_\sigma}(t)$ denoting the velocity of the vortex whose center is at $x_0(t)$ and has strength $\kappa$.

The path of the vortex about the edge is given in polar coordinates, $(r_0, \theta_0)$ by

$$r_0 = a \sec(\theta_0/2)$$

(15)

where $r_0$ and $\theta_0$ are measured from the edge of the half plane, and $a$ is the closest distance between the vortex and the plate.

A Green’s function, as discussed previously, can then be employed to obtain the solution for $B = p/p_0$, which then yields a far-field pressure

$$p \approx p_0 \kappa \sin(\theta_2/2) \left[ \frac{\Phi}{x} \right]$$

(16)

where $\Phi = -\sqrt{\kappa} \cos(\theta_0/2)$ corresponds to the streamfunction of an ideal source-free two-dimensional potential flow around a half plane, and $[\cdot]$ denotes evaluation at the retarded time, $t - r/c$. As the vortex crosses the streamlines of the flow on approach to the edge, noise is increased proportionally to the rate at which the vortex crosses these lines.

We recover through this approach the familiar form of the far-field noise, $\sim \sin(\theta_2)2^{1/2}$. Note of course differences in how the ‘incident’ field is defined results in different overall scalings of this fundamental scattered form. Of course, Howe’s method can also be used to predict the far-field noise due to simulated turbulent flow rather than just a single vortex by suitably adapting the source term.

2.1.3. Wiener–Hopf approach

The Wiener–Hopf approach, developed by Wiener and Hopf [15] and later made popular by Noble [16], is most convenient when the unsteady turbulent source can be characterized by a simple decomposition into planar pressure waves on the upper surface of the plate. In such a case, the total pressure may be decomposed into its incident and scattered parts, $p = p_i + p_s$ respectively. The so-called incident part, taken for a single planar pressure wave

$$p_i = P_0 e^{ik_1 x + ik_3 y - i\omega t},$$

(17)

deals with the source term of the governing equation leaving the scattered term to satisfy;

$$\frac{1}{c^2} \frac{D^2}{Dt^2} - \nabla^2 p_s = 0$$

(a)

subject to

$$\frac{\partial p_s}{\partial x^{(k_3 = 0)}} = 0 \quad x_1 < 0,$$

(18b)

and

$$\frac{\partial p_s}{\partial x^{(k_3 = 0)}} = -\frac{\partial p_s}{\partial x^{(k_3 = 0)}} \quad x_1 > 0.$$ 

(18c)

We assume the pressure convects with velocity $U_c$ which is less than the external flow velocity, $U$, hence $k_1 = 0/|U_c|$. These equations simplify for the given incident field under the following transformation

$$p_i = P_0 \phi(x, t) e^{i(k_1 x_1 + k_3 y - i\omega t)}$$

(19a)

and a Prandtl–Glaubert transformation

$$x_1 = x_1/\beta,$$

(19b)

to give

$$\nabla^2 \phi_{x_1, y} + w^2 \phi = 0$$

(20a)

subject to

$$\frac{\partial \phi}{\partial x^{(k_3 = 0)}} = 0 \quad x_1 < 0,$$

(20b)

and

$$\frac{\partial \phi}{\partial x^{(k_3 = 0)}} = -e^{i\delta_1} \quad x_1 > 0.$$ 

(20c)

where $M$ is the Mach number of the background steady flow, $\beta = \sqrt{1 - M^2}$, $k = \omega/c$, $w^2 = (k/\beta)^2 - k_1^2$, and $\delta = (k_1 + k_3 \beta^2)/\beta$. Eqs. (20) form a familiar mixed-boundary condition problem which may immediately be solved via the Wiener–Hopf technique to yield;

$$p_i(x, t) = P_0 \sqrt{-\delta - w} \frac{1}{4\pi i} \int_{I} e^{-i(k_1 - i\omega)k_1} e^{-ik_3 y} e^{i(k_1 + k_3 \beta^2)/\beta} d\delta,$$

(21)

presented in the Prandtl–Glaubert transformed space. The method of steepest descents may be applied to obtain an analytic solution for the far-field scattered noise, or one may evaluate the integral numerically to recover the scattered pressure field throughout the whole domain. The analytic far-field approximation is given by

$$p_i(r, \theta, x_1, t) \approx P_0 \sqrt{-\delta - w} \sin(\theta/2) e^{i(k_1 + k_3 \beta^2)/\beta} e^{i(k_1 + k_3 \beta^2)/\beta},$$

(22)

where $(r, \theta, x_1)$ are stretched cylindrical coordinates centered on the trailing edge of the plate. This provides a far-field functional form of

$$p_i \approx C \sin \left( \frac{\theta}{2} \right) e^{i(k_1 + k_3 \beta^2)/\beta},$$

(23)

where $C$ is a constant dependent on $\delta$ and $w$. Like the Green’s function, the directivity has the functional form of $\sin(\theta/2)$.

We mention here, for the reader familiar with the classical Wiener–Hopf solution from Jones [10], that this setup differs from Jones’
traditional setup, since there the convection speed of the surface pressure wave is assumed to be the same as the external mean flow speed, \( U = U_c \). Such an assumption tidies the algebra, although significantly reduces the accuracy of the model since it is well documented that surface waves convect at sub-freestream speeds [17].

The Wiener–Hopf method has recently been extended to include the effects of the boundary layer shear profile [18], as illustrated in Fig. 4, although due to the more complex setup a numerical factorization must be performed. The acoustic source in this case is taken to be a vortex sheet at a given height above the half-plate, which is an extension to the above gust-type source specified only on the surface. Since a numerical factorization is used, impedance boundary conditions have also be considered with relative ease.

These solutions, both in uniform flow and shear flow, use a simplistic single-frequency source. To consider fully turbulent flows, one must integrate over all waves that generate the required turbulence on the surface. We refer to this as integrating over the surface pressure spectrum, which accounts for the various pressure fluctuations on the surface due to a turbulent boundary layer. We discuss the exact formulation of the surface pressure spectrum, denoted by \( \Pi(k_1, k_3, \omega) \), and this integration at the end of this section.

### 2.1.4. Amiet approach

Amiet [19] first imposed a surface pressure along \( x_2 = 0 \) corresponding to that of the basic surface wave. Then, by extending the plate to upstream infinity, he found a scattered solution that cancels the incorrect surface wave imposed along the downstream wake. He thus considered the diffraction of a semi-infinite flat plate by invoking the Schwarzschild solution to the general problem

\[
\frac{\partial^2 \Phi}{\partial x_1^2} + \frac{\partial^2 \Phi}{\partial x_2^2} + \nu^2 \Phi = 0 \tag{24a}
\]

\[
\Phi(x_1, 0) = f(x_1) \quad x_1 \geq 0 \tag{24b}
\]

\[
\frac{\partial \Phi}{\partial x_2}(x_1, 0) = 0 \quad x_1 \leq 0 \tag{24c}
\]

This solution provides the values of \( \Phi(x_1, 0) \) along \( x_1 < 0 \) as

\[
\Phi(x_1, 0) = \frac{1}{\pi} \int_0^\infty \mathcal{G}(x_1, \xi, 0)f(\xi)d\xi
\]

where

\[
\mathcal{G}(x, \xi, 0) = \sqrt{\frac{x}{\xi}} e^{i\frac{2\pi}{\xi}(x-x)} \tag{25}
\]

This solution provides only the unknown \( \Phi \) along the boundary \( x_2 = 0, \ x_1 < 0 \), and is equivalent to evaluating the Wiener–Hopf solution here. The benefit of the Schwarzschild solution is that it is simpler to implement for an arbitrary \( f(x_1) \), whereas in the Wiener–Hopf approach one would have to ‘split’ this function which may require numerical contour integration.

The jump in total (scattered and initial) surface pressure along the plate lying in the region \( x_1 < 0 \) is then given by

\[
\Delta P(x_1, \omega, U_c) = P_0 [(1 + i)E^* \left( -x_1 \right) [1 + \mu \left( \frac{1}{M} \right) + k_1] - 1 \} e^{-ik_1 x_1}] \tag{27}
\]

where recall \( U_c \) is the convection speed of the surface pressure wave, and \( k_1 = \omega / U_c \). We further define \( \mu = \frac{M \omega}{U \beta^2} \). The Fresnel function \( E^* \) is given by

\[
E^*(x) = \int_0^\pi (2\pi \xi)\frac{i}{2} e^{i\xi^2} d\xi. \tag{28}
\]

This is equivalent to the semi-infinite Wiener–Hopf approach.

The total far-field noise, \( p = p_i + p_s \) is obtained from the jump in total surface pressure, \( \Delta P \), via Curle’s analogy yielding the radiation integral [8]

\[
p(x, \omega) = \frac{-i\omega x_1}{4\pi c_0^2 \sigma^2} \int_0^{\pi/2} \int_{-\pi/2}^{\pi/2} \Delta P e^{i\omega R_i / \sigma} d\gamma d\chi \tag{29}
\]

where \((x_1, x_3, x_4)\) denotes the observer locations with the origin at the trailing edge, and \( L \) denotes the finite span of the plate which is non-dimensionalized with respect to the plate semi-chord. The terms \( S_0 \) and \( R_i \) denote radial directions to the observer which account for convection. Given the expression Eq. (27) for \( \Delta P \), one can evaluate this integral to obtain a transfer function from the initial single-frequency gust, to its far-field acoustics, and from there integrate over a turbulent spectrum (discussed later) to approximate the far-field noise as

\[
S(\omega) = \left( \frac{ax_1}{2\pi c_0 \sigma^2} \right)^2 I_s(\omega) L |\mathcal{L}|^2 \Phi_p(\omega) \tag{30}
\]

where \( \sigma^2 = \beta_1^2 + \beta_2^2, \beta_2^2 = 1 - M^2 \), \( |\mathcal{L}| \) is the norm of the transfer function of the airfoil at the location \((x_1, x_2)\), and \( \Phi_p(\omega) \) is the surface pressure spectrum near the trailing-edge. The quantity:

\[
l_s(\omega) = \frac{1}{\Phi_p(0, 0)} \int_0^\infty \Phi_p(x, 0) dx \tag{31}
\]

is a spanwise length scale for the surface pressure turbulence. Further discussion of the surface pressure spectrum will be given at the end of this section. Roger and Moreau [20] added a factor of 2 in \( \Delta P \) in Eq. (29) to account for the scattering effect from the opposite side. This yields a factor of 4 in the acoustic spectrum or Eq. (30).

### 2.1.5. Howe’s approach

Howe also calculated the surface pressure using his alternative formulation [3] for a single surface pressure wave and determined a similar expression for the far-field acoustic spectrum in terms of the surface pressure spectrum.

\[
S(\omega) = \frac{M \omega \sin \theta \sin \gamma}{4\pi c_0^2 \sigma^2} \int_0^{\pi/2} \int_{-\pi/2}^{\pi/2} \omega \Delta P e^{i\omega R_i / \sigma} d\gamma d\chi \tag{32}
\]

where \( M_{\theta} = M_{\omega} \frac{M \omega x_1}{M_{\theta}} / R, M_{\omega} = M_{\omega} x_1 / R, M_{\theta} = M_{\omega} x_1 / R \) are the relative Mach numbers in the direction of the observer, with \( M_{\theta} \) the Mach number of the external mean flow, \( M \), the Mach number of the convective boundary layer flow, and \( M_{\omega} \) the Mach number in the wake.

In the limit of low Mach number, \( M_{\theta} \ll 1 \), and high frequency, \( k \gg 1 \), Howe’s solution and Amiet’s solution of acoustic power spectra generated from each surface of an airfoil, which is measured at 90 degrees from a trailing edge, can be shown to both converge to the following equation:

\[
S(\omega) = \frac{1}{4} \left( \frac{L}{\pi c_0^2} \right) \left( \frac{M \omega}{1 - M_{\omega}} \right) I_s(\omega) \Phi_p(\omega) \tag{33}
\]

Then, the total noise is calculated from the two surfaces.
2.1.6. Further advances for finite chord

Amiet [8] was the first to consider the finite-chord effects for the leading-edge noise mechanism. Amiet composed two semi-infinite Schwarzchild solutions based on the velocity potential for this noise mechanism. Roger and Moreau [20] used the same principle for trailing-edge noise as illustrated in Fig. 5. Indeed, to account for the finite nature of the plate, the pressure is continuous. For simplification we have labeled the pressure-jump forcing over the wake as, 2

\[ \phi(x) = \sqrt{\pi} \sin(\theta/2), \]

where \( y \) denotes polar coordinates for the source. Finally, \( F(x) = g(x) + i f(x) \) where \( g(x) \) and \( f(x) \) are Fresnel integral auxiliary functions [23].

With this expression for the Green’s function, Wang et al. [24] also generalized Ffowcs Williams and Hall’s trailing-edge noise model described in Section 2.1.1. Indeed, one can integrate over the turbulent source via Eq. (9) to obtain the far-field acoustic pressure (see equations (14) and (15) in [24] or equation (3) in [25]).

We compare the various models in Fig. 6 against experimental data for the controlled diffusion (CD) airfoil at a reference angle of attack of 8° [21] (see Section 3.2). Inputs for Amiet and Howe’s models came from the experimental wall-pressure statistics collected at Ecole Centrale de Lyon (ECL) [26]. Inputs for the Ffowcs Williams and Hall’s model were taken from LES predictions with the CDP code developed at Stanford [27]. At low frequencies, the effects of backscattering are significant and bring the theoretical prediction into better agreement with the experimental data. Howe’s model is seen to represent a high-frequency approximation of Amiet’s model (without the humps from the Fresnel functions caused by the finite chord). All models agree over the frequency range of the measurements, but some distinct behavior is found at high frequencies, which will be explained in Section 3.3. Note also that the dominant geometric effects on the scattering of trailing-edge noise are from the finite chord, and not the precise geometry of the airfoil itself (e.g. thickness and camber).

2.1.7. Wiener–Hopf approach for finite chord

Finally, for completeness of this section we discuss the extension of the Wiener–Hopf method to finite chord. This brings about a system of equations analogous to Eq. (20).

\[ \nabla^2 \phi + \omega^2 \phi = 0 \]  

with

\[ \Delta \phi \bigg|_{x_2=0} = 0 \quad x_1 < -2 \]

(38b)

\[ \frac{\partial \phi}{\partial x_2} \bigg|_{x_2=0} = 0 \quad -2 < x_1 < 0 \]

(38c)

\[ \Delta \phi \bigg|_{x_2=0} = 2f(x_1) \quad x_1 > 0 \]

(38d)

where here we now include the requirement that upstream of the plate, the pressure is continuous. For simplification we have labeled the pressure-jump forcing over the wake as \( 2f(x_1) \).

To cast as a Wiener–Hopf equation, we define the half-range Fourier Transforms

\[ \Phi(\lambda, x_2) = \Phi(x_2) + \Phi(x_2) \]

(39a)

and

\[ \Phi(x_2) = (\Phi(x_2) + \Phi(x_2))e^{-2i\lambda} \]

(39b)

where

\[ \Phi(x_2) = \int_{-\infty}^{a} \phi(x_1, x_2)e^{i\lambda(x_1-a)}dx_1 \]

(39c)
and
\[ \Phi_{\pm}^{n}(\lambda, x_2) = \int_{\gamma} \Phi(x_1, x_2) e^{i(kx_2 - \gamma_1)} d\gamma_1 \] (39d)

such that the subscript \( \pm \) denotes the region of the complex \( \lambda \) plane where the functions are analytic. One may therefore use the relation \( \Phi' = -\gamma \Phi \), where \( \gamma = \sqrt{\lambda - m^2} \), \( \gamma \) denotes differentiation with respect to \( \gamma \), and all functions are evaluated along \( \gamma = 0 \), to obtain the matrix Wiener–Hopf equation
\[ \begin{pmatrix} \Phi_{\pm}^{1} \\ \Phi_{\pm}^{2} \end{pmatrix} + \left( \begin{array}{cc} y & e^{-2i\lambda} \\ -e^{2i\lambda} & 0 \end{array} \right) \begin{pmatrix} \Phi_{\pm}^{0} \\ \Phi_{\pm}^{-1} \end{pmatrix} = \left( -F(\lambda)y + e^{2i\lambda} F(\lambda) \right). \] (40)

Whilst this equation may be constructed with relative ease, obtaining a solution to such an equation is a difficult task particularly due to the exponential functions. Here we therefore discuss appropriate methods for solving such an equation, and also alternative approaches for solving Eq. (38), which have come about over the past few years.

First discuss a modern advance of the Wiener–Hopf technique which permits the solution to the matrix equation Eq. (40) to be found quickly and accurately. Fundamentally this approach from Priddin [28,29] relies on the notion of iterative corrections for back scattering adopted by [20] and [22], whereby each correction term is formally smaller than the term preceding it. Eq. (40) may be written generally as
\[ H \begin{pmatrix} \Phi_{\pm}^{(1)} \\ \Phi_{\pm}^{(2)} \end{pmatrix} + G \begin{pmatrix} \Phi_{\pm}^{(1)} \\ \Phi_{\pm}^{(2)} \end{pmatrix} = F \] (41)

where \( H \) is a lower triangular matrix, and \( G \) is an upper triangular matrix and the unknowns are now labeled simply as the respective coefficients of the vectors involved. The non-zero off-diagonal terms in \( H \) and \( G \) contain exponential functions, which relate physically to rescattering features of the acoustic field.

By initially setting these off-diagonal entries to zero, an initial approximation for the unknown \( \Phi_{\pm}^{(0)} \), denoted as \( \Phi_{\pm}^{(0)} \), may be found
\[ \Phi_{\pm}^{(m)} + K \Phi_{\pm}^{(m+1)} = \Phi_{\pm}^{(m)} - \sum_{l<n} H^{l,m} \Phi_{\pm}^{(l)} \] (42)

for \( m = 1 \) then \( m = 2 \). Here \( K \) is a known term arising in both \( H \) and \( G \). A fixed point iterative scheme is then created by solving at the \( r \)th step
\[ \Phi_{\pm}^{(m)} + K \Phi_{\pm}^{(m+1)} = \Phi_{\pm}^{(m)} - \sum_{l<n} H^{l,m} \Phi_{\pm}^{(l)} + \sum_{l<n} G^{l,m} \Phi_{\pm}^{(l+1)}. \] (43)

Implementation, convergence, and efficiency of this approach is detailed in [28] and [29].

Next, we discuss obtaining separable solutions to problems of the form Eq. (38); however for ease we suppose the plate lies in the region \( -1 < x_1 < 1 \) as to align with the literature on this approach (such a shift may be obtained with a simple change of streamwise coordinate). Whilst reliant on ideas developed in the 1960s by McCracken [30], it is only recently that this idea has been applied effectively for trailing-edge noise prediction in references [31,32]. Here, the authors transform from Cartesian coordinates, \((x_1, x_2)\), to elliptic coordinates, \((v, r)\) defined via
\[ x_1 = \cos(v) \cos(r) \quad x_2 = \sin(v) \sin(r) \] (44)

The governing equation thus becomes
\[ \frac{\partial^2 \phi}{\partial r^2} + \frac{\partial^2 \phi}{\partial \theta^2} + \frac{\cosh(2v) - \cos(2r)}{2} \lambda^2 \phi = 0, \] (45)

which separates into solutions of the form \( V(v)W(r) \). Imposing, as in [29], a continuity requirement of \( \phi(x_1, 0) = 0 \) off the plate (as would be the case for the scattering of a quadrupole source), the solution in elliptic coordinates is given by
\[ \phi(v, r) = \sum_{m=1} a_m e_m(r) H s_m(v) \] (46)

where \( e_m \) are sine-elliptic functions, and \( H s_m \) are Mathieu–Hankel functions. The coefficients \( a_m \) are obtained by applying the relevant boundary condition on the plate.

Both approaches mentioned here have the benefit of being fundamentally independent of the boundary condition applied on the plate, and for progress they rely predominantly on the geometry of the boundary. Hence, these approaches can be readily applied to predict the effects of, for example, perforated and/or elastic plates, which we discuss in the next subsection.

### 2.2. Noise control

#### 2.2.1. Poroelasticity

Trailing-edge noise may be mitigated by a variety of typically bio-inspired adaptations. The first modern theoretical venture which kick-started interest in bio-inspired trailing-edge noise reduction was by Jaworski and Peake [33], who used the Wiener–Hopf technique to determine the noise generated by a near-field quadrupole source scattered by a semi-infinite porous elastic plate (referred to as a poroelastic plate). The solution is obtained through the principle of reciprocity, whereby the far-field acoustic response to a near-field source may be equivalently calculated as the near-field response to a far-field source. Jaworski and Peake, therefore, considered the scattering of a far-field incident sound wave, by a poroelastic plate in zero mean flow.

The plate is modeled as a wave-bearing half-plane with regular circular perforations [3]. Instead of the usual rigid boundary condition, two coupled conditions must be specified on the plate. The first determines the elastic deformation of the plate, \( \eta \), along \( x_2 = 0, x_1 < 0 \)
\[ (1 - a_H) \left( \frac{\partial V}{\partial r} + m \frac{\partial^2 V}{\partial \theta^2} \right) \eta = \left( 1 + \frac{4m \beta}{\pi} \right) \Delta p \] (47)
in terms of the plate mass per unit area, \( m \), effective stiffness, \( \beta \), and fractional open area \( a_H \). \( \Delta p \) denotes the jump in pressure across the
plate, \( \Delta p = \rho(x_1, 0^+) - \rho(x_1, 0^-) \). The second equation is the kinematic boundary condition on the plate \( x_2 = 0, x_1 < 0 \), requiring the total acoustic potential, \( \phi \), to satisfy

\[
\frac{\partial \phi}{\partial x_2} = \frac{\partial}{\partial y} \left[ (1 - a_H y) + a_H \eta_y \right]
\]  

(48)

where \( \eta_y \) is the fluid displacement in the apertures of the plate, which relates directly to \( \Delta p \).

These boundary conditions, together with the governing Helmholtz equation, may be solved as a one-dimensional Wiener–Hopf equation although the kernel of such an equation must be factorized numerically. Jaworski and Peake [33] completed this factorization and were able to predict the relative scattering strengths of porous and elastic edges. We note here that older studies have also used the Wiener–Hopf technique to consider acoustic scattering by compliant screens (perforated but not wave-bearing) [34] and a finite impermeable elastic strip [35]. These previous papers, however, restrict factorization to different asymptotic regimes, and unlike Jaworski and Peake [33], cannot provide a full picture for the noise reduction across a wide range of frequencies.

Jaworski and Peake [33] concluded that edge porosity modifies the acoustic power radiated from a quadrupole source to a sixth-power velocity dependence at low frequencies (as also seen by [34]). Meanwhile edge elasticity modifies this power to an even weaker seventh-power dependence. These both produce weaker radiation than a rigid edge which exhibits a fifth-power dependence. Further, whilst porosity is deemed most effective at noise reduction at low frequencies, elasticity provides acoustic benefits at higher frequencies. The combined poroelastic edge, therefore, extends the frequency range over which a noise reduction is observed versus a rigid plate than would be possible by just a porous or just an elastic plate.

Following the success of Jaworski and Peake’s model some extensions have been made, which permit a finite chord for porous and poroelastic plates, both theoretically through the Wiener–Hopf technique [36] and numerically through a boundary element method [37]. These introduce the important feature of elastic plate resonances, something which is lacking in a semi-infinite model, and can cause tonal noise increases. To mitigate such resonances, one could introduce a variation in the elastic parameters of the plate along the chord, however doing so prohibits the use of the Wiener–Hopf technique since the Fourier transform cannot readily be applied to Eq. (47). Instead, the modern approach via a Mathieu function expansion allows for an arbitrarily varying elasticity [32] or indeed porosity [9].

Variable elasticity has shown the ability to reduce or shift plate resonances, and to be able to propagate the dominant pressure fluctuations away from the trailing edge. Meanwhile, smoothly varying porosity from a relatively high fractional open area at the trailing edge, to zero at the leading edge may improve aerodynamic performance and reduce low-frequency noise for certain chord-wise variations versus that produced by a constant porosity plate. This is achieved by inducing a destructive back scattered field at the rigid leading edge.

2.2.2. Serrations

The first theoretical predictions for the noise generated by a plate with a serrated trailing edge were developed by Howe [38,39], wherein he considered both sawtooth and sinusoidal serrations. Fig. 7 is taken from [39] and illustrates the setup considered: surface pressure fluctuations scatter off a serrated edge along \( x_1 = \zeta(x_3) \), where \( \zeta(x_3) \) represents a periodic sinusoidal serration with amplitude \( h \) and wavelength \( \lambda \).

This problem is governed by the usual Helmholtz equation, and half-space boundary condition. Howe therefore obtained a solution by finding the relevant Green’s function satisfying

\[
(V^2 + k_0^2)G = \delta(x - y), \quad (49a)
\]

\[
\frac{\partial G}{\partial x_2} = 0 \quad x_2 = 0, \quad x_1 < \zeta(x_3). \quad (49b)
\]

Through a change of variables \( z_1 = y_1 - \zeta(y_3) \), Howe approximated the scattered field to be given by

\[
p_s(x, \omega) = \frac{i}{2} \int_{-\infty}^{\infty} dy_3 \int_{-\infty}^{0} dz_1 \int_{0}^{\infty} \gamma(K) G(x, z_1 + \zeta(y_3), y_3 : \omega) p_0(K, \omega) \times e^{i([K_1 z_1 + K_3 y_1 + K_0 y_3])} dK
\]

(50)

where \( K = |K| \), and \( \gamma(K) = \sqrt{k_0^2 - K^2} \). The term \( p_0 \) denotes the source pressure in the boundary layer.

Howe defined the leading-order approximation for the acoustic pressure spectrum as \( \alpha \sin^2(\theta/2) \Psi(\omega) \) in the far field, where \( \theta \) is the standard polar observer angle. If \( \Psi_0 \) is the spectrum for a straight edge, the spectrum for a serrated edge with \( \lambda/h \leq 1 \) is given by \( \Psi_0/(2 \pi h/\lambda) \), yielding less noise than the corresponding straight edge, and predicting that sharper serrations (larger \( h/\lambda \)) will produce less noise. Following this, Azarpeyvand et al. [40] used Howe’s method to analytically predict the noise for a wider range of periodically serrated edges.

Upon comparison to experiments, however, Howe’s solutions for sawtooth and sinusoidal edges significantly over-predict the noise reduction [40,41]. Therefore Lyu et al. [42] developed a more robust model based on the Schwarzschild solution. To do so, the change of variables \( z_1 = x_1 - \zeta(x_3) \) is applied first to the governing equation and boundary conditions, ensuring the boundary condition is now specified as required for the Schwarzschild method. The once simple Helmholtz equation is, however, transformed to a less straightforward governing equation.

Through a Fourier series expansion in the spanwise coordinate \( x_3 \), the scattered pressure is given by the infinite series

\[
P(z_1, x_2, x_3) = \sum_{k_3 = 0}^{\infty} P_k(z_1, x_2) e^{i k_3 x_3}, \quad k_3 u = k_3 + 2n\pi/\lambda
\]

(51)

where the wavenumber \( k_3 \), arises from supposing the acoustic source is a single gust of the form Eq. (17). When decomposed this way, the scattered modes are coupled, and so Lyu et al. developed an iterative
method to obtain the approximate solution.\footnote{This iterative method is not for inclusion of backscatter effects, but for Fourier mode coupling, which is a specific feature of a serrated edge.} His zero-th order solution, assuming the modes are uncoupled, recovers the previous serration solution from Howe. However, after including the modal coupling, Lyu’s solution predicts lower (and more realistic) levels of noise reduction versus straight edges.

Whilst Lyu’s results are more accurate, the implementation of the iterative method means the process of obtaining solutions is slow. Ayton [43], therefore, developed an alternative method, applicable to any single-valued periodic serration shape. This method too uses the transform \( z_1 = x_1 - \zeta(x_3) \), but does not decompose the solution into a Fourier series. Instead, following the Wiener–Hopf method, the streamwise Fourier transform is taken, mapping \( z_1 \to \lambda \). In Fourier space, the governing equation is separable so that the scattered pressure may be written as \( p = Y(x_2, \lambda)Z(x_3, \lambda) \). A modal solution is found

\[
P(x_2, x_3, \lambda) = \sum_{n=-\infty}^{\infty} E_n(\lambda) \sqrt{-\delta - u_n} \frac{\text{sgn}(x_2)e^{\pm i 2\sqrt{-\delta - u_n} \lambda}}{2(n + \delta)} \sqrt{\lambda - u_n}
\]

where \( u_n^2 = (k/\beta)^2 - (k + 2n\pi)^2 \), and \( \delta \) is as defined for the non-serrated case. The modal coefficients \( E_n(\lambda) \) are functions of the serration geometry. This expression resembles precisely the scattering from a (straight-edged) half plane, and as serration height \( h \to 0 \) limits accordingly. The method of steepest descents may be applied to quickly recover the far-field noise for a single frequency gust and thus the overall far-field noise can be calculated rapidly. Either empirical models for boundary layer turbulence (discussed in the next section), or numerical boundary layer data can be input to predict the far-field noise.

Fig. 8 illustrates a comparison of the theoretical serration models [44]; boundary layer data and the appropriate surface pressure spectrum was provided by experimental measurements. Both Lyu and Ayton’s models are more accurate than Howe’s on predicting the noise reduction for a sawtooth serrated edge on comparison to numerical data, and Ayton’s model captures the wider range of frequencies where a noise reduction is observed better than Lyu’s model.

### 2.3. Surface pressure spectra

In this section we now discuss the modeling of the surface pressure fluctuations and how to incorporate this with the prior theoretical solutions, allowing us to then utilize the theoretical models to predict noise generated by fully turbulent flows.

#### 2.3.1. General considerations

Suppose the boundary layer turbulence conveyed with speed \( U_t \) and generates the surface pressure \( p_{bl}(x_1, x_3, t) \) where \( x_1 \) is the streamwise direction and \( x_3 \) the spanwise direction. Implicitly here, \( x_2 = 0 \) corresponds to the location of the airfoil surface.

The frequency spectrum of this surface pressure, \( \Phi_{p_{bl}}(\omega) \), is defined by integrating over the wavenumber–frequency spectrum, \( \Phi(k_1, k_3, \omega) \), as

\[
\Phi_{p_{bl}}(\omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi(k_1, k_3, \omega)dk_1dk_3,
\]

where

\[
\Phi(k_1, k_3, \omega) = \frac{1}{(2\pi)^2} \int_{-T}^{T} \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} E[p_{bl}(x_1, x_3, t), p_{bl}(x'_1, x'_3, t')]
\]

\[
\times e^{i \beta_1 k_1 x_1 + i \beta_3 k_3 x_3 + i \omega t} d\Delta x_1 d\Delta x_3 d\Delta t,
\]

where \( \Delta x_1 \) and \( t \) denote the difference between \( x_1, t \) and \( x'_1, t' \), respectively, \( E[\cdot] \) denotes the expected value, and \( T \) is some large time.

We wish to find the corresponding frequency spectrum of the scattered noise, \( S_{\hat{p}}(\omega) \). To do so we consider writing the boundary layer pressure as a double Fourier transform

\[
p_{bl}(x_1, x_3, t) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \hat{p}_{bl}(k_1, k_3, \omega)e^{i k_1 (x_1 - U_t t) + i k_3 x_3} dk_1dk_3d\omega,
\]

thus we may write

\[
\hat{p}_{bl}(k_1, k_3, \omega) = \Phi(k_1, k_3, \omega)\delta(k_1 - k'_1)\delta(k_3 - k'_3)
\]

and equivalently the scattered pressure satisfies

\[
\hat{S}_{\hat{p}}(k_1, k_3, \omega) = \hat{I}(k_1, k_3, \omega)\delta(k_1 - k'_1)\delta(k_3 - k'_3)
\]

where \( I(k_1, k_3, \omega) \) is the scattered wavenumber–frequency spectrum.

We have now expressed the boundary layer pressure \( p_{bl} \) in terms of components proportional to \( P_{bl}e^{i k_1 (x_1 - U_t t) + i k_3 x_3} \) (where we may view \( \hat{p}_{bl}(k_1, k_3, \omega) \) as \( P_{bl} \)). The prior theoretical derivations, therefore, provide a far-field transfer function, \( g \), between \( \hat{p}_{bl} \) and \( \hat{S}_{\hat{p}} \) as

\[
\hat{S}_{\hat{p}} = g(k_1, k_3, \omega)\hat{p}_{bl},
\]

thus we can relate the scattered wavenumber–frequency spectrum to the boundary layer wavenumber–frequency spectrum

\[
I(k_1, k_3, \omega) = g(k_1, k_3, \omega)\Phi(k_1, k_3, \omega)
\]

and hence the scattered noise is given by

\[
S_{\hat{p}}(\omega) = \int_{-\infty}^{\infty} \int_{-\infty}^{\infty} \Phi(k_1, k_3, \omega)E[g, \hat{p}]dk_1dk_3.
\]

To obtain the total far-field pressure, one would instead use the transfer function \( g_T \) for the total field

\[
\hat{p} = g_T(k_1, k_3, \omega)\hat{p}_{bl},
\]

in the above expressions.

In the case of the Wiener–Hopf method, the scattered transfer function may be read from the derived far-field scattered solution. In the case of Amiet, the provided transfer function is in terms of the total surface pressure jump (thus provides the total noise), and must be radiated to the far-field via Curle’s analogy to obtain the total far-field noise.

Whilst we may calculate the transfer function, \( g \), from the boundary layer pressure to the far-field scattered noise theoretically, but the question remains; what is \( \Phi \)? A number of empirical and semi-empirical models have been created over the years to predict \( \Phi \), many involving quantities which can only be obtained numerically. The problem of empirical models for \( \Phi \) is discussed in Section 3.1.3.

#### 2.3.2. Relating turbulence to surface pressure

Before going into details, it is important to reflect on some key aspects of the physics involved. The goal here is to provide an input for the solution of the scattering problem, in form of a wall-pressure spectrum, such that the far-field acoustic spectrum can be related with measurable quantities of the hydrodynamic turbulent boundary layer flow. A distinction between hydrodynamic and acoustic quantities is made here. In essence, the turbulence within the boundary layer and the wall-pressure fluctuations that it creates can be described in the context of an incompressible fluid flow. In other words, the compressibility of the medium, which is a prerequisite for the existence of sound waves, does not play a role in this part of the mechanism. It is the interaction of these hydrodynamic fluctuations (denoted as the incident pressure field in Section 2.1.3 or \( p_{bl} \) in the previous section) with the trailing edge that produces these sound waves, as a by-product through the scattering mechanism. Furthermore, it is fair to assume that the resulting sound waves do not have any impact back on the hydrodynamic flow that creates them in most cases.\footnote{In the context of trailing-edge noise at relatively high Reynolds numbers as it is the case for most industrial applications, there is no feedback mechanism from the acoustic waves onto the boundary layer flow. However, this}
The quantities $B$ of [50] or the method of variation of parameters as in appendix A above equation (e.g. using Green’s functions formalism as in appendix $\lambda$ distance for the pressure and vertical velocity component, respectively at the to the wall, $U$ is the norm of the wavenumber vector spanning the plane parallel direction perpendicular to the wall as shown in Fig. 3. $\nu$ is often merged into one of these two variables by assuming frozen turbulence, which can thus not depending on time. Semi-empirical or empirical models of $\Phi_{pp}(\omega)$ as well as their validity in trailing-edge noise will be presented of [51]), in particular on the wall surface, as:

$$\tilde{p}_b(k_1, x_2, k_3, \omega) = 2 \nu \frac{k_1}{\lambda} \int_0^1 \frac{\partial U_1(x_2)}{\partial x_2} \tilde{u}_2(k_1, x_2, k_3, \omega) e^{-i\nu x_2} \, dx_2$$

(63)

where $\delta$ is the boundary layer thickness and $x_2 = 0$ represents the surface location. Using ensemble average of the product of the previous equation by its complex conjugate yields a general solution for the wall-pressure spectrum [51–53]:

$$\Phi(k_1, k_3, \omega) = 4 \nu^2 \frac{k_1^2}{\lambda^2} \int_0^\delta \frac{\partial U_1(x_2)}{\partial x_2} \frac{\partial U_2(x'_2)}{\partial x'_2} \phi_{22}(k_1, x_2, x'_2, k_3, \omega)$$

$$\times e^{-i\nu (x_2 - x'_2)} \, dx_2 \, dx'_2$$

(64)

where $\phi_{22}$ is the cross-spectrum of the vertical velocity fluctuations defined as:

$$\phi_{22}(k_1, x_2, x'_2, k_3, \omega) \delta(k_1 - k'_1) \delta(k_3 - k'_3) \delta(\omega - \omega')$$

$$= E(\tilde{u}_2(k_1, x_2, k_3, \omega) \tilde{u}_2(k_1, x'_2, k_3, \omega))$$

Note here that the dependence on $\omega$ and $k_1$ is often merged into one of these two variables by assuming frozen turbulence, which can be expressed as $K_1 = \omega / U_1$, where $U_1$ is the convection velocity of wall-pressure turbulent fluctuations. A frequency spectrum for the wall-pressure fluctuations can then be obtained as [51]:

$$\Phi_{pp}(\omega) = \left( \int_{-\infty}^{+\infty} \Phi(K_1, k_3) \, dk_3 \right) / U_1$$

(65)

where $\Phi$ on the right-hand side must be here interpreted as the wavenumber spectrum of the frozen turbulent surface pressure field, thus not depending on time. Semi-empirical or empirical models of $\Phi_{pp}(\omega)$ as well as their validity in trailing-edge noise will be presented.
in section 3.1.3. Panton and Linebarger [52] proposed to compute the cross-spectrum of vertical velocity fluctuations \( \phi_{22} \) in Eq. (64) as the double spatial Fourier transform of the normalized correlation coefficient in the plane defined by the wall \( R_{22} \):

\[
\phi_{22}(k_1, x_2, x_2', k_2, \omega) = \frac{\sigma^2}{4\pi^2} \int_{-\infty}^{+\infty} R_{22}(r_1, r_2, r_3) \cos(k_1 r_1) \cos(k_2 r_2) \, dr_1 \, dr_3
\]

where \( \sigma^2 = \langle u^2 \rangle \langle w^2 \rangle \langle x'_2 \rangle \) and \( r_j = |x_j - x'_j| \). A quintuple integration is then needed to compute the frequency spectrum of the wall-pressure fluctuations \( \Phi_{pp} \) from Eqs. (64), (65) and (66). This can be achieved by a Monte Carlo method. Note that Grasso et al. showed that Eq. (66) can be reduced to a single integral (appendix A in [51]) yielding an even more efficient integration. Remmler et al. [53] successfully applied this more general method to flat plate and airfoil turbulent boundary layers.

Blake [54] provided some simplifications on the estimation of several parameters in Eq. (64), mainly concerning correlation between \( u_2 \) at two positions \( x_2 \) and \( x'_2 \) across the boundary layer (namely \( R_{22}(r_1, r_3, x_3, x'_3) = 0 \) for \( x_2 \neq x'_2 \), as well as relaxing the hypothesis of frozen turbulence. The final result reads:

\[
\Phi(k_1, k_3, \omega) = 4\pi \frac{k_1^2}{\lambda^2} \int_0^\infty \left( \frac{dU}{d\xi}(x_2) \right)^2 L_2(x_2) \langle w^2 \rangle \phi_{22}(k_1, k_2) \times \Phi_{pp}(\omega - U_1(x_2) k_1) \, e^{-2\pi i \omega \xi} \, dx_2
\]

where \( \phi_{22} \) is the (normalized) diagonal term of the turbulence spectrum tensor corresponding to the direction perpendicular to the wall, and \( \Phi_{pp} \) is the moving axis-spectrum tensor characterizing the distortion of \( \phi_{22} \) during convection, and \( L_2 \) is the correlation length of the \( u_2 \) velocity fluctuation component in the direction perpendicular to the wall. It is found that \( \Phi_{pp} \) can be considered as a Dirac delta function (which is the equivalent to the frozen turbulence assumption) without significantly modifying the quantitative results in most cases. Note that the assumption on the normalized correlation coefficient, \( R_{22} \), should be revised in the future as the recent high-fidelity LES and DNS presented in Sections 3.2 and 3.3 show that it does not hold (see Fig. 12 in [51]).

### 2.4. Outlook

Theoretical models remain a fruitful area of interest for understanding and controlling trailing-edge noise. Despite simplifications, their ability to swiftly predict the scattered noise over a wide parameter sweep aids in understanding noise-control mechanisms and can be used to design optimally quiet configurations, such as the ogee-shaped serration proposed by Lyu et al. [55], or the optimal iron-shape proposed by Avalone et al. [56]. As shown in Section 3.4, Kholodov and Moreau [57–59] further performed an optimization of the serration shape including slits based on the CD airfoil flow characteristics with and without aerodynamic constraints. Such an optimization could be generalized to other airfoil shape with additional flow or structural constraints for instance.

For straight trailing edges, Amiet’s model [19] remains popular to this day due to its simplicity and on the other hand to its flexibility. The model can be easily adapted for any surface pressure spectrum, either one modeled empirically or one determined experimentally or numerically. Inclusion of the backscattering correction by Roger and Moreau [20] extended Amiet’s model and improved accuracy for low-frequency noise, ensuring the continued use of this model for quick trailing-edge noise prediction. Further extensions also include the effect of sweep to account for more general airfoil shapes [60].

For bio-inspired trailing edges, such as with spanwise separations or poroelasticity, new theoretical models have been produced over recent years which, like Amiet’s model, can be used in conjunction with any surface pressure spectrum. Additionally, for edges with complicated surface conditions (acoustic liners/porosity/canopies etc.), theoretical work stemming from complex analysis has produced new rapid numerical tools [28,32] capable of predicting trailing-edge noise from these edges, and, hence, the possibly noise reduction versus a standard rigid impermeable edge. It is hoped these new developments prove as useful as Amiet’s model for the continued study of trailing-edge noise, and can aid in the development of optimally quiet edges. A current unknown for this analysis, however, is the effect the altered surface has on the turbulent source and importantly the surface pressure spectrum.

### 3. Numerical approach

#### 3.1. Empirical and semi-empirical models

In this section, a series of trailing-edge noise models based on different flow turbulence and noise scattering theories are reviewed. Their common feature is the fact that they are based on a number of geometrical and physical assumptions, and empirical tuning is used to various extents for most of them. These methods have been extensively used in the industry and research community alike as they are typically less computationally demanding than more advanced methods (see Sections 3.2 and 3.3).

##### 3.1.1. BPM model

One of the most popular and successful model for trailing-edge noise for the last 30 years is the so-called BPM model, denoted as such from the initials of the authors of the original report describing the methodology, namely Brooks, Pope and Marcolini [46]. This work was conducted in the perspective of earlier works on the subject (see e.g. [61,62]) as it was recognized that more accurate noise prediction models were required for the rapid developments in aeronautics.

In brief, the model is based on spectral scalings of various airfoil self-noise mechanisms originating from theoretical results. Then, the model is tuned using an exhaustive experimental data set acquired in an anechoic wind tunnel. This data set consists of measurements of NACA0012 airfoil blade sections of different sizes and in various configurations that reproduce the various noise mechanisms and their dependencies to different physical parameters (such as the angle of attack). The measurement campaign also includes boundary layer flow measurements that contribute to characterize the boundary layer turbulence in these various configurations. The remaining of the present discussion on the BPM model concentrates on trailing-edge noise only. The derivations below are an abridged version of the actual model, only intended here to explain the methodology. The model implementation is detailed very accurately in the publicly available original report [46] and the latter should be used as reference if the reader wishes to implement it.

The basis for the BPM trailing-edge noise model is a scaling of the noise scattering of boundary layer turbulence by a sharp edge originally developed by Ffowcs Williams and Hall [6] (see Section 2.1.1 for more details). This analysis uses the well-known Lighthill analogy as a starting point for the derivation of a solution for the trailing-edge scattering problem. It is established that the acoustical power at an observer position located at a distance \( r \) from the trailing-edge does scale as:

\[
\langle p^2 \rangle \propto r^6 \bar{c}^2 \frac{L A D}{\rho_0} \frac{U^3}{r^2}
\]

where \( \rho \) is the medium mean density, \( \bar{c}^2 \) the mean-square of turbulence velocity fluctuations, \( U_c \) the convection speed of the turbulent vortices

\[4\] In addition to trailing-edge noise, the BPM model can predict vortex-shedding noise from laminar boundary layer instability and from a blunt trailing edge, separation-stall noise as well as tip noise.
passing by the trailing-edge, $c_0$ the speed of sound, $L$ the spanwise length of the emitting airfoil section, $A$ a characteristic turbulence length scale, and $\overline{D}$ a directivity factor depending on the observer position relative to the trailing-edge. The quantities $\nu^2$ and $A$ are a priori unknown. They are assumed to be linearly correlated with the boundary layer characteristics, that is the convection velocity $U_c$ and the boundary layer displacement thickness $\delta^*$, respectively. Note that $U_c$ is proportional to the free-stream velocity $U$ and that $\delta^*$ is measured during the experimental campaign mentioned earlier. As a side comment, it is noteworthy that the above analysis yields this important general result: trailing-edge noise scales with the $5^{th}$ power of the fluid velocity. Such a result can also be recovered rigorously from Amiet’s model, Eqs. (30) and (33), at high frequencies and low Mach number: 

$$S(\omega) \propto \varphi(\frac{\omega}{\sigma}) \propto \overline{D} S_{\text{ST}}^{-5} L M^5 \delta^*$$

with the Strouhal number $S_{\text{ST}} = f \delta^*/U$. This corresponds to a non-compact dipole.

From the above derivation, the rationale behind the model is that a scaling law for the Sound Pressure Level (SPL) spectra in 1/3 octave bands for the trailing-edge noise, denoted as Scaled-$SPL_{1/3}$, can be written as:

$$\text{Scaled-}SPL_{1/3} = SPL_{1/3} - 10 \log \left( M^5 \delta^* \frac{L}{D^2} \right)$$

where $M = U/C_{\text{in}}$ is the inflow Mach number. In the above equation, the logarithmic term stems directly from the proportionality formula of Eq. (68).

Furthermore, this scaled spectrum is in principle (at least within the limits of validity of the theoretical derivations and assumptions above) representative of trailing-edge noise independently of flow conditions and airfoil configurations. Thus, it is assumed that the scaled spectrum takes the following form:

$$\text{Scaled-}SPL_{1/3} = F(S_{\text{ST}}) + K$$

where $F$ is a universal spectral shape function of the Strouhal number $S_{\text{ST}} = f \delta^*/U$, and $K$ an empirical constant. The experimental data are used to precisely define $F$ and $K$ so that the model can reproduce the measured spectra.

An elaborate analysis of the measurement data based on the previous considerations (which is out of the scope of the present review, thus not reported here) leads to a fine-tuned model. Its main attributes are:

- 3 contributions for the overall model are distinguished: a suction side and a pressure side boundary layer contribution, as well as a contribution accounting for the effect of the angle of attack,
- the dependence on the Strouhal number is scaled so that the measured peak Strouhal numbers (i.e. where the spectra reach their maximum values) are used to tune the universal spectral shapes,

- for the above scalings, Strouhal numbers based on the boundary layer from the suction and pressure sides are separately defined depending on the considered contribution.

The spectral power of the 3 separate contributions must be added in order to recover the overall emitted power spectrum using the following formula:

$$SPL_{TOT} = 10 \log \left( 10^{SPL_{1/3}} + 10 \log \left( 10^{SPL_{1/3}} \right) + 10 \log \left( 10^{SPL_{1/3}} \right) \right)$$

where the 3 terms on the right-hand sides correspond to contributions from the suction side, pressure side and angle of attack, respectively. The 3 SPL spectra $SPL_s$, $SPL_p$, and $SPL_a$ can be expressed using Eqs. (69)-(70) for which the function $F$ and the constant $K$ are tuned using the analysis mentioned above. The angle of attack part or $SPL_a$ was referred as separation noise in the BPM paper, and it was treated separately from trailing-edge noise. However, this separation is confusing to readers since this term should be considered as a part of trailing-edge in a physical sense; it is a contribution to trailing-edge noise from a non-zero angle of attack. The main part of the calculation procedure for the model can be summarized with these 3 formulas for each contribution:

$$SPL_s = 10 \log \left( \frac{\delta_s^* M^2 L \overline{D}}{r^2} \right) + A \left( \frac{S_{\text{T1}}}{S_{\text{T1}}} \right) + (K_1 - 3) + \Delta K_1$$

$$SPL_p = 10 \log \left( \frac{\delta_p^* M^2 L \overline{D}}{r^2} \right) + A \left( \frac{S_{\text{T2}}}{S_{\text{T2}}} \right) + (K_2 - 3)$$

$$SPL_a = 10 \log \left( \frac{\delta_a^* M^2 L \overline{D}}{r^2} \right) + B \left( \frac{S_{\text{T3}}}{S_{\text{T3}}} \right) + K_2$$

where $\delta_s^*$ and $\delta_p^*$ are displacement thicknesses on the suction and pressure sides, respectively. The Strouhal numbers $S_{\text{T1}}$ and $S_{\text{T2}}$ are defined accordingly. The functional forms $A$ and $B$ stand for the previous function $F$, but these are defined differently for the suction/pressure sides and angle of attack dependency contributions. Two different tuning parameters $K_1$ and $K_2$, as well as two different tuning parameters $S_{\text{T1}}$ and $S_{\text{T2}}$ for the Strouhal scalings are also defined. The latter parameters are tuned depending on a number of physical parameters, such as Reynolds number, angle of attack, etc. The actual procedure and implementation of the BPM model is quite intricate and the reader is referred to the original report [46] for details.

To close the model, a number of input data are required to calculate the immission noise spectra in the previous formulas. In addition to obvious quantities such as the airfoil geometry, the observer position to calculate the directivity factor, and the atmospheric conditions (e.g. yielding the speed of sound), the required information amount to: the inflow velocity, the displacement thicknesses near the trailing-edge on both suction and pressure sides and the angle of attack. These latter quantities are typically calculated using an airflow flow solver such as the panel code XFOIL [63] or any CFD-RANS code, or possibly experimental data in certain cases.

Examples of the predictions obtained using the Brooks et al. [46] method converted to PSD are given in Figs. 9 and 10 compared against the spectrum measured at the University of Southampton at a single microphone located 1 m and 90 degree to the trailing edge of a NACA 0012 airfoil with 0.45 m span and 0.15 m chord [56]. Fig. 9 shows the comparison at a flow speed of 17.1m/s and AoA = 0° and 25.5 m/s and AoA = 15°. Agreement is generally good except at the highest speed below about 1 kHz where jet noise dominates. A distinguishing feature in these spectra is the presence of a number of narrow peaks distributed over a broad hump, which the Brooks et al. [46] scheme in the 1/3 octave bands is unable to capture. The noise spectra for the tripped turbulent boundary layer is generally lower than for the untripped case at the same flow speed, since the rms velocities in the turbulent boundary layer are generally less than that due to the unstable modes in the laminar boundary layer. As the BPM model provides only 1/3 octave band predictions, the comparison of the trailing-edge
noise spectra for the tripped boundary layer case compares less well since oscillations in the spectrum arising from interference between coherent sources along the chord cannot be captured by the 1/3 octave prediction. The increase in noise at frequencies above 10 kHz at the flow speed of 35.1 m/s was due to an issue with side plates, which has since been resolved.

It is clear that the present BPM model relies on a number of assumptions that do restrict its validity. In particular, the tuning procedure is based on measurements of the NACA0012 airfoil shape only. It is implicitly assumed that the trailing-edge noise is solely driven by the measured boundary layer displacement thickness and the angle of attack dependency for that specific airfoil. Consequently, using different airfoil shapes may compromise its accuracy, e.g. if the airfoil shape has important effects on both attributes at the same time that do not resemble what is observed for the NACA0012 airfoil. Nevertheless, as mentioned earlier, this model has been a reference for a long period of time for predicting trailing-edge noise in many applications, which will be discussed in more detail in Section 5.

3.1.2. TNO model

The methodology described in the previous section relates directly, through scaling laws, some global flow and boundary layer characteristics to the far-field noise as a result of the turbulence scattering process occurring at the trailing-edge. It is expected that more accurate models can be obtained if, instead of using scaling laws and empirical tuning, the model is built upon a more detailed description of the physical processes involved. The proposed strategy consists in modeling separately the turbulent fluctuations within the boundary layer and their effects on the wall-pressure near the trailing-edge on one side, and their scattering by the trailing-edge into sound waves on the other.

Theoretical aspects of the trailing-edge scattering mechanism have been discussed in detail in Section 2 and analytical solutions have been established in Eqs. (30) and (32) as the so-called Amiet's and Howe's model, respectively. The remaining step consists in defining the wall-pressure turbulent fluctuations, or more precisely their frequency–wavenumber power spectrum denoted as $\mathcal{P}$ in these equations, in the vicinity of the trailing-edge. Preliminary discussions about its specificities and some theoretical aspects for its derivation are provided in Section 2.3. However, the closure of the wall-pressure spectral model is not completed yet. For instance, the flow and turbulence physical quantities in Eq. (67) remain to be defined in order to obtain its numerical evaluation. There exists a large variety of options for obtaining a self-contained model for the wall-pressure spectrum, but these can be divided into two main categories:

- Models based on quantitative information about the turbulence characteristics within the boundary layer flow combined with a theoretical analysis providing an estimation of the wall-pressure spectrum,
- Empirical models for the wall-pressure spectrum tuned to fit experimental data.
The present section is only concerned with the former approach, while
the latter is dealt with in the following Section 3.1.3. Note that, boundary-
layer turbulence is a whole area of research in itself and the derivation
detailed below for obtaining a wall-pressure spectral model follow-
ing the former approach also contain a certain degree of empiricism.
Therefore, this type of approach is denoted as ‘semi-empirical’.

The first functional model combining scattering theory with a semi-
empirical definition of the wall-pressure spectrum is introduced by
Parchen et al. [67]. It is commonly referred to as the TNO model because the authors worked at that time at the Dutch research institute
of the same name. A RANS-CFD solver is used to calculate relevant
quantities of the turbulent boundary layer, which are used as inputs
to the wall-pressure model derived by Blake [54] introduced earlier
in Eq. (67). Howe’s trailing-edge diffraction theory [3] is used for the
scattering part, although a simplified version of the analytical solution
in Eq. (32) proposed by Brooks and Hodgson [68] is used instead.
In its original version, this model has a tendency to underestimate trailing-
edge noise [69] and these discrepancies can be mainly attributed to
the assumptions made to evaluate the different turbulent quantities in
Blake’s Eq. (67) [70].

Subsequently, the TNO model has been derived into a variety of
flavors depending on the choice of the flow solver (XFOIL or CFD, see discussion below) used to compute the boundary layer flow at the
trailing edge. Various assumptions and derivations are also proposed
in the literature for evaluating the different turbulent quantities that
appear in the wall-pressure model in order to close it and remedy the
above-mentioned discrepancies. Finally, the choice of the scattering
theory (i.e. Amiet or Howe, see Section 2) also varies depending on
the different contributions in this field. These different options are
discussed below.

To begin with, the choice of the flow solver is discussed. The XFOIL
flow solver has been used for decades to predict low-Mach airfoil flows
in free field with success [63]. It is limited to subsonic flows, but can
handle low to high Reynolds numbers. As output, this code provides
global quantities such as displacement and momentum thicknesses
around the airfoil profile, from which the boundary layer thickness at
the trailing edge can be derived. Furthermore, the boundary layer
average velocity profile \( U(y) \) can be calculated using a standard
boundary layer boundary layer theory such as Cole’s law [71] or improved
versions of it [72]. Note here that there also exist improved versions
of XFOIL, such as RFOIL [73] and XFLRS/QBlade [74], that increase
its range of validity. If using a CFD solver, all the above quantities are
readily available, although a precise evaluation of the boundary layer
thickness can be tricky. Nevertheless, this does not significantly affect
the results since the turbulent energy content in the outer part of the
boundary layer is small and its contribution to the noise emission is
minor.

Once the average flow quantities have been determined, the more
sensitive turbulence characteristics, namely \( \overline{u’u’} \), \( L_{z} \) and \( \Phi_{z} \) in Eq. (67),
must be evaluated. Concerning the turbulent shear stress perpendicular
to the airfoil, it can be directly related to the turbulent kinetic energy
as \( \overline{u’u’} = \nu \frac{\partial U_{1}}{\partial x_{2}} \), where the factor \( \alpha \) is usually assumed constant and equal to
0.45 and 0.3 on the suction and pressure sides, respectively [67].
Using the CFD-RANS code, \( \nu \), is readily available across the boundary
layer. Using XFOIL, it must be derived using approximations from a
turbulent boundary layer theory. The turbulent kinematic viscosity as
used in RANS models is defined by:

\[
\nu_{t} = C_{\nu} \frac{k^{2}}{\epsilon}
\]

where \( \epsilon \) is the turbulent energy dissipation rate, and the constant \( C_{\nu} \) is
estimated equal to 0.09. Assuming turbulent energy equilibrium in an
isotropic homogeneous turbulent flow yields:

\[
\epsilon = -\overline{u’u’} \frac{\partial U_{1}}{\partial x_{2}}
\]

where \( \overline{u’u’} \) is the cross-velocity Reynolds turbulent shear stress. Com-
bining the Boussinesq hypothesis:

\[
\overline{u’u’} = -\nu \frac{\partial U_{1}}{\partial x_{2}}
\]

with the two previous equations provides the following approximation
for the turbulent kinetic energy:

\[
k_{t} = \sqrt{\left(\nu \frac{\partial U_{1}}{\partial x_{2}}\right)^{2} / C_{\mu}}
\]

(71)

as proposed by Parchen [67]. Independently, combining the Boussinesq
hypothesis for the Reynolds turbulent stresses and Prandtl’s hypothesis
yields:

\[
\nu_{t} = \frac{1}{\rho U_{1}} \frac{\partial U_{1}}{\partial x_{2}}
\]

(72)

Finally, the mixing length scale in Eq. (72) is estimated across the
boundary layer using Schlichting’s expression:

\[
l_{m}(x_{2}) = 0.085 \delta \tanh\left(\frac{k x_{2}}{0.085 \delta}\right)
\]

with \( k = 0.41 \), which can in turn be used to evaluate Eq. (71).

The turbulence correlation length \( L_{z} \) can be approximated from the
mixing length scale as:

\[
L_{z} = l_{m} / k
\]

(73)

which is an obvious choice if using XFOIL. This expression was also
used in the original TNO model. However, a RANS solver also provides
the turbulence dissipation rate \( \epsilon \) across the boundary layer. This can
be related to a time scale of the turbulence and subsequently to a
length scale. Accordingly, Lutz et al. [69] proposed a more elabor-
ate derivation assuming isotropy and using the characteristics of
Kolmogorov turbulence spectrum in the inertial range, yielding the
following approximation:

\[
L_{z} \approx 0.387 \left(\frac{k^{3/2}}{\epsilon}\right)
\]

which appears to improve the model predictions compared to the
simpler formula in Eq. (73) [70]. Moreover, Grasso et al. [51] also
noted that the Prandtl theory underestimates the correlation length \( L_{z} \)
when comparing to DNS data on airfoils as described in Section 3.3
(Fig. 13 (a) in [51]). In Fischer et al. [75], the cross-correlation \( R_{22} \)
between various boundary layer vortex sheets is not merged into a
single quantity \( L_{z} \), but a correlation function is introduced yielding to
a double integral over \( y \) as in Eq. (64) as originally proposed by Panton
and Linebarger [52], which improves the results at low frequencies.

Finally, the spectral tensor diagonal component for the turbulent
velocity fluctuations perpendicular to the wall \( \Phi_{z} \) stems from a clas-
sical boundary layer scalar in the energy-containing spectrum. Assuming isotropy and using the Von Kármán energy spectrum yields the following turbulent stress tensor component:

\[
\Phi_{zz}(k_{1}, k_{3}) = \frac{4}{9 \pi k^{4}} \left(\frac{k_{1} k_{3}}{1 + (k_{1} k_{3})^{2} + (k_{1} k_{3})^{2}}\right)^{3/4}
\]

where \( k_{1} \) and \( k_{3} \) are the wavenumbers along the airfoil chord and span,
respectively, and \( k_{z} \) is the wavenumber of the energy-containing eddies
which is the inverse of the outer integral length scale \( L \). The latter may
be related to the correlation length \( L_{z} \) along the perpendicular to the
wall as:

\[
k_{z} = 1 / L = 0.7408 / L_{z}
\]

from an analysis of the Von Kármán spectrum in the energy-containing
and inertial ranges for isotropic turbulence [76]. Note that the com-
parison with DNS on airfoils performed by Grasso et al. [51] suggested that
the Rapid Distortion Theory (RDT) spectrum might even be a better
choice (Fig. 12 in [51]).
However, turbulence anisotropy appears to play a significant role in the correct evaluation of the wall-pressure spectra. Following the approach of Panton and Linebarger [52], it is assumed that the effect of anisotropy can be accounted for by distorting the previous spectral tensor component independently in the 2 wavenumber directions, yielding the following stretched tensor:

$$
\Phi_{22}(k_1, k_2, \beta_1, \beta_2) = \frac{4\beta_1\beta_2}{9\pi k_2^2} \left( \frac{\beta_1 k_1/k_2^2 + \beta_2 k_2/k_1^2}{1 + (\beta_1 k_1/k_2^2 + \beta_2 k_2/k_1^2)^{2/3}} \right)^2
$$

Several models have been proposed for defining the stretching parameters $\beta_1$ and $\beta_2$ [53,77–79]. From DNS data in the adverse pressure gradient zone near the trailing edge, Grasso et al. [51] has recently deduced the ratio of the streamwise to transverse integral lengths scales (Fig. 13 (b) in [51]).

In more recent works, the influence of the turbulence–turbulence interaction is investigated [51,80], the latter being always neglected compared to the contribution of the mean shear–turbulence interaction in earlier works.

Attempts have been made to assess the accuracy of the TNO modeling approach relatively to simpler (e.g. BPM) or more advanced (e.g. LES or CAA related) methods. Two of these attempts are reported here. The first case was conducted in the context of wind turbine airfoils [81]. Two different (although relatively close to each other) airfoil designs were measured successively in the same acoustic wind tunnel. Thus, in addition to absolute noise levels, the trends between the two airfoil noise levels were also investigated in order to evaluate the sensitivity of the models to these relatively small changes in the geometric parameters. Two TNO-type approaches were compared with the BPM model and a more advanced model. The main conclusions from this study are that none of the modeling approaches can reach the level of accuracy required for wind turbine design, although there are also uncertainties in the measured data themselves. Consequently, wind tunnel noise measurements in combination with modeling are still both required for the purpose of wind turbine design. The second case is a longer term effort conducted as part of the BANC project [82–84]. Here, a number of experimental data sets acquired in two different wind tunnels with three measurement techniques are considered. This provides an error estimate for the acoustic measurements themselves, as illustrated by the error bars in Fig. 11. In addition, the study also focused on the turbulent boundary layer parameters, which are critical for trailing-edge noise emissions as discussed earlier. TNO-type models were compared with more advanced modeling approaches (hybrid-CAA and Lattice-Boltzmann) during the successive benchmark exercises. It appears that advanced methods perform better in most cases, showing that the TNO-type models should be further improved to reach the level accuracy required for engineering applications.

To conclude this section, it is noted that, so far, TNO model implementations have used either a simplified flow solver, such as XFOIL, or more advanced simulation tools, e.g. LES or DNS (see Sections 3.2 and 3.3), could be applied here to collect the necessary information about the boundary layer turbulence to close the TNO model formulation or its generalized version based on Panton and Linebarger’s formulation.

### 3.1.3. Wall pressure spectrum model

The wall pressure spectrum near the trailing edge is an important input to Howe’s model [91] and Amiet’s model [19] (see Section 2). This wall pressure spectrum can be computationally obtained using empirical or semi-empirical models. In fact, Amiet used an empirical wall pressure spectrum model, which was developed based on the measurement of Willmarr and Roos [92]. In a scientific community, an empirical model refers to functional forms, which do not necessarily have physical grounds, with several coefficients that are determined through the match with experimental data while a semi-empirical model refers to functional forms that are derived based on embedded relevant physics along with empirically determined coefficients. Even though there is a subtle difference in the definition between an empirical model and a semi-empirical model, we do not distinguish the difference between the two when it comes to wall pressure spectrum models in the current paper. In fact, some researchers named empirical models and others named semi-empirical models although the functional forms are essentially the same. It is important to note, when this wall pressure spectrum model is used in conjunction with Howe’s model or Amiet’s model, it represents an incident wall pressure spectrum, which is not affected by a trailing edge. In other words, the acoustic models solve the scattering of this wall pressure spectrum by a trailing edge so that this wall pressure spectrum should not include the scattered part. However, it would be challenging in the measurement and compressible high-fidelity LES or DNS simulations to distinguish the incident wall pressure spectrum from the scattered wall pressure spectrum near the trailing edge. A filtering approach in the wavenumber domain [44,93,94] is one way to separate the wall pressure fluctuations from scattered acoustic pressure fluctuations.

Fig. 12 shows typical measurements on the suction side surface pressure spectra normalized by the square of the dynamic pressure $q_0 = \frac{1}{3} \rho U^2$ for a NACA 65(12)-10 airfoil at 5% chord upstream of the trailing edge at flow speeds of 20 and 40 m/s at the four geometric angles of attack of 0°, 5°, 10° and 15° [41]. The frequency is normalized by the outer scale $\omega^* / U$ and inner scales $\omega / u_*$, respectively, where $\delta^*$ is the boundary layer displacement thickness, $v$ is the kinematic viscosity and $u_*$ is the friction velocity. All boundary layer parameters were estimated using the airfoil panel code XFOIL.

In the low frequency range, $\omega^* / U < 1$, the spectra obtained at different flow speeds and AoA’s collapse when plotted against frequency normalized on the outer scale $\delta^*$, suggesting that low frequency hydrodynamic pressure fluctuations are generated by the larger scales of boundary layer turbulence. In the high frequency range, $\omega / u_* > 2$, the spectra collapse to within 5 dB when normalized on inner scales, which is consistent with similar studies on airfoil boundary layers, such as by Garcia-Sagrado and Hynes [95], suggesting that the small-scale of turbulence is the cause of high frequency hydrodynamic pressure fluctuations and high frequency noise. This characteristics of the boundary layer pressure will be shown further in Section 4.2 of the “trailing-edge noise reduction” to have significance in the understanding of the use of surfaces (canopies) within the boundary layer aimed at reducing airfoil self-noise.

We note in Fig. 12 that different parts of the spectra follow the different frequency power laws, $f^1$, $f^{-1}$, $f^{-2.5}$ and $f^{-5}$. Similar variations with frequency have also been found on the CD airfoil [26]. They are exploited below to derive empirical expressions for the surface pressure boundary layer spectrum for use in trailing-edge noise prediction models. This frequency scaling will be applied again in Section 4.2 to understand the effect of surface treatments on the boundary layer characteristics, which act differently on the inner and outer portions of the boundary layer.

Earlier empirical wall pressure spectrum models include Maestrello’s model [96] and Cockburn and Roberston’s model [97]. Howe [91] proposed a new model for the wall pressure spectrum based on Chase’s theoretical work [98]. A significant breakthrough on the empirical model was made by Goody [85], who presented a functional form that fits the measured pressure spectrum for zero pressure gradient flows. His model is an updated version of the Chase-Howe model [91,98]. The Goody model involves exponents in the denominator that correctly scale with the middle and high frequencies. In his model the Reynolds number trends are accurately reflected. Hwang et al. [99] compared different empirical models that were published before 2009, and they found that the Goody model is the most accurate for zero pressure gradient flows.
Fig. 11. Comparison of three BANC trailing-edge noise cases for predictions using various trailing-edge noise models and measurement data in different wind tunnels: (a) Cases #1 and #4: NACA0012 at 0° angle of attack for two different wind speeds, (b) Case #5: DU96-W180 airfoil at 4° angle of attack [83,84] (Methods: PoliTo: hybrid RANS/LES coupled with synthetic turbulence and Flowcs Williams-Hawkings far-field propagation; DLR: CAA solver PIANO, coupled with stochastic source model based on RANS statistics; IAG: TNO-type model using RANS for boundary layer calculation and Howe’s model for acoustic field; DTU: TNO-type model using RANS for boundary layer calculations and Howe’s model for acoustic field; Exa/NASA: Lattice-Boltzmann PowerFLOW flow solver coupled with the Flowcs Williams–Hawkings acoustic analogy; DUT: Lattice-Boltzmann flow solver coupled with the Flowcs Williams–Hawkings acoustic analogy).

Table 1
Parameters (a–d) for the empirical wall pressure spectrum models.

<table>
<thead>
<tr>
<th>Model</th>
<th>a</th>
<th>b</th>
<th>c</th>
<th>d</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goody</td>
<td>3.0</td>
<td>2.0</td>
<td>0.75</td>
<td>0.5</td>
</tr>
<tr>
<td>Rozenberg</td>
<td>2.82 Δ^2 (6.13 Δ^0.75 + d)^[2(4.2H / Δ) + 1]</td>
<td>2.0</td>
<td>0.75</td>
<td>4.76(1.4 / Δ)^(0.75)(0.375x - 1)</td>
</tr>
<tr>
<td>Kamruzzaman</td>
<td>0.45(1.75H^2)^0.9 + 15, m = 0.5(H / 1.31)^0.7</td>
<td>2.0</td>
<td>1.637</td>
<td>0.27</td>
</tr>
<tr>
<td>Catlett</td>
<td>3.0 + 2 exp[(0.86H / 0.35 + 10.7)</td>
<td>2.0</td>
<td>0.912 + 20.99β^0.86 / (0.35^0.86)</td>
<td>0.397 + 0.328β^2.76^0.310</td>
</tr>
<tr>
<td>Hu</td>
<td>81.004k(10^1.38 ln(Rc,Δα) + 2.154)10^-7</td>
<td>1.0</td>
<td>1.5(1.169 ln(H) + 0.642)^1.6</td>
<td>0.07</td>
</tr>
<tr>
<td>Lee</td>
<td>max(0.25a - 0.52a)</td>
<td>2.0</td>
<td>0.75</td>
<td>max(1.0, 1.5a) if β &lt; 0.5 or d max(β, &gt; 0.5)</td>
</tr>
</tbody>
</table>

All these earlier models, however, were developed for zero pressure gradient flows such as a flow over a flat plate. Therefore, these models are not adequate for solving airfoil trailing-edge noise, which involve moderate or large adverse or favorable pressure gradients. Since the adverse pressure gradient on the suction side of an airfoil generates the dominant trailing-edge noise in a wide range of frequencies, a
significant attention was paid to the development of an empirical model for adverse pressure gradient flows. Rozenberg et al. [86] extended the Goody model to account for the adverse pressure gradient effects by using six adverse pressure gradient flow measurement data. They used the wake strength parameter, Clauser’s parameter [100], and the ratio of the boundary layer thickness to displacement thickness to derive empirical constants. This model cannot be used for favorable pressure gradient flows. Kamruzzaman et al. [87] developed a new empirical model for adverse pressure gradient flows. They used several airfoil measurement data for a range of Reynolds numbers and angles of attack to find their empirical model constants. Their model accounts for highly loaded boundary layer effects. Catlett et al. [88] developed a new empirical model for adverse pressure gradient flow by extending the Goody model. Suryadi and Herr [101] found that both the Rozenberg and Catlett models showed large discrepancies compared to measurement data for a DU96-W-180 airfoil. A typo in the exponent $\beta_z$ in Rozenberg et al. [86] is most likely at the origin of these differences and using the corrected coefficient $h$ in Table 1 recovers the proper high-frequency behavior, the $−5$ slope of Goody’s model as found experimentally [26] and numerically [93,102]. Hu [89,103] developed a new empirical model for adverse and favorable pressure gradient flows. They claimed that the Clauser’s equilibrium parameter is not suitable to define the shape of the spectrum. Instead, they used the boundary layer shape factor to derive empirical constants. Lee [90] provided a review of these empirical wall pressure spectrum models including Goody’s model, Catlett’s model, Rozenberg’s model, Kamruzzaman’s model, and Hu’s model for zero and adverse pressure gradient flows. He found that none of these models provide consistently satisfactory results for different geometries and flow conditions. Based on the limitations and observed trends, he developed a new empirical model that works for zero and adverse pressure gradient flows as well as minor favorable pressure gradient flows. His model is an extension of Rozenberg’s model, and it was found that Lee’s model yields more accurate results at high adverse pressure gradient flows and near-zero pressure gradient flows than Rozenberg’s model.

Lee [90] expressed all those empirical models in the universal wall pressure spectrum shape, which is given as

$$
\Phi_{op}(\omega)SS = \frac{a(\omega FS)^b}{\left[(\omega FS)^c + d\right]^g + \left(f R_{TF}^b(\omega FS)^h\right)}
$$

(74)

where $a$–$i$ are parameters that depend on the model and $R_{TF}$ is ratio of timescales, $(\delta/U_\infty)(\nu/\mu^3) = (\alpha\delta/\nu)\sqrt{C_F/\tau}$, that characterizes the Reynolds number effect. Note that Kamruzzaman et al. [87] used a slightly modified $R_{TF}$, $(\delta/U_\infty)(\nu/\omega^2)$. The parameter $\delta$ denotes the boundary layer thickness, $\delta'$ the boundary layer displacement thickness, $U_\infty$ the boundary layer edge velocity, $\nu$ the kinematic viscosity, $\alpha$, the friction velocity, and $C_F$ the skin friction coefficient. The variables $SS$ and $FS$ are the spectrum scale factor and frequency scale factor respectively.

The parameters used in Eq. (74) define the shape of the wall pressure spectrum. Parameter $a$ determines the overall amplitude of the spectrum. Variables $b, c, e$, and $h$ control the slope of the spectrum at different frequencies. The low frequency slope is determined by parameter $b$ and the roll-off rate at middle frequencies, or an overlap region is determined by parameters $b$, $c$, and $e$, and the high frequency slope is determined by parameters $b$ and $h$. Parameters $f$ and $g$ affect the onset of the transition between the overlap and high frequency. Parameter $d$ affects the location of the low frequency maxima. Parameter $i$ is 1.0 for all models, except in the Rozenberg’s model and Lee’s model where a constant of 4.76 is used due to the replacement of the boundary layer thickness in the Goody model with the boundary layer displacement thickness, assuming $\Delta = \delta'/\delta = 8$.

Table 1–3 show the parameters ($a$–$i$) and scale factors for six models: Goody, Rozenberg, Kamruzzaman, Catlett, Hu, and Lee. In Lee’s model, $a_{max}$ and $d_{max}$ indicate $a$ and $d$ of Rozenberg’s model. It should be noted that Kamruzzaman et al. [87] used an empirical equation for the Clauser’s parameter ($\beta_z$) while both Rozenberg et al. [86] and Lee [90] used a modified Clauser’s parameter using the boundary layer momentum thickness. Lee used an absolute value of this parameter for a favorable pressure gradient flow.

As discussed in the previous paragraphs, empirical or semi-empirical wall-pressure spectrum models require boundary layer parameters including the boundary layer thickness, displacement thickness, momentum thickness, edge velocity, pressure gradient, and skin friction coefficient near a trailing edge. Typically, $x/c = 0.99$ is used for extracting these parameters where $x$ and $c$ are the streamwise location

![Fig. 12. Surface pressure spectra at 20 and 40 m/s at AoA = 0, 5, 10, and 15° and different heights through the tripped boundary layer on a NACA 65(12)-10 airfoil plotted against non-dimensional frequency scaled with (a) outer layer properties, and (b) inner layer properties [41].](image-url)
and the chord length of an airfoil. These parameters can be obtained through viscous panel methods such as XFOIL [104] or steady RANS solvers. It should be noted that these semi-empirical wall-pressure spectrum models do not require the detailed boundary layer profiles such as a velocity profile or a turbulent kinetic energy profile, which are typically inputs to TNO-type models. Hence, it is less sensitive to aerodynamic solvers. Since XFOIL does not provide the boundary layer such as a velocity profile or a turbulent kinetic energy profile, which through viscous panel methods such as XFOIL [104] or steady RANS.

Note alternative constants for both convection velocity and spanwise distance from the leading edge were used to predict acoustics. The wall-pressure spectrum model and Howe’s acoustic model. They achieved 4 dB noise reduction with the optimized airfoil shape while increasing the lift-to-drag ratio.

Tian et al. [119] used Goody’s model [85] and Rozenberg et al.’s model [86] for the wall pressure spectrum to predict wind turbine noise in the presence of wind shear and atmospheric turbulence. General descriptions about wind turbine trailing-edge noise will be given in Section 5.

Rozenberg [120] and Christophe [121] first recognized the possible sensitivity of the noise prediction to the various models used to reconstruct wall-pressure fluctuations and how the parameters were extracted from the RANS simulations. This led to the uncertainty quantification (UQ) performed with the Stochastic Collocation expansion on the trailing-edge noise of a controlled-diffusion airfoil by Christophe et al. [122]. Note that a tensor grid of 81 RANS computations was used. They have also compared with direct unsteady LES predictions of the trailing-edge noise for this airfoil case as explained in Section 3.2. The full UQ methodology is summarized in Fig. 1 in Ref. [123]. It showed that Rozenberg’s model was mostly sensitive at high frequencies due to the uncertainty of the wall shear stress \( \tau_{\text{w}} \), whereas Panton and Linebarger’s model as implemented by Remmler et al. [53], was more sensitive at low frequencies because of the slower convergence of the Monte Carlo method used to calculate the quintuple integral in Eqs. (64), (65) and (66). This led to rather choosing the maximum shear stress in the boundary layer that is less sensitive to the quality of the RANS simulation than \( \tau_{\text{w}} \) in Rozenberg’s model, and to improve the Monte Carlo convergence in Panton and Linebarger’s model [51].

### 3.1.4. RANS-based statistical noise model

The semi-empirical models that mentioned in the previous subsections, including BPM model, TNO model, wall pressure spectrum model, need turbulent boundary layer parameters. These models can be validated using experimental data. However, these models have limitations in predicting the noise from complex flows, such as transonic and supersonic flows, due to the closures used in the turbulence models. Therefore, RANS-based statistical noise models are developed to account for these limitations.

Table 3

<table>
<thead>
<tr>
<th>Model</th>
<th>( t )</th>
<th>SS</th>
<th>FS</th>
</tr>
</thead>
<tbody>
<tr>
<td>Goody [85]</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Rozenberg [86]</td>
<td>4.76</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Kamruzzaman [87]</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Catlett [88]</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Hu [89]</td>
<td>1.0</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Lee [90]</td>
<td>4.76</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

For comparisons with measurement data, the narrow band sound pressure level was converted to the 1/3rd octave band spectrum. In the measurement, ± 3 dB was added since different measurement facilities showed ± 3 dB uncertainties in the BANC paper. It is shown that, overall, Lee’s model provides the closest match with measurement data among all models.

These wall pressure spectrum models have been extensively used in predicting trailing-edge noise. Several papers are summarized below:

Karimi et al. [111] used a hybrid uncorrelated wall plane waves-boundary element method technique. RANS CFD was used to estimate the turbulent boundary layer parameters. Goody’s model [85] was used to obtain the wall pressure spectrum. Chase [112], Corcos [113], and generalized Corcos model [114] were used to compute the cross-spectrum function. From the wall pressure spectrum, the incident pressure was realized using the assumption of uncorrelated wall plane waves. Once the incident pressure was found, boundary element method was used to compute the scattered waves.

Kuçukosman et al. [105] used the above semi-empirical wall pressure spectrum models in Amiet’s model for a NACA0012 airfoil, with a specific emphasis on the sensitivity to the various methods calculating the inputs parameters to the models. They also found that Lee’s model provides the most accurate results for wall pressure spectrum among other models, but it was found that trailing-edge noise was slightly over-predicted with Lee’s model. It is not clear how the over-prediction occurred in the noise comparison when the wall pressure spectrum is well matched.

Due to the fast turnaround time, the empirical wall pressure spectrum models were used in low-noise airfoil optimization or parameter sensitivity study. Volkmer and Carolus [115] used XFOIL, Kamruzzaman’s wall pressure spectrum model, and a genetic algorithm to find low-noise airfoils. They cautioned the potential inaccuracy of the predictions with the optimal airfoil shape against the measurement data. In order to improve the accuracy for airfoil optimization problems, Ricks et al. [116] used RANS CFD, Lee’s wall pressure spectrum model, Amiet’s model, and a genetic algorithm to find low-noise airfoils. They showed a noise reduction by around 2 dB, but they pointed out that noise reduction resulted in a reduction in lift–drag ratio. Chen and Lee [117] used Lee’s wall pressure spectrum model and Howe’s model to investigate the effect of seven physical airfoil design parameters on trailing-edge noise. They found that the reduction in a trailing boat-tail angle, which is related to the trailing edge thickness, yields a reduction in noise as well as an increase in lift–drag ratio. Chen and Lee [118] optimized the boat-tail angle or a concave shape of a trailing edge using the Kriging surrogate model and GA optimization tool. The Kriging surrogate model was constructed with Lee’s wall pressure spectrum model and Howe’s acoustic model. They achieved 4 dB noise reduction with the optimized airfoil shape while increasing the lift-to-drag ratio.
Table 4
Test conditions for BANC experiments. [82].

<table>
<thead>
<tr>
<th>Case #</th>
<th>Airfoil</th>
<th>Chord length [m]</th>
<th>Fixed transition position (x/c)</th>
<th>$U_\infty$ [m/s]</th>
<th>AoA (deg)</th>
</tr>
</thead>
<tbody>
<tr>
<td>1</td>
<td>NACA0012</td>
<td>0.4</td>
<td>SS: 0.065, PS:0.065</td>
<td>56.0</td>
<td>0</td>
</tr>
<tr>
<td>2</td>
<td>NACA0012</td>
<td>0.4</td>
<td>SS: 0.065, PS:0.065</td>
<td>54.8</td>
<td>4</td>
</tr>
<tr>
<td>3</td>
<td>NACA0012</td>
<td>0.4</td>
<td>SS: 0.060, PS:0.070</td>
<td>53.0</td>
<td>6</td>
</tr>
<tr>
<td>4</td>
<td>NACA0012</td>
<td>0.4</td>
<td>SS: 0.065, PS:0.065</td>
<td>37.7</td>
<td>0</td>
</tr>
<tr>
<td>5</td>
<td>DU96-W-180</td>
<td>0.3</td>
<td>SS: 0.12, PS:0.15</td>
<td>60.0</td>
<td>4</td>
</tr>
<tr>
<td>6</td>
<td>NACA64–618</td>
<td>0.6</td>
<td>Natural transition</td>
<td>45.03</td>
<td>−0.88</td>
</tr>
<tr>
<td>7</td>
<td>NACA64–618</td>
<td>0.6</td>
<td>Natural transition</td>
<td>44.98</td>
<td>4.62</td>
</tr>
</tbody>
</table>

Fig. 13. Comparison of seven BANC trailing-edge noise cases for predictions using the five empirical wall pressure spectrum models and measurement data: (a) case 1, (b) case 2, (c) case 3, (d) case 4, (e) case 5, (f) case 6, (g) case 7 [107].
be used in conjunction with steady RANS CFD simulations that provide turbulent boundary layer parameters. Steady RANS solutions can also be used to find statistical representations of turbulent velocity fluctuations or acoustic source terms, such as a turbulent velocity cross-correlation function or a cross spectrum, which are used to predict trailing-edge noise. This subsection is devoted to the latter approach. In general, there are three ways to use the turbulent velocity fluctuations for trailing-edge noise predictions: (1) compute the wall pressure spectrum through Poisson’s equation, (2) use the turbulent velocities as the source term in an acoustic propagation solver, and (3) construct a two-point turbulent velocity correlation function or a cross-spectrum function as the source to the Green’s function approach.

First, Glegg et al. [124] inverted a turbulent kinetic energy (TKE) profile, which is obtained from RANS results, to the vortex sheet strength to obtain the turbulent velocity fluctuations. Then, the linearized form of Poisson’s equation along with the velocity fluctuations provides the wall pressure spectrum and Howe’s model yields trailing-edge noise spectrum. The choice of the length scale is an important factor, which impacts the turbulence model. The inversion process of the turbulent kinetic energy involves additional numerical calculations. Chen and MacGillivray [125] obtained the squared vertical velocity fluctuation using the turbulent kinetic energy and anisotropic turbulence model. The turbulent kinetic energy and anisotropic turbulence model were obtained from the Reynolds stress RANS model. They included both the mean shear–turbulence interaction and the turbulence–turbulence interaction in the solution of the Poisson equation. They claimed that the turbulence–turbulence interactions are responsible for the generation of high-frequency pressure fluctuations and noise. Grasso et al. [126] also obtained the wall pressure spectrum by solving the Poisson equation (Panton and Linebarger’s model) in conjunction with Amiet’s model for the far-field sound as shown in Section 3.1.2. Their wall pressure spectrum model only included the mean shear–turbulence interaction [52,53]. RANS simulations provided the mean velocity, averaged vertical velocity fluctuation squared or turbulent kinetic energy, and turbulent length scale needed in the model. They also used the scale adaptive simulation (SAS), which is a hybrid RANS/LES model and an intermediate approach to full LES predictions as shown in Section 3.2, to extract the necessary input data. Their results showed that SAS-based model improved the predictions compared to RANS-based model.

Second, the turbulent velocity fluctuations can be used in conjunction with an acoustic propagation solver. Ewert et al. [127] used Random Particle Mesh (RPM) approach to generate the statistical turbulence velocities. The RPM method generates a fluctuating vector potential by spatial and temporal white noise with a filter. They used Reynolds stress model RANS. RANS solutions provided the turbulent kinetic energy and length scale. The Acoustic Perturbation Equations was then used to propagate the sound. Similarly, Cozza et al. [128] used Eulerian Solenoidal Digital Filter (ESDF) to reproduce a solenoidal fluctuating turbulent velocity using RANS simulations. The mean velocity, turbulent kinetic energy, and specific rate of dissipation, which are obtained from RANS simulations, are the main inputs to their model. The stochastic source model was coupled with a frequency-domain Galerkin finite element solver of the Acoustic Perturbation Equations for the solution in the near field region. Then, Ffowcs Williams and Hawking equation was used to predict far-field noise.

Third, the two-point space–time velocity correlation function or the cross-spectrum function between two points in the boundary layer are constructed from RANS. These correlation function or cross-spectrum function are then used in the solution of Green’s function. Bai and Li [129] modeled the two-point space–time velocity correlation function using both the isotropic turbulence assumption and the anisotropic turbulence assumption. Their approach is an extension of the adjoint Green’s function of the linearized Navier–Stokes equation, which was originally used in jet noise predictions [130]. The turbulent kinetic energy and dissipation rate, which are the inputs to the correlation functions, were obtained by RANS simulations. The linear and nonlinear Reynolds stress models, which are also inputs to the correlation functions, were used based on the mean flow quantities. The adjoint Green function was reduced to the solution of the Helmholtz equation assuming a uniform flow. The sound pressure spectral density calculation requires the volume integral of the source. They investigated the effect of the turbulence anisotropy and different Reynolds stress components. For example, the streamwise Reynolds normal stress contribute mostly to far-field noise and the other two components are nearly the same. Albarracin et al. [131] used a statistical model of the turbulent velocity cross-spectrum between two points in the boundary layer and the use of this information as an input to Green’s function solution for airfoil trailing-edge noise. Ffowcs Williams and Hall’s approximation of the turbulent velocity squared were used. The Green’s function for a rigid half plane was used [11]. For the turbulent velocity cross-spectrum, they used Morris and Farassat’s model [132], which was originally developed for jet noise predictions. RANS CFD was used to extract the turbulent kinetic energy and dissipation, which are needed in the turbulent velocity cross-spectrum. This model requires a volume integration near the source region. Although this method provided good agreement against measurement data for a NACA0012 airfoil at zero angle of attack, it showed a large deviation at low frequencies at non-zero angles of attack. For a DU96 airfoil, the high-frequency was significantly over-predicted. A further refinement of the model is needed. This method was also used by Rumpfkeil [133] to compare noise predictions with other methods including Remmler’s wall pressure spectrum model [53].

3.2. LES predictions

Even though the analytical and semi-empirical models described above provide simple and easy-to-run prediction tools, which could be integrated in a design cycle for instance, they still rely on some drastic simplifications of both the geometry (mostly infinitesimally thin flat plates in analytical models) and the flow physics (uniform flow with frozen turbulence at the trailing edge). To make sure that a minimum degree of relevancy is achieved with these analytical and semi-empirical models, some numerical validation can be sought. As mentioned above, airfoil self-noise results from the scattering of a boundary layer turbulent flow at the trailing edge. It can be related to either the vortical and aerodynamic unsteady velocity field around the trailing edge (Ffowcs Williams and Hall’s approach) or to the induced aerodynamic unsteady pressure field on the airfoil surface (Howe’s and Amiet’s approaches). Therefore, to achieve the validation goal, all the relevant turbulent scales developing in the turbulent boundary layer over the airfoil and its near wake must be captured in the simulation. The RANS simulations previously described in Section 3.1.4 cannot provide such information as all turbulent scales are modeled, and we must resort to at least a Large Eddy Simulation (LES) or an unsteady method that captures some relevant turbulent structures such as the Scale Adaptive Simulation [134], used for instance by Grasso et al. [126] as shown in Section 3.1.4. Moreover, as shown below, because trailing-edge noise is measured in the far field at a distance much larger than the mock-up scale (airfoil chord length), it will be very expensive to directly compute the sound at the microphone positions with LES. Therefore, almost all numerical noise predictions will use a hybrid method, which combines a near-field LES around the airfoil to capture the unsteady turbulent flow field and an acoustic analogy that considers these flow statistics as equivalent noise sources and propagates them to the far field to yield the acoustic pressure at the measurement locations.

Note that trailing-edge noise has also been recognized early on, as a test case for numerical methods in Computational Aero-Acoustics (CAA) [135,136]. Yet, Singer et al. [136] only considered the vortex
shedding mechanism as they only used an unsteady compressible RANS simulation to capture the sources around a thin airfoil with a vortex generator and computed the far-field noise with Farassat’s formulation 1A of Ffowcs Williams and Hawking’s analogy. Later, a new simpler time-domain formulation termed 1B was proposed by Casper and Farassat [137]. All the other early approaches tried to resolve the turbulent flow field and opted for incompressible LES coupled with different acoustic analogies that account for the scattering effect, such as Ffowcs Williams and Hall’s analogy or Amiet’s model. As all experiments involved low Mach numbers (below 0.3) and moderate Reynolds number based on the chord, $Re < 10^5$, it was natural and more cost effective to resort to incompressible solvers. For instance, Manoha et al. [135] coupled their incompressible results on the blunt NACA0012 tested at NASA with Curle’s analogy using the wall-pressure statistics on the airfoil and Ffowcs Williams and Hall’s analogy using the near-wake velocity statistics. Their limited domain size and grid resolution could only yield a fair agreement over a limited frequency range with Brooks and Hodgson’s experimental data on the NACA0012 airfoil [68]. A more extensive comparison was then achieved by Wang et al. [138] on a slanted flat plate, which had been tested at the university of Notre Dame by Blake [139]. They coupled their LES results with Ffowcs Williams and Hall’s analogy using the computed near-wake velocity field. Detailed comparisons with experiment were provided not only for the far-field noise but also for both the mean flow field and the wall-pressure fluctuations along the airfoil for the first time. Fair agreement was obtained for both the noise sources (wall-pressure spectra) and the far-field sound (noise spectra). To yield the latter, Wang et al. [138] also provided a computationally efficient way of estimating the integral over the noise source volume near the trailing edge, which is valid if the spanwise extent of the source field is acoustically compact (see below). Finally, a further refinement on the acoustic side was provided by Oberai et al. [140]. They performed a two-dimensional computation of the Green’s function tailored to a slightly cambered Eppler airfoil to yield the slight asymmetry on the noise directivity induced by the actual airfoil camber.

In all the above simulations two main limitations prevent achieving a close agreement with experimental data obtained in anechoic open-jet wind tunnels. On the one hand, all simulations were performed in free field to simplify the far-field boundary conditions. On the other hand, limited or no span was considered because of the limited computational capabilities of the time. The former prevents having the proper aerodynamic loading on the airfoil and the latter constrains the proper stretching of the turbulent eddies in the spanwise direction. In both cases, the turbulent statistics needed to correctly predict trailing-edge noise are altered. To address the installation effects on the NACA0012 airfoil, Brooks, Pope and Marcolini proposed an empirical correction on the angle of attack [141]. Yet, such a correction is only rigorously valid for such an airfoil over the limited incidence range over which the tests were performed. Installation effects in an anechoic open-jet wind tunnel were first systematically and numerically studied by Moreau et al. [142]. They showed that this could have some significant effects on the flow field and that an empirical correction may indeed not be obtained for all airfoils. Accounting for the jet deflection and the equivalent solidity effect imposed by the jet shear layers recovered the loading on the cambered Controlled Diffusion (CD) airfoil tested by Moreau et al. [26,109] in the two open-jet wind tunnels at Ecole Centrale de Lyon. Note that such an effect could already be clearly seen on the slanted plate computed by Wang et al. in the mean pressure distribution shown in Fig. 5 in [138]. Significant effort was then put on mimicking the experimental set-up and properly setting the boundary conditions in the LES around the airfoil as explained below. For the spanwise extent of the computational domain, Wang et al. [138] already discussed this issue as their spanwise width of the computational domain $L_z$ was only a small fraction of the actual mock-up span $L$. Following Kato’s analysis on the cylinder [143], they showed that a necessary condition was that the spanwise coherence of the wall-pressure fluctuations was smaller than the computational domain span. The source regions in the computational domain then radiate in a statistically independent manner, and the total noise spectrum is the sum of contributions from $|L_z/Re|^1$, independent source regions along the span.

To tackle the loading issue on the airfoil, and keep simulations affordable, the following two-step simulation strategy has been devised. A couple of preliminary incompressible RANS computations are initially performed. First, a two-dimensional RANS computation of the flow around the airfoil is conducted considering the wind tunnel nozzle shape and geometrical configuration used in the experiments. The domain size is selected to include most of the wind tunnel size and large enough to have a negligible effect on the jet deflection. The nozzle outlet velocity profile known from hot-wire measurements is set as a steady inflow condition to the computational domain. A truncated airfoil domain is then extracted from this simulation in the potential core of the jet to prevent any jet shear-layer interference. Inflow boundary conditions for the restricted domain is extracted from the initial full RANS simulation. A much finer and regular grid meeting LES specifications is then generated on the restricted domain [144,145], and a new RANS computation is achieved to yield the initial condition for the consequent LES. The two-dimensional grid is then extruded to provide a sufficient spanwise extent to include the spanwise coherence of the wall-pressure fluctuations. The RANS results and steady inlet boundary condition are then copied in the spanwise direction to provide a proper initial condition to the consequent LES.

The first incompressible LES that followed such a methodology was achieved in 2003 by Wang et al. [146] on the CD airfoil with its proper loading and a significant span (10% of the airfoil chord). Note that such a simulation took over a year to converge the flow statistics properly, and several more to consolidate the methodology and the turbulent flow as well as acoustic results [24]. Such a simulation corresponded to a geometrical angle of attack of $8^\circ$ and a Reynolds number $Re_\tau \approx 1.5 \times 10^5$. It was driven by a practical engineering problem as it corresponded to the design flow condition of a Valeo automotive engine cooling fan at midspan (see Section 5.2). Yet, many more flow conditions are encountered by such fan systems depending on the car operating condition as shown in Fig. 14. Thus, in 2008–2009, several different LES were performed on different airfoils (CD airfoil, NACA0012 and NACA 6512–63 airfoils) at various flow conditions (at similar $Re_\tau$) to cover most of the performance curves shown in Fig. 14 and to test the methodology broadly [147–149]. Each case was selected because it had a corresponding experimental data base in open-jet anechoic wind tunnels as described below in Section 4 [25,26,149]. Fig. 15 shows, for instance, the instantaneous flow fields on the CD airfoils for the two geometrical angles of attacks of $8^\circ$ and $15^\circ$ respectively [147].
iso-contours of the $Q$-criterion colored by the velocity magnitude stress the very different flow topology and turbulent scales involved in both flow conditions. Noteworthy, even though the high angle of attack is fully separated at the leading edge and involves much larger eddies shed over the airfoil suction side, small eddies are still grazing along the walls providing some positive convection velocity near the trailing edge, partially fulfilling Amiet's model assumptions. For all cases, a good agreement with experiment on the mean loading was found, validating the two-step approach. Most of them were able to reproduce the wall-pressure fluctuations near the trailing edge correctly. For the attached cases, the turbulent statistics required about 5 to 6 flow-through times to converge. The most challenging simulations being the high incidence cases, as the domain spanwise extent was still too limited to properly include the spanwise coherence of the wall-pressure fluctuations over a large frequency range, at least twice the number of flow-through times was required to converge the statistics. Moreover, near stall, some strong interaction with the jet shear layer was evidenced. Nevertheless, the consequent noise predictions by coupling the LES results with various acoustic analogies, namely Ffowcs Williams and Hall's analogy or Amiet's model, provide some reasonable agreement with far-field noise measurements in all cases. Both Christophe et al. [147] and Winkler et al. [148,150] also noted that Curle's analogy previously used by Manoha et al. for instance [135], was failing beyond the airfoil compactness limit, as expected as it does not account for the airfoil scattering. This has also been confirmed more recently by Martinez-Lera et al. [151] that used a finite-element method to numerically compute the actual or tailored Green's function in equation (9) (as previously Oberai et al. [140] and Moreau et al. [27]). Note that incompressible LES does not include the acoustic scattering effect in the flow field, which is a part of the compressibility effect, so that a separate scattering process, such as Ffowcs Williams and Hall's analogy, Amiet model's, or Howe's model, should be accounted for in noise predictions. Curle's analogy or Ffowcs Williams and Hawking equation with the free-space Green's function are not compatible with incompressible LES since those equations require the complete noise source terms in the flow field, that are the incident and scattered pressure fluctuations, without a separate scattering process involved. Alternatively, a tailored Green's function (see Section 2) can be used in incompressible LES along with Curle's analogy or Ffowcs Williams and Hawking equation to account for the scattering effect. It is adequate to couple Curle's analogy or Ffowcs Williams and Hawking equation (impermeable or permeable) along with the free-space Green's function with compressible LES, which will be discussed later. Similarly, it would be erroneous to couple compressible LES with Ffowcs Williams and Hall's analogy, Amiet model's, or Howe's model since the scattering effect is double counted in the source term (flow field) and the scattering process.

More recently, additional simulations were performed on the CD airfoil around the nominal incidence of 8° with the LES code CDP developed at Stanford to perform an uncertainty quantification on the noise prediction by the hybrid method combining incompressible LES with Amiet's model [122]. The angle of attack was varied by ±2°. Interestingly, at the smallest angles of attack a flow bifurcation was observed and the laminar separation bubble (LSB) moved from the leading edge to the trailing edge. Amiet's model was used with two different methods to reconstruct the pressure fluctuations (see Section 3.1.3): Rozenberg's semi-empirical model [86] and Panton and Linebarger's model [52,53]. As with RANS simulations (see Section 3.1.3), the former showed more sensitivity at high frequencies driven by the uncertainty on the friction velocity, whereas the latter was more sensitive to the lowest frequencies mostly because of the convergence of the Monte Carlo method used to compute the quintuple integrals. Overall, on the CD airfoil, several incompressible LES have been run with both commercial (StarCD [153], Fluent [147], CCM+ and openFOAM [151,154,155]) and research codes (Wang’s LES code [24], Turb’flow [156], Saturne [157], CDP [27] and SFELES [154]). At the reference design condition, a similar degree of accuracy can be reached at the trailing edge provided enough grid points are used. More sensitivity is found at the leading edge in the prediction of the LSB, as can be seen from the mean pressure distribution in the length of the plateau varying between 3 and 12% of chord [154]. Christophe et al. [147] also compared different boundary conditions in the spanwise direction, and showed that periodic boundary conditions are the most suitable. Similar results were also found by Winkler et al. [148] on the NACA 6512–63 airfoil. Finally, Moreau et al. [27] showed that, given some optimization of the grid topology, trailing-edge noise for an airfoil at a similar Reynolds number $Re_c$ of about $1.5 \times 10^5$ could be achieved with about 1 million grid points on a 10% span, which makes it quite affordable by current computational standards. Moreover, for attached flow conditions, given the above limited number of flow-through times required to converge the flow statistics near the trailing edge, reliable pressure or velocity fluctuations can be obtained for the consequent acoustic prediction with acoustic analogies in a matter of couple of days (compared to a year for the above first full simulation). This methodology has then been successfully applied to more complex flow configurations: airfoils with a blowing slot on the suction side [158], airfoils with different tripping devices on the suction side [25,148,150] and airfoils with a plate and the nozzle scattering [159]. For the blowing case, an additional source at the airfoil slot was shown to contribute at high frequencies. For the tripping cases at low angle of attack, the extra broadband hump caused by laminar boundary layer instability was properly captured in a similar way as found by Moreau and Roger from experimental data (figure 15 (a) in [21]). In the scattering by close objects, Christophe et al. [160] validated a near-field extension of Amiet's model originally proposed by Kocukcoskun.

Finally, some other hybrid methods have also been proposed. Instead of resorting to some acoustic analogy, Shen et al. [161,162]...

---

Fig. 15. LES results on the CD airfoil with Fluent [147]: iso $Q$-criterion contours colored by the velocity magnitude at a geometrical angle of attack: (a) 8° and (b) 15°. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 16. Dilatation field in the midspan plane of the CD airfoil at 8° with AVBP [152].
coupled flow results from unsteady incompressible simulations on a NACA 0015 airfoil at a Reynolds number $Re_c = 1.6 \times 10^5$ with some form of the linearized Euler equations, termed the acoustic/compressible perturbation equations. A similar flow-acoustic splitting technique termed Perturbed Compressible Equations was used by Moon and co-workers [163] and applied to the trailing-edge noise of a thick flat plate, an approach they had first validated on the unsteady flow around a cylinder [164]. Overall, all these hybrid methods that combine acoustic analogies accounting for edge scattering or Linearized Euler propagators with incompressible LES results confirm that, at low speeds, the dominant airfoil noise source in clean inflow and fully turbulent flow at the trailing edge is the diffraction of pressure fluctuations at the trailing edge. More precisely, the inertia of the turbulent eddies born in the airfoil turbulent boundary layer is strongly modified at the trailing edge, yielding acoustic waves that are diffracted by this edge. Note, however, that Martinez-Lera et al. [151] already pointed out that additional quadrupole noise sources may contribute significantly at high frequencies in the reference CD airfoil case. With such a hybrid method based on incompressible flow solutions, the acoustic information is restricted to the airfoil surface (dipole sources) and no additional sources (quadrupole sources) in the flow field can be captured. One of the first compressible LES to tackle such a problem in free field was performed by Wolf and Lele [167] on a tripped NACA 0012 airfoil with a blunt trailing edge at a fixed Reynolds number $Re_c = 4.08 \times 10^5$ for an angle of incidence of $5^\circ$. Two different Mach numbers 0.115 and 0.4 were considered. They coupled their LES results with a Ffowcs Williams and Hawkings’ acoustic analogy, and included both dipole and quadrupole source terms. Note that they used a three-dimensional wideband multilevel adaptive fast multipole method to accelerate the calculations of aeroacoustic integrals. Their acoustic prediction showed reasonable agreement with Brooks et al.’s measurements [141], and they noted that nonlinear quadrupole noise sources played an important role in far-field sound radiation at a high Mach number. Furthermore, they confirmed that convection effects are relevant for all frequencies as shown by Amiet’s model, for instance, and that the additional quadrupole sources at a high Mach number have a more pronounced effect for medium and high frequencies [168].

Additional free-stream compressible LES have been achieved on the CD airfoil for a wider range of Reynolds numbers, $Re_c$, and Mach numbers [169-171]. Deuse and Sandberg [169,171] considered four Mach numbers 0.2, 0.3, 0.4 and 0.5 at an angle of attack of $8^\circ$ at the same Reynolds number $Re_c = 10^6$, whereas Boukhariane et al. [170] computed three Mach numbers 0.3, 0.5 and 0.7 and varied the Reynolds number $Re_c$ from $8.3 \times 10^4$ to $2.4 \times 10^5$ (same chord length as in the parallel experiment performed within the EU-project CORTET) and the angle of attack from 1 to $7^\circ$, to cover the regimes typically encountered in Contra-Rotating Open Rotors or Ultra High By-pass Ratio engines. The former showed, using a high-order finite difference solver HIPSTAR within a flexible overset grid framework, that two or three noise sources are actually present on the airfoil: the above trailing-edge scattering but also an additional noise source at the leading edge (the reattachment point of the LSB) and another weak one in the wake (see for instance the three wave fronts evidenced in Fig. 17 in [171]). The transition/reattachment source actually becomes more relevant with increasing Mach number as the LSB size is growing and becoming more unstable. Noteworthy, Boukhariane et al. [170] observed increasing LSB sizes with increasing angle of attack but slightly reduced ones with increasing Reynolds numbers (and consequently Mach numbers). They only computed the mean loading and the noise sources (the wall-pressure fluctuations) so far. They found good agreement with experiment even in the higher Mach number case that had a normal shock on the suction side.

However, all these compressible LES only compute the near field in free field and do not propagate to the far field accounting for the above installation effects in anechoic wind tunnels, which preclude some direct comparison with experiment. A first attempt to take into account the installation effects in a compressible LES with the code AVBP developed by Cerfacs, was made by Salas et al. [13,172] on a simplified two-element high-lift device, which included a limited extruded span of the two-dimensional mock-up embedded in the wind-tunnel jet and the nozzle exit (basically the same set-up as used above to provide realistic boundary conditions to incompressible LES). The dilatation field in the midspan plane clearly showed the wave fronts of the trailing-edge noise from both elements, the diffraction of the flap noise by the main element, and the scattering by the nozzle lips. Some additional laminar boundary layer instability noise was also evidenced for the first time on the flap suction side. The same procedure was then applied to the CD airfoil at the reference condition [165]. Fig. 16 shows the corresponding dilatation field in the midspan plane. On top of the phenomena found by Salas and Moreau (yielding the fringes observed in radiation maps), the additional noise at the leading edge from the transition/reattachment noise source is also observed. Yet, this noise source is partially shielded by the scattering at the nozzle lips. Wall-pressure spectra close to the trailing edge and far-field acoustic spectra at $90^\circ$ from the airfoil are shown in Fig. 17. Excellent agreement is found for all simulations with experiments run in the open-jet anechoic wind tunnels at ECL and Université de Sherbrooke (UdeS). All the above compressible simulations resort to a coupling with Ffowcs Williams and Hawkings’ analogy to yield the far-field noise. Recently a new numerical approach had emerged that can both capture the near-field noise generation and the propagation to the far-field accurately: the Lattice Boltzmann Method (LBM) that solves the Boltzmann equation on a cubic lattice (voxels), instead of the compressible Navier–Stokes equations [173,174]. The ability of the hybrid LBM-Very Large Eddy
Simulation to directly compute the far-field noise on the complete experimental set-up was first demonstrated by Brès et al. [175] on the tandem cylinder aeroacoustic benchmark with the PowerFLOW code. The same method was then successfully applied to the NACA 5510 airfoil with a tip gap at a Reynolds number $Re = 9.6 \times 10^5$, which had been experimentally characterized at Ecole Centrale de Lyon [176,177]. A similar but well-resolved study was also achieved on the NACA 0018 airfoil at a Reynolds number $Re = 2.8 \times 10^5$ and an angle of attack of $0^\circ$ by Avallone et al. [178]. The flexibility of the method also allowed investigations of noise reduction mechanisms of sawtooth and combed-sawtooth trailing-edge serrations as shown in Section 3.4.

### 3.3. DNS predictions

In Section 3.2, LES on airfoils were shown to provide accurate and reliable flow statistics to predict trailing-edge noise provided a large enough spanwise extent and some installation effect were accounted for. However, only the largest turbulent scales are resolved and depending on the grid and the numerical scheme accuracy, the frequency range of the prediction might be limited and additional unsteady sources may be missed. Moreover, most of the current experimental data and consequent simulations are only available at low speeds corresponding to transitional Reynolds numbers $Re_c$. The question then arises about the proper modeling of the transition to turbulence by LES, which may modify the development of the turbulent boundary layers along the airfoil and, therefore, the flow statistics close to the trailing edge. Only direct numerical simulations (DNS) can resolve all the relevant turbulent scales and alleviate such uncertainties. Moreover, the continued growth of available computing power has made DNS of compressible flows around an airfoil to predict trailing-edge noise possible and more affordable at transitional $Re_c$.

As in the LES case, the first DNS have been achieved in free field over a limited computational domain to limit the grid size. Indeed, to achieve proper grid resolution down to the Kolmogorov scale for the range of Reynolds numbers around $10^5$, the mesh size is around 200–400 million cells, an order of magnitude larger than for the above LES that ranged from 1 to 40 million (dimensionless grid sizes $\Delta x^+ < 10$, $\Delta y^+ < 1$ and $\Delta z^+ < 10$ for the DNS versus $\Delta x^+ < 30–40$, $\Delta y^+ \approx 1$ and $\Delta z^+ < 20–30$ in the above wall-resolved LES). Very few incompressible DNS have been performed with the goal of predicting airfoil noise. Noteworthy, within the framework of the French research program STURM4, Benhamadouche et al. [157] compared various LES with different subgrid-scale models to a DNS on the CD airfoil at the reference flow condition with the Saturne code. As shown in Fig. 18, the mean pressure coefficient remains similar to the LES results (represented here by the results of Wang et al. [24]), except close to the reattachment point of the LSB where the DNS now captures the positive pressure gradient zone after the transition to turbulence [157]. Similar results are found for all the other compressible DNS described below, stressing the clear different behavior between the LES and DNS in the transition zone. Yet, downstream close to the trailing edge similar turbulent boundary layers are found and the wall-pressure spectra and spanwise coherence are quasi identical. The consequent far-field prediction with Amiet’s model for instance is then similar.

In 2007, Sandberg et al. [179] performed some first compressible 2-D DNS on an semi-ininitely thin flat plate at two Mach numbers (0.4 and 0.6) with an early version of the high-order compressible code HipSTAR. They showed that Amiet’s surface pressure jump transfer function predicted the scattered pressure field accurately, and found good overall sound directivity even though viscous effects tended to smear the model lobes at high frequencies. They also found an additional wake source at a higher Mach number responsible for a downstream pointing lobe. Most of these initial findings were then confirmed by a full 3-D DNS [180]. Several consequent DNS were achieved on two symmetric NACA airfoils (NACA-0006, NACA-0012) at two angles-of-attack ($5^\circ$, $7^\circ$) at a Reynolds number $Re_c = 5 \times 10^4$ and a Mach number of 0.4 [181]. Note that the Mach number cannot be lowered below 0.25 without any significant time-step penalty. Even at this low Reynolds number, multiple noise sources were found on the airfoil suction side. For instance, LSB reattachment points were identified to be the location of noise production that were highly unsteady (variations in the streamwise and spanwise directions), unlike the noise production at the airfoil trailing edge that is fixed in space. A good summary of those early DNS with the necessary numerical parameters to achieve a proper accuracy can be found in [182].

However, as shown in Section 3.2, installation effects in an aeroacoustic open-jet wind tunnel can have some significant effects on the flow field and consequently on the noise radiated by the airfoil trailing edge. Therefore, to achieve a proper comparison with experiment (a missing element in the early DNS), two different strategies have be devised to include the jet effect. On the one hand, with the LBM, the whole acoustic wind tunnel environment over a limited spanwise extent is accounted for. In 2011, Sanjose et al. [166] performed the first full DNS simulation of the CD airfoil embedded in the jet of the large open-jet aeroacoustic wind tunnel at Ecole Centrale de Lyon, France. Excellent agreement with experiment is found on the airfoil loading in Fig. 18. The shear layer of the thin LSB undergoes some Kelvin–Helmholtz instability with rollers that break down near the reattachment point and trigger transition to turbulence, as shown by the iso-contours of the $Q$-criterion in Fig. 19(a). A forest of hairpins then develops downstream with the thickening of the turbulent boundary layer: as expected, much more turbulent structures can be seen compared to the early LES results in Fig. 15. The noise sources at the trailing edge are also properly captured as seen in the wall-pressure spectra in Fig. 17 for two Remote Microphone Probes (RMP), one at the leading edge close to the reattachment point of the LSB (RMP5) and the other close to the trailing edge where the pressure statistics are collected for Amiet’s model (RMP26). The radiated acoustic field is represented by iso-contours of the dilatation field in Fig. 20(a). The dominant noise source at the trailing edge is clearly identified with wave fronts that are directed more upstream with a Cardioid shape, which is typical of a non-compact dipole. The diffraction by the nozzle lips is also clearly seen, which modifies the sound directivity [21]. Finally, an additional weak high-frequency noise source is also observed close to the LSB reattachment point as found in the free stream cases. On the other hand, the two-step strategy presented above for the incompressible LES can also be applied to the compressible DNS. Yet, an additional numerical problem in such compressible simulations arises from the inlet and of the $Q$-criterion in Fig. 19(a). A forest of hairpins then develops downstream with the thickening of the turbulent boundary layer: as expected, much more turbulent structures can be seen compared to the early LES results in Fig. 15. The noise sources at the trailing edge are also properly captured as seen in the wall-pressure spectra in Fig. 17 for two Remote Microphone Probes (RMP), one at the leading edge close to the reattachment point of the LSB (RMP5) and the other close to the trailing edge where the pressure statistics are collected for Amiet’s model (RMP26). The radiated acoustic field is represented by iso-contours of the dilatation field in Fig. 20(a). The dominant noise source at the trailing edge is clearly identified with wave fronts that are directed more upstream with a Cardioid shape, which is typical of a non-compact dipole. The diffraction by the nozzle lips is also clearly seen, which modifies the sound directivity [21]. Finally, an additional weak high-frequency noise source is also observed close to the LSB reattachment point as found in the free stream cases. On the other hand, the two-step strategy presented above for the incompressible LES can also be applied to the compressible DNS. Yet, an additional numerical problem in such compressible simulations arises from the inlet and
Fig. 19. DNS results of iso-\( \dot{Q} \)-criterion contours colored by the velocity magnitude at a geometrical angle of attack of 8° on the CD airfoil: (a) PowerFLOW [166] and (b) HipSTAR [165]. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Fig. 20. Dilatation field in the midspan plane of the CD airfoil with (a) PowerFLOW at 8° [166], (b) HipSTAR at 8° [165], and (c) PowerFLOW at 5° [166].

outlet boundary conditions that are set close to the airfoil. Specific non-reflecting boundary conditions or radiation boundary conditions possibly combined with sponge layers need to be implemented [183–185]. In the LBM case, only the latter are used in several voxel regions with increasing viscosity. An example of such an approach is presented in Fig. 20(b), which also corresponds to the CD airfoil at the reference flow condition. The corresponding mean loading is also shown in Fig. 18. The latter validates the method as it is very close to the other two DNS with a favorable pressure gradient zone but with a slightly longer LSB length. The iso-contours of \( Q \) criterion in Figs. 19(b) and 20(b) stress a similar transition process in the LSB and a consequent development of a hairpin forest on the airfoil suction side as in the LBM DNS. The dilatation field in Fig. 20(b) also confirms the two noise sources already seen in the AVBP LES (Fig. 16) and in the LBM DNS (Fig. 20(a)). Yet, the finer mesh in the wake triggers a third noise source in the wake, which is responsible for the additional high-frequency hump seen both in the wall-pressure spectra close to the trailing edge (Fig. 17(a), RMP26) and in the far-field acoustic spectra (Fig. 17(b)). Note that the latter is clearly evidenced by comparing two acoustic analogies, one including the airfoil surface only (termed “solid”) and the other including the wake (termed “porous”). This additional noise source is also stronger in the Navier-Stokes DNS than in the LBM DNS, which is attributed to a slightly thicker and more energetic boundary layer in the former. Finally, this extra noise source also explains the difference between Amiet’s and Ffowcs Williams and Hall’s results as it is included in the former (measured wall-pressure fluctuations including this acoustic contribution at RMP26) and not in the latter (the CDP incompressible velocity field having no acoustic information).

Finally, the full LBM model of the anechoic experimental set-up has also been extended recently to a lower angle of attack of 5° [48], for which there is a flow bifurcation and a complete change of flow topology and noise signature: additional intermittent tones are now found on top of a broadband hump, corresponding to laminar boundary layer instability noise, as pointed out experimentally by Padois et al. [186]. To capture and understand the intermittent tonal noise, this simulation required much longer simulation times to be able to capture the intermittency observed in both the flow field and the acoustic far field: 50 flow-through times were needed to fully capture the breathing of the LSB that had moved close to the trailing edge, and was alternatively shedding strong and short energetic rollers (intense events) and soft and thin ones (quiet events) as shown by the iso-contours of \( Q \) criterion in Fig. 20(c). These rollers are seen to break down and to trigger transition to turbulence close to the trailing edge, and to provoke the consequent intense modulated tonal noise seen in the dilatation field (characterized by a much larger wavelength corresponding to about 1 kHz than the wavefronts seen in the reference case in Figs. 20 (a) and (b)). Very good agreement with experiment was again observed by Sanjose et al. [48], and several modal analysis showed that the tonal noise is not seen to come from Tollmien-Schlichting waves forming in the laminar
boundary layer as previously conjectured, but rather from a Kelvin–Helmholtz instability generating these rollers that break down near the trailing edge and causing another form of trailing-edge noise. A linear stability analysis also showed that Kelvin–Helmholtz waves are only convectively unstable and that only the intense events could sustain the instability, explaining the observed intermittency of the tonal noise in this particular configuration. Similar results and flow features have also been reported recently by Winkler et al. [25] on a NACA 6512–63 airfoil. Two different compressible DNS with a tripped and an untripped airfoil were run; the latter showed similar flow features (unstable LSB on the aft of the airfoil shedding rollers that break down close to the trailing edge) and much more complex dilatation field patterns also suggesting strong tonal noise on top of a broadband hump. More details can be found in [165]. The number of flow-through times was limited to 5, too short to observe any intermittency or noise modulation that could have been deciphered with the same modal analysis as on the CD airfoil.

Overall the compressible DNS have already shed a lot of light on the different airfoil noise mechanisms at transitional Reynolds numbers, and highlighted several additional noise sources and much more complex noise generation mechanisms than the previous hybrid method combining incompressible LES and acoustic analogies. They have confirmed that, for the often dominant trailing-edge noise scattering, most of the assumptions underlying the above analytical models can be justified and used as first approximations for self-noise predictions of more complex systems such as rotating machines (see Section 6). Finally, current DNS capabilities correspond to Reynolds number slightly above $10^5$, but the next decade will reach $10^6$. Moreover, some recent DNS results in free space have been presented on airfoil noise during flow separation and stall at high angles of attack [187]. As pointed out above for the CD airfoil at high angle of attack, the issue in this case is the effect of the spanwise domain size. Consequently, those simulations are still limited to low Reynolds numbers ($Re_c = 5 \times 10^4$).

3.4. Noise control

High-fidelity numerical simulations such as LES or DNS provide a detailed insight into flow turbulence physics that is related to trailing-edge noise reduction. Low-fidelity numerical simulations offer an opportunity to explore a wide range of design parameter spaces, or an optimization of shapes or flow control inputs.

Several passive trailing-edge noise control devices, namely serrations and porous appendices, have been simulated by LES or DNS using the different approaches described in Sections 3.2 and 3.3. For instance, incompressible LES of serrated airfoils were first tackled by Winkler [188] on a NACA 6512–63 airfoil at 0° angle of attack in the Siegen experimental set-up as described above. Several serrated configurations combined with the slotted configuration [185] were simulated showing the correct experimental trend. The serrations were found to reduce the wall-pressure fluctuations on the edges and also the spanwise correlation length on the serrations (Figs. 6.16 and 6.17 in [188]). Arina et al. [189] then combined a compressible LES with Flowes Williams and Hawkings’s analogy to simulate a NACA 65–1210 airfoil in free field at a small 5° incidence. Note that slightly blunt serration tips and roots were introduced to ease the grid generation and to limit the computational effort. They reproduced the Overall Sound Pressure Level (OASPL) directivity measured at the University of Southampton quite satisfactorily, and showed that the noise reduction is mostly achieved at low and mid-frequencies, which could be traced to the modification of the flow separation at the trailing edge seen in the clean airfoil. However, there was no assessment of the possible aerodynamic impact. A similar methodology was later used on serrated cambered SD2030 airfoils (either isolated or in cascade) by Ji et al. [190]. They showed marginal agreement with parallel experiments. They also found an overall 3–4 dB noise reduction with serrations, but also a significant undesired reduction of aerodynamic performances (60% lift reduction). They attributed the noise reduction to a funneling motion, caused by the generation of streamwise-oriented vortices at the root of the trailing-edge serrations. Taking advantage of the flexibility of the LBM/VLES framework, Avallone et al. [178] studied the noise-reduction mechanisms of sawtooth and combed-sawtooth trailing-edge serrations on a NACA 0018 airfoil, and confirmed Ji’s findings on the streamwise-oriented vortices. The main findings are summarized in Section 4.

On the DNS side, Sandberg and Jones [191,192] were the first to look at the effect of trailing-edge serrations on a NACA 0012 in free-field at a low Reynolds number of $5 \times 10^3$ at a 5° incidence. They used flat-plate trailing-edge extensions. They found that the overall hydrodynamic field on the airfoil was not significantly affected upstream of the serrations and that the noise reduction was mostly achieved in the high frequency range caused by the effect of the serrations upon the diffraction process, consistently with the analytical model predictions in Section 2. Moreover, the secondary noise source in the reattachment region of the LSB was not modified. Sanjose et al. [193] were then the only ones to actually simulate the open-jet wind tunnel environment and demonstrated similar noise gains as in experiments on the CD airfoil at 8° incidence and a Reynolds number of $1.5 \times 10^5$ [44]. They considered fully three-dimensional serrations that preserved the airfoil shape and demonstrated that the serrations hardly modified the clean airfoil loading shown in Fig. 18. Similarly to Sandberg and Jones, they found that the noise reduction was achieved at high frequencies by a modification of the diffraction process and that the flow statistics were hardly modified before the serrations [44]. The latter result has also been confirmed experimentally by Avallone et al. [194] on a NACA 0018 airfoil. Besides generalizing the previous DNS results to a 3D serration configuration on an industrial cambered airfoil, Sanjose et al. [195] also showed that one of the noise reduction mechanisms was actually to alleviate the small vortex shedding that occurred on the straight airfoil pressure side as shown in Fig. 21 (zoomed view at the trailing edge on the pressure side). Finally, as shown in Section 2 (Figs. 8 (b) to (d)), the prediction of Ayton’s analytical model compares very well with this DNS data.

Consequently, the latter has been selected for low-fidelity numerical simulations of the noise mitigation by serrations by Khodolov and Moreau [57–59]. They performed an optimization of the serration shape including slits based on the CD airfoil flow characteristics, and showed that the sharper serrations achieve the more noise reduction [57], and that for increasing serration wavelengths, the serration shape for optimal noise reduction smoothly changes from ogee to sawtooth, and from sawtooth to sinusoidal or iron shape [58]. They also showed that the effect of slits distributed on the main serration shape appears at high frequencies and noise reduction up to 20–30 dB can be achieved [58]. When adding additional aerodynamic constraints on the lift-to-drag ratio and the moment coefficient respectively, the maximum noise reduction achieved at high frequencies is significantly reduced to about 4 dB, and this gain is primarily limited by the decrease in the moment coefficient of the serrated airfoil [59].

Simulations on porous or compliant trailing edges are much more limited. Bae and Moon [195] were probably the first to apply LES on a thick flat plate at 0° and 5° incidences and a Reynolds number of $1.3 \times 10^5$, to study the effect of a passive porous surface on trailing-edge noise. They used a continuum approach and a volume-averaging method that considers an incompressible flow in a rigid homogeneous porous medium. The closure model for the drag force is given by Ergun’s equation, which includes the linear Darcy’s law corrected by a non-linear term [196]. This intrinsic pressure can be reformulated into a superficial average pressure with the non-linear Dupuit–Forchheimer relationship [197]. Bae and Moon showed a significant tonal noise reduction of 13 dB at 0° incidence, which is caused by the reduction of the spatial correlation length of the wall pressure fluctuations in both streamwise and spanwise directions. 3–10 dB noise reduction was
also obtained over a broad frequency range at 5° incidence. Similar numerical approaches have been recently applied by Koh et al. [198] and Ananthan et al. [199]. Koh et al. [198] again considered thick flat plates at 0° incidence and a similar Reynolds number of 1.35 × 10^7, but with different trailing-edge shapes. The noise reduction by the porous medium reached 11 dB for a sharp corner, and only 4 dB for a semi-circular trailing edge. It was again coming from a massive reduction of the vortex-shedding tone, and the directivity was modified by the porous trailing edge in the high frequency range. On the other hand, Ananthan et al. [199] considered a 3D cambered DLRF16 airfoil at −0.5° incidence and a higher Reynolds number of 10^6. Note, however, that only the trailing-edge region is resolved in a LES mode. They also observed a significant noise reduction of up to 12 dB in the low to mid frequency regime. However, a noise increase at the mid to high frequencies was attributed to the friction between the flow and the surface (roughness noise). A similar method has also been recently applied to the airfoil leading-edge problem and successfully compared to some analytical RDT results on an equivalent cylinder by Zamponi et al. [200]. Yet, a similar comparison with the analytical models described in Section 2 is still needed for the trailing-edge noise mechanism. Within the hybrid LBM/VLES method, a similar model using an equivalent fluid region for a homogeneous porous medium has been implemented [201]. Teruna et al. [202] studied the noise generation from a NACA 0018 airfoil at 0° incidence and a Reynolds number of 2.8 × 10^5, with and without a porous trailing edge. They found the same noise abatement by up to 9 dB in the low frequency range as in the parallel experiment by Rubio Carpio et al. [203]. They showed that the porous surface behaves as continuous trailing edges with acoustic scattering at multiple locations. They also noted that the flow statistics were hardly changed upstream of the treated area, similarly to the above findings with serrations.

In all the above simulations the airfoil trailing edge cannot deform, which is not the case, for instance, in the silent flight of owls [204]. Recently, Nardini et al. [205] performed a DNS on an elastic trailing-edge and studied the effect of its structural compliance. By performing an acoustic decomposition to separate the contribution of the motion-induced noise from the scattering due to the interaction of the incident fluctuations with the trailing edge, they showed that the noise reduction is mostly achieved when the relative phase and amplitude of these two acoustic contribution ensure their mutual cancellation. This could yield interesting noise mitigation strategies in the future.

Finally, Bodling and Sharma [206,207] used LES to investigate the trailing-edge noise reduction with finlet, a passive noise control device inspired by owl wings developed by Clark et al. [208] (see Section 4.2.5). They found that finlets lift up turbulent eddies in the boundary layer so that the associated noise is reduced. Shi and Lee [209] used RANS CFD to efficiently predict noise reduction with finlets. They found similar results with LES outcomes. They addressed that the velocity deficit in the boundary layer plays a role in noise reduction. Shi and Lee [210] also studied a 2-D bump for noise reduction. The bump retards the velocity and reduces the turbulent kinetic energy in the boundary layer so that the trailing-edge noise is reduced. However, this bump may increase the bluntness noise so that it should be carefully used. Chen and Lee [118] proposed a concave shape of a trailing edge by controlling a boat-tail angle using a high-order polynomial function. The concave shape effectively reduces the thickness of a trailing edge and the pressure gradient values, hence resulting in noise reduction. The optimized concave shape was found to decrease the noise levels by 4 dB while slightly increasing the lift-to-drag ratio.

3.5. Outlook

Empirical and semi-empirical models have many advantages in terms of the computational cost and data processing. These methods are typically used in industrial design practices. The importance of these methods will be continued.

A fully parametric model such as the BPM model provides a very rapid evaluation tool of trailing-edge noise. In this context, it is attractive during the early design phase of, e.g. a wind turbine rotor. However, the simplified physics on which it is based upon limits its accuracy and range of applicability. Better tunings may be achieved, but the method is intrinsically limited by these hypotheses.

More advanced engineering models involving a more detailed description of the physics involved have subsequently emerged. TNO-type models attempt to address the above limitations by distinguishing and solving separately the boundary layer turbulence and the acoustic scattering occurring at the trailing edge. Nevertheless, these models are still based on a number of assumptions that also restrict their accuracy. In particular, boundary layer turbulence is dealt with simplified and generic spectral models that do not fully account for a number of phenomena, such as intermittency or the spatially varying characteristics (e.g. anisotropy) of turbulence across the boundary layer. It is expected that improvements may be achieved for this part of the model by resorting to more advanced either theoretical or modeling approaches. Indeed, so far, TNO-type models rely on flow solvers, such as integral boundary layer solvers (e.g. XFOIL) or CFD-RANS flow solvers. The associated assumptions about the boundary layer flow may be relaxed by resorting to more exhaustive experimental data, and more advanced models such as LES or DNS. The former should already be available at transitional Reynolds numbers and applied to more flow conditions (the complete polar range for instance). The latter should provide further insights into possible additional noise sources (LSB, wake sources) and some insights on how to model them. With increasing computational resources, higher Mach numbers and consequently higher Reynolds numbers could also be tackled.
Recently, several empirical wall pressure spectrum models were developed for adverse pressure gradient flows. Some of these models demonstrated the success of predicting airfoil trailing-edge noise. It is expected that these models will be continually used for airfoil trailing-edge noise predictions or other application problems due to an easy and fast calculation. However, the accuracy of these models is questionable for large favorable pressure gradient flows. Although the suction side with adverse pressure gradient flows dominates the noise spectrum, empirical models need to be further refined for large favorable pressure gradient flows to accurately predict high-frequency noise generated from the pressure side. All the empirical models have inherently a valid range corresponding to the calibrated experimental data. Outside this calibrated range, the accuracy is not guaranteed. For example, there are no accurate empirical models that predict noise in a separated flow region, mainly due to a lack of experimental data. Empirical wall pressure spectrum models for separated flows can be developed in conjunction with experimental activities. However, it is hard to justify the need to develop an empirical wall pressure spectrum model for highly separated flows since the low- or medium-fidelity aerodynamic solvers, such as steady RANS, would not provide accurate boundary layer flows for highly separated flows, which are inputs to the wall pressure spectrum models. If LES or DNS is used for separated flows, more accurate wall-pressure spectrum can be directly obtained from the CFD outputs, so that empirical models are no longer needed. Physics-based reduced order models could then be built from such numerical data bases.

Several RANS-based statistical turbulence models were developed in the past decade. The prediction accuracy of these models still depend on many semi-empirical parameters to characterize the turbulent velocity or cross-spectrum. A comparison with more experimental and LES/DNS data will assist the further refinement of these parameters and models.

Finally, it is expected that LES/DNS will be more used in various noise control concepts, as described in Section 4, to provide detailed flow physics that may be elusive in experiments. These high-fidelity simulations will further guide and fine-tune RANS-based semi-empirical models for various designs.

4. Experimental approach

Before surveying the important milestones in the measurement of airfoil trailing-edge noise, we first present a brief overview of the characteristics of airfoil trailing-edge noise obtained experimentally in the open jet wind tunnel at the University of Southampton. Measurements of the spectrum of radiated acoustic pressure were made by Gruber [41], a PhD thesis, due to a NACA 65(12)-10 airfoil at a single microphone located at 1.2 m and 90 degree from mid-span of the trailing edge with 0.15 m chord and 0.45 m span at 0 geometric angle of attack at a flow speed of 40 m/s. A trip was located at 10% of the chord to force the boundary layer to turbulence. The pressure spectrum is shown in Fig. 22(a) as a blue curve. For comparison is the corresponding spectrum, shown as a red curve, obtained when a turbulence grid is located within the jet nozzle and the in-flow turbulence intensity increases from about 0.45%, without the grid, to approximately 2% when the grid is added. The background noise spectrum due to the jet shear layers and due to the grid are also shown, which is only a few decibels below the trailing-edge noise at high frequencies, indicating the difficulty with using single microphones for airfoil self-noise measurements.

In this example, the noise due to the interaction of this turbulent flow with the leading edge is significantly greater than that due to the tripped boundary layer interacting with the trailing edge at all frequencies up to about 5 kHz. At frequencies greater than about 10 kHz trailing-edge noise becomes the dominant noise source. Clearly, therefore, in flows with much lower, more realistic levels of turbulence intensity (< 0.5%), such as that encountered by wind turbine blades, trailing-edge noise is the dominant airfoil noise source over most of the frequency range.

Both the leading edge and trailing edge acoustic pressure spectra can be seen to oscillate with frequency. This feature of airfoil spectra provides direct evidence that the equivalent radiating source distribution is the result of edge scattering of the turbulent flow, which is in the form of a highly coherent (dipole) source distribution along the airfoil chord, that interferes in the far field leading to the oscillations in the spectra and single-frequency directivity, shown in Fig. 22(b). This behavior is accurately reproduced from the flat plate theories discussed in Section 2.

Fig. 22(b) also shows a comparison between the measured and predicted directivity of the NACA 65(12)-10 airfoil at the non-dimensional frequency of $f c / U = 15$, where $c$ is the chord and $U$ is the flow speed. It is characterized by a main radiation lobe pointing upstream of the flow direction, suggesting that the boundary layer is back-scattered at the trailing edge, with a number of minor side lobes. The measured data is indicated by * where good qualitative agreement with predictions are obtained. Note the absence of microphone data well downstream due to the presence of the jet, and well upstream due to the presence of the nozzle. Similar results have also found on the CD airfoil provided the diffraction at the nozzle lips is accounted for (see Fig. 9 in [21]).

Also shown in this figure as a red curve is the corresponding directivity with the introduction of a serration at the trailing edge, which will be discussed later. As shown explicitly by the theoretical analysis of trailing-edge noise by Amiet [19] and its extension [20] in Section 2, the far-field noise pressure PSD (Power Spectral Density) may be expressed directly in terms of the boundary layer pressure spectrum evaluated sufficiently close to the trailing edge such that it is representative of the impinging flow on the trailing edge and is not influenced by the scattered wave. For accurate trailing-edge noise predictions, therefore, it is essential that the characteristics of the turbulent boundary are known just upstream of the trailing edge where scattering into acoustic radiation occurs.

4.1. Trailing-edge noise measurements and mechanisms


Experimental investigations into the characteristics of airfoil trailing-edge noise began in the early 1970’s, roughly at the same time as the mechanisms of trailing edge radiation were being mathematically formulated in terms of the amplification of weakly radiating convected hydrodynamic pressure fluctuations near the trailing edge [6,211,212]. One of the main barriers to making accurate airfoil trailing-edge noise measurements in aeroacoustic wind tunnel facilities was their high levels of background noise due to, for example, the tunnel nozzle lips, the open jet turbulent shear layer and the downstream collector, which tended to mask the airfoil noise, particularly at high flow speeds. Much of the early work on trailing-edge noise measurements have therefore focused on the use of measurement and signal processing techniques that provide reductions in facility noise. This issue remains a problem today, particularly in large facilities at high flow speeds. This section provides a review of some of the seminal experimental work on TE noise measurement and its radiation mechanism. Note that this review is not exhaustive but is meant to convey the important issues in the measurement of airfoil trailing-edge noise.

One of the first published accounts of airfoil trailing-edge noise measurement was by Paterson et al. [213] at the United Aircraft Research Laboratories (UARL) and Sikorsky Aircraft Division. This early work encapsulates most of the important issues in measuring airfoil trailing-edge noise and the characteristics of its far-field radiation. Trailing-edge noise measurements were made on NACA 0012 and NACA 0018 airfoils with 0.24 m chord at a range of Reynolds number of $8 \times 10^5$ to $2.2 \times 10^6$ at various angles of attack in an open-jet facility within an anechoic chamber. Side plates were used to maintain a 2D mean flow over the span of the airfoil. A number of 1/4″ flush-mounted microphones...
were embedded into the airfoil to measure pressure fluctuations at various chordwise and spanwise locations along the airfoil surface due to the turbulent boundary layer. A single microphone 2 m above the airfoil trailing edge in the mid-span plane was used to measure the far-field noise. This measurement configuration and sensing arrangement remains today the standard procedure for measuring airfoil trailing-edge noise. Processing was limited to single-channel data and spectra limited to 1/3 octave and 10 Hz bandwidths.

At the lower Reynolds numbers the spectra were found to contain numerous tones arising from laminar instability waves, but which disappeared once the Reynolds number was increased and the boundary layer transitioned to turbulence. The use of trips on the airfoil suction side had little effect on the presence of tones but suppressed the tones when located more than 80% chord on the pressure side. At the highest Reynolds numbers, airfoil noise was completely masked by the background facility noise.

Another important early experimental study into the measurement of trailing-edge noise was by Yu and Joshi [214], who presented an experimental study of the trailing-edge noise from an uncambered NACA 63–012 with 0.61 m chord made in an open-jet aeroacoustic facility. Surface pressure transducers were used to monitor the pressure fluctuations beneath the boundary layer. Measurements were made at Reynolds numbers of $1.22 \times 10^6$ and $2.21 \times 10^6$. One of the innovations of this study was that surface pressure fluctuations on the upper and lower surfaces were made simultaneously with a single far-field noise measurement, allowing the causal relationship to be examined between hydrodynamic pressure fluctuations near the trailing edge and its subsequent radiation to the far field through measurements of their space–time correlation. However, the surface pressure probes were later shown to be insufficiently close to the trailing edge to provide a sufficiently accurate assessment of the boundary layer flow arriving at the trailing edge. The spectra measured simultaneously near the trailing edge on the pressure and suction sides were found to differ by nearly 180°, thereby providing an evidence, for the first time, of the existence of the Kutta condition.

A milestone in the understanding of airfoil trailing-edge noise obtained through measurement was made in 1981 by Brooks and Hodgson [68]. They provided the first detailed survey of the two-point surface pressure statistics near the airfoil trailing edge, comprising both the impinging hydrodynamic boundary layer pressure field and the subsequent near field scattered contribution responsible for the far-field radiation. Noise and aerodynamic noise measurements were made on a symmetric NACA 0012 airfoil with 0.61 m chord in the Quiet Flow Facility (QFF) at NASA Langley Research Center. Various hardwood extensions were introduced to the main airfoil body to study the effect on trailing-edge noise of edge thickness, ranging from a ‘sharp’ edge to 2.5 mm. Surface pressure sensors were embedded flush to both upper and lower surfaces along the airfoil chord and span of the airfoil. The furthest downstream sensor was 2.54 mm, or 0.42% chord, from the trailing edge. Far-field pressure measurements were made using an arc of sensors at mid-span and the results were corrected for shear layer refraction [215]. Measurements were made at a range of flow speeds and angles of attack, with and without boundary layer tripping. Pitot tubes were used to determine the boundary layer profile.

Power Spectral Density measurements of the boundary layer pressure spectrum indicated evidence of a characteristic frequency $f = \delta^{-1}$ linked to the boundary layer thickness $\delta$, which determines the largest eddy size in the boundary layer. Chordwise coherence measurements of the surface pressure indicated the extent to which the boundary layer deviated from the ‘frozen’ behavior, assumption universally made in airfoil broadband noise prediction models, whereas the spanwise coherence $\gamma$ was found to decay faster with frequency and spanwise separation distance $y_{ij}$ (see Fig. 3) and roughly follow $\gamma = \exp(-\zeta\omega y_{ij}/U_c)$, where $\zeta$ is an empirical constant of 0.62. The spatial integral of $\gamma^2$ with respect to $y_{ij}$ determines the frequency-dependent coherence length, which appears explicitly as a multiplicative factor in the expression of the far-field pressure PSD due to trailing-edge noise from a flat plate [19]. A frequency-dependent phase speed of the surface pressure was determined from the phase spectrum between two chordwise sensors and found to slow as frequency is increased. The two-points statistics of the surface pressure fluctuations were used to determine the empirical constants of a frequency–wavenumber spectral density proposed by Chase [211] and Chandiramani [212] of the incident boundary layer field for use in the model of the unsteady surface pressure distribution, including near field scattering from the trailing edge, proposed by Howe [3], following the work of Chase [211]. This formulation was used to predict the cross spectrum of surface pressures between any two points on the same surface and between two points on opposite surfaces. The magnitude and phase of measured chordwise surface pressure cross spectrum was shown to be in close agreement with the theoretical predictions, thereby providing a direct confirmation of the existence of the scattered field due to the trailing edge.

Another innovation in this study is that the far field trailing-edge noise was determined from the coherent part of the signal between two microphones equally spaced on opposite sides of the airfoil trailing edge, by exploiting the anti-symmetry of the radiated field, and that background noise is mutually incoherent with the airfoil noise.


Even today, the prediction of airfoil trailing-edge noise due to an airfoil of an arbitrary geometry remains highly challenging. The problem is not with predicting the effect of the trailing edge on the convecting boundary layer flow but with the prediction of the characteristics of the turbulent boundary layer itself under the influence of a pressure gradient as it convects toward the trailing edge.
Brooks et al. [46] placed a series of two-dimensional NACA 0012 airfoil, of chord lengths varying from 2.54 cm to 30.48 cm, and angle of attack (AoA) between 0° and 25.2° in the test section of the Quiet Flow Facility at NASA Langley at flow speeds of up to 70 m/s, corresponding to a maximum chord-based Reynolds numbers of 1.5 million. Airfoil trailing-edge noise measurements were made in 1/3 octave bands using the two-microphone technique described in Brooks and Hodgson [68] located at 90° to the trailing edge. Measurements were made without and with a boundary layer trip to ensure transition to turbulence. Flow measurements were conducted using hot wire anemometry in NASA Langley’s QFF. Boundary layer displacement and momentum thickness were calculated using a three-dimensional traverse of a single-wire and cross-wire. The prediction methods based on these experiments, so called the BPM model, were described in Section 3.1.1.

4.1.3. Modern trailing-edge noise measurements

Since these early studies, there have been a number of detailed experimental investigations into the measurement of airfoil trailing-edge noise, aimed mostly at understanding the relationship between airfoil geometry, angle of attack and Reynolds number and radiated self-noise. It is noteworthy that while measurement techniques have been considerably improved, the basic measurement principles remain the same as in 1973 with the pioneering work of Paterson et al. [213]. One particular innovation used in modern measurements is the use of large multi-channel phased array systems for generating source maps and suppressing background noise. Usually, however, their spatial resolution is constrained by the acoustic wavelength. These techniques are particularly useful in highly reverberant environments, such as in closed tunnels or when excessive levels of facility noise are present. We now present a brief survey of some recent airfoil self-noise measurements.

A significant research effort into the understanding of airfoil trailing-edge noise was undertaken in the open jet wind tunnel at the Laboratoire de Mécanique des Fluides et Acoustique of ECL. This work involved many different airfoils at lower and transitional Reynolds numbers, including flat plates, NACA0012 and several low-speed fan profiles. The largest body of experimental data is however on the industrial cambered CD airfoil [21,26,109,142,216]. The latter has been intensively used in propulsion systems (compressor and turbofan blades) and ventilation systems (automotive and aerospace applications).

An illustration of this work is found in Moreau and Roger [26], in which the effect of trailing-edge noise due to variations in mean loading were investigated for the CD airfoil. The airfoil was placed at the exit of the wind-tunnel nozzle and was instrumented with several remote microphone probes clustered at both the airfoil leading and trailing edges. The surface pressure statistics were collected at a chord-based Reynolds number $Re_c$ up to $2.9 \times 10^5$ at various geometrical angles of attack ranging from $-5^\circ$ to $27^\circ$. Yet, the most studied case used in Sections 2 and 3 is $Re_c \approx 1.5 \times 10^5$ at $8^\circ$. A particular novelty of this work is that the airfoil was placed in two different open jet facilities with jet widths of 0.13 m and 0.5 m, which was recently complemented by an additional jet width of 0.3 m in the recent UDeS anechoic wind tunnel [217]. Note that the latter experiments involve very low background noise (down to $-20$ dB) and have extended the experimental frequency range for the lowest speeds significantly (covering the whole range of interest up to 10 kHz). The radiated sound was measured simultaneously with the wall-pressure fluctuations close to the trailing edge. In the ECL experiments, two different flow regimes at two different incidences were investigated in detail. On the airfoil suction side they correspond to an attached turbulent boundary layer triggered by a thin LSB at the leading edge ($8^\circ$), and to a large flow separation from the leading edge ($15^\circ$) respectively, as later evidenced by the LES results shown in Section 3.2 (see Fig. 15). The two jet width configurations provide some insight into the “cascade” loading effect. Measurements at the larger jet width were found to trigger an earlier onset of leading edge flow separation and larger LSB than at the smaller jet width because of the reduced flow guidance by the jet shear layers [142]. The transition to turbulence then occurs earlier in the larger nozzle, resulting in higher levels of pressure fluctuations near the trailing edge. Both jet widths still trigger the same overall wall-pressure spectra for the same flow regime, but no equivalent angles of attack can be defined for this airfoil. Two different speeds were also investigated, which provided some insights into the Reynolds-number effect on the trailing-edge noise. No significant change of flow regime was observed for the same incidence, and only larger spectra levels were obtained for the higher speed, confirming the dipolar nature of trailing-edge noise. Surface pressure measurements on the suction and pressure sides were found to exhibit two distinct behaviors. Pressure fluctuations were hydrodynamic in nature on the suction side (laminar boundary layer). High levels of intermittent fluctuations were observed at the leading edge typical of a transitional boundary layer with a LSB, whereas the statistics of the surface pressure were found to be highly stable at the trailing edge. All wall-pressure spectra measured from the mid-chord up to the trailing edge, were observed to follow a clear $f^{-5}$ frequency power-law above a threshold frequency, which scales with a Strouhal number based on the local suction side boundary layer thickness (see Fig. 12).

Another notable study on trailing-edge noise measurement was by Shannon and Morris [218], in which the radiated sound spectra produced by a trailing edge model with 0.91 m chord was measured using a large aperture 40 microphone phased acoustic array at flow speeds between 15 m/s and 30 m/s. Their signals were processed using the three beamforming algorithms, delay–sum, weighted Cross Spectral Matrix (CSM), and the deconvolution-based method DAMAS for localizing the “sources” on the airfoil and suppressing the background facility noise. Each method was found to have their own pros and cons depending on the frequency range of interest and the relative magnitude between the parasitic source and the source of interest. In general, DAMAS was found to provide the best rejection of parasitic noise for frequencies greater than 500 Hz, below which the DAMAS results failed to converge. The CSM results were found to be superior to the delay–sum method in the frequency range 250 $< f < 500$ Hz, while the delay–sum algorithm provided the least overall rejection of parasitic noise, but was still effective at the very low frequencies ($f < 250$ Hz) where the CSM was not well defined. For both the CSM and DAMAS methods, the importance of appropriately defining the integration region was demonstrated. A composite spectrum was generated at each flow speed by selecting the algorithm that was found to produce the least bias error for a given frequency range.

At roughly the same time, noise measurements were conducted at Notre Dame involving an airfoil trailing-edge similar to that previously used by Blake and Gershfeld [219]. A flat strut with a 0.91 m chord, was placed in Notre Dame’s Anechoic Wind Tunnel (AWT) [220]. A boundary layer trip was applied to the airfoil, which was tested at Reynolds numbers from $1.2 \times 10^6$ to $1.9 \times 10^6$. Surface pressure fluctuations were measured near the trailing edge, and far-field noise was simultaneously collected with a large aperture microphone array. In a separate closed-walled facility, Particle Image Velocimetry (PIV) was used to characterize the flow field near the trailing edge. Flow measurements from the phase-locked PIV compared against the computed acoustic spectra were qualitatively compared.

Extensive measurements on airfoil trailing-edge noise was also made at NLR in the Netherlands, which also focuses on the development of phased array measurements and the effect of the sideplates on the noise measurements [221]. It was shown that significant measurement errors can occur by the use of rigid sideplates, which can be reduced by the use of sound absorbing plates.
4.2. Noise control

4.2.1. Conventional sawtooth trailing edge serrations

The early pioneering work on trailing-edge noise in the 1970’s established conclusively that the airfoil trailing edge plays an essential role in trailing-edge noise generation by converting the kinetic energy of the boundary layer vorticity passing over it into acoustic wave motion. It is, therefore, somewhat surprising that the notion of modifying the trailing edge geometry to weaken its scattering efficiency, and hence reduce noise, was not properly investigated until the 1990’s. Possibly inspired by the structure of the wings of owls [204], which are well known for their quiet flight, researchers began considering the use of serrations, or undulations, onto airfoil trailing edges for reducing noise. Trailing edge serrations were shown theoretically by Howe [39] to produce reductions in radiated trailing-edge noise by a mechanism associated with cancellation effects along the oblique trailing edge of individual Fourier components of boundary layer pressure (see Section 2.2.2).

In this section, we review some of the experimental studies on the use of simple “sawtooth” trailing edge geometries for the reduction of trailing edge self-noise, the geometry of which is characterized by a peak-to-height distance of 2h and a wavelength $\lambda$ as shown in Fig. 7. We emphasize that this review is not exhaustive but is intended only to illustrate our current understanding of noise reductions obtained through trailing edge serrations. The performance of more recent innovative serration geometries will be discussed below in the next subsection. One of the first documented measurements of trailing-edge noise reductions through serrations was by Dassen et al. [222]. Trailing edge serrations with an amplitude of 25 mm and wavelength of 5 mm was attached to six flat plates and eight 2D NACA airfoils of 0.25 m chord length at the chord-based Reynolds numbers $Re_c$ of $7 \times 10^6 < Re_c < 1.4 \times 10^7$. Noise reductions of up to 10 dB in the frequency range of 1 kHz to 6 kHz for the serrated flat plates were reported. Noise reductions were found to be only weakly dependent on the inclination angle of the trailing edge, but was found to be significantly influenced by misalignment of the serrations with respect to the flow direction and chord plane. Deviations by 15° were found to increase the radiated noise by up to 10 dB. Furthermore, measured noise reductions were found to be significantly smaller than that predicted by the theoretical model of Howe [39]. Largest noise reductions were achieved at low to mid frequencies, while noise increases were observed at high frequencies. Whilst no spectra were provided in their paper, this early measurement encapsulates the general characteristics of the noise reduction spectra due to trailing edge serrations on airfoils.

The application of serrations to the airfoils used on wind turbines was undertaken by Oerlemans et al. [223], who measured the noise reductions in model-scale wind turbine blades. Serration plates with a relatively thin thickness of 2 mm were mounted to the pressure side of the outer 12.5 m of the wind turbine blade with a rotor diameter of 94 m. The length of the serration plates was maintained at around 20% of the local chord, resulting in the serration length to becoming a function of the rotor radius. To give some perspectives, the smallest and largest serration length is 10 cm and 30 cm at the tip and the most inboard position, respectively. The authors also took care to align the plane of the serration with the flow direction to prevent high frequency noise increase due to the cross-flow through the sawtooth gaps, as well as to minimize the impact on the aerodynamic loading. After appropriately optimized with the serrations, overall reductions of 6–7 dB in turbulent boundary layer trailing-edge noise were recorded over a variety of flow conditions, with insignificant changes in aerodynamic performance. Oerlemans et al. [223] and Hurault et al. [224] applied these optimized serrations to full-scale wind turbines. Noise reductions were found to be lower than that obtained under laboratory conditions but still worthwhile at frequencies below 1 kHz where average overall sound power level reductions of 3.2 dB were reported for the upwind measurements on the clean rotor, and 1.2 dB and 1.6 dB reductions for the downwind measurements on the clean and tripped rotor, respectively. More in-depth discussion on the application of serrations for the reduction of wind turbine noise can be found in Section 5.1.

Later, Gruber et al. [225] and Moreau and Doolan [226] investigated experimentally the influence of different parameters on the noise reduction performance of flat plate serrations inserted into a cambered airfoil and flat plate, respectively. Moreau and Doolan [226] have investigated experimentally the acoustic and aerodynamic effects of trailing-edge serrations on a flat plate at low-to-moderate Reynolds numbers ($1.6 \times 10^5 < Re < 4.2 \times 10^5$). The main body of the flat plate has a span of 450 mm and a thickness of 6 mm with an elliptical leading edge. Two different serration geometries were compared, with a fixed root-to-tip amplitude of $2h = 30$ mm and two different wavelengths of $\lambda = 3$ mm ($\lambda/h = 0.2$) and with $\lambda = 9$ mm ($\lambda/h = 0.6$). The serrated and reference plate models have the same mean chord of 165 mm. Reductions in overall SPL by up to 3 dB were observed in broadband trailing-edge noise. Noise reduction were found to depend on Strouhal number $St_s = f \delta/U$ and the serration wavelength. Theoretical predictions of the noise reductions due to Howe were in poor agreement with experimental data. Contrary to predictions, however, the wider serrations with larger wavelength-to-amplitude ratio $\lambda/h$ were found to provide superior noise reductions to narrower serrations by achieving higher attenuation levels and no noise increase in the mid-frequency region. Unsteady velocity data in the very near wake of the straight and serrated trailing edges suggested that, for this particular configuration, the noise-reduction capability of trailing-edge serrations is related to their influence on the hydrodynamic field at the source location rather than on a reduction in sound radiation efficiency at the trailing edge. Moreau and Doolan [226] therefore concluded that the main reason for the discrepancy between measured and predicted reductions is the effect of the serrations on the impinging boundary layer turbulence, which are not included in Howe’s theoretical predictions. Note, however, that this is somewhat in contradiction with all the current DNS results reported in Section 3.4, which did not show any significant modification of the incoming turbulent flow statistics by the serrations [44,191–193]. This will also be corroborated by several more recent experiments described below.

Gruber et al. [227] have investigated the noise reductions from over 30 serrated trailing edges with different sawtooth geometries on a cambered NACA 6S(12)-10 airfoil with 450 mm span and 150 mm chord. Their measurements of the effect on noise reductions due to varying serration wavelengths are illustrated in Fig. 23, which presents the sound power level spectra for different serration wavelengths at a fixed value of serration height $h$ at a flow speed of 40 m/s over a frequency range between 0.3 kHz and 7 kHz, and between 7 kHz and 20 kHz, respectively. The results in Fig. 23 are consistent with the predictions with Howe, which suggests that noise reduction performance improves with increasing obliqueness but is contrary to the flat plate measurements of [226]. However, reducing the serration wavelength can be seen to have the opposite effect on noise spectrum at higher frequencies above about 7 kHz in Fig. 23, which increases as the serration is made narrower.

The sensitivity of the noise reductions to the serration height and flow speed may be summarized in two figures. Fig. 24(a) shows contours of the difference in sound power level in dB between the serrated airfoil and baseline airfoil versus flow speed and frequency for a serration width of $2h = 10$ mm and $\lambda = 3$ mm. Results are shown on a restricted scale between $-2$ dB to 2 dB to delineate more clearly the transition between noise reductions (blue) and increases (red). Fig. 24(b) shows contours of noise reductions with the serration amplitude, normalized with respect to both boundary layer thickness (left scale) and serration wavelength (right scale).

The experimental results from Gruber et al. [227] may be summarized as follows:
Fig. 23. Comparison of the Sound Power Level (dB) spectra for the baseline airfoil and with different serration wavelengths plotted between (a) 300 Hz and 7 kHz and (b) 7 kHz and 20 kHz, with $h = 15$ mm and $U = 40$ m/s (Gruber et al. [227]).

Fig. 24. (a) Contours of the change in Sound Power Level (dB) versus frequency and flow speed and (b) Contours of the change in Sound Power Level (dB) versus non-dimensional frequency and non-dimensional serration height normalized on boundary layer thickness (left y-axis) and serration wavelength (right y-axis). (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

1. At low frequencies (300 Hz to 400 Hz), the level of noise reductions were less than 1 dB but were difficult to quantify accurately as the airfoil noise was masked by the presence of jet noise. The use of coherent power method described in Brooks and Hodgson [68] or the use of phase arrays could remove this issue in this frequency range.

2. Fig. 24(a) suggests that at every velocity, there exists a frequency below which the noise has been reduced by up to 7 dB, while above it the noise has been increased. This frequency can be clearly seen to increase linearly with flow speed, leading Gruber to speculate that this ‘transition’ frequency $f_0$ follows a Strouhal number dependence $f_0 \delta / U \sim 1$. Note that there is no evidence to suggest that the boundary layer thickness is the appropriate length-scale in this problem except that it provides a Strouhal number of order 1. A similar behavior was observed by Qiao et al. [228] for a cambered SD 2030 airfoil.

3. The increase in noise at these high frequencies was attributed to cross-flow through the roots between adjacent teeth driven by the mean pressure difference between pressure and suction sides.

4. Spectral shape and dependency on the angle of attack appeared to be smaller than for the baseline straight edge, which was proposed as the main noise reduction mechanism.

More recent experimental studies on the use of trailing edge serrations for reducing airfoil noise have focused on more aerodynamically optimized shapes and the understanding of the complex 3D flow around the serrations, which may explain the difference of serration performances between a non-lifting flat plate and an airfoil at incidence. Moreau et al. [229] have for instance modified the cambered CD profile to embed a truly three-dimensional serration that preserves the airfoil shape (same pressure and suction surfaces with same mean chord length), and that consequently hardly modifies the aerodynamic loading as confirmed by the parallel DNS of Sanjose et al. [193] described in Section 3.4. Similarly to Gruber et al. [227] they covered a large range of flow velocities and angles of attack and obtained radiation maps similar to Fig. 24, but had the largest gain along a Strouhal number based on the boundary layer thickness at the trailing edge $\delta$ of 0.12. High gains (more than 10 dB) are seen at discrete frequencies corresponding to the tonal noise. An overall gain of 1–2 dB on the broadband noise is mostly found at high frequencies as in all previous experiments. Note that the slight vortex shedding on the pressure side signing at 1 kHz is also alleviated as evidenced in Section 3.4 (Fig. 21). Hot-wire measurements were also conducted around the serrations that stress an enhanced mixing by the serrations. Two symmetric maxima of turbulent kinetic energy around the maximum of the velocity profile at the tooth tip were the traces of the two side-edge vortices developing on each side of the serration tooth as seen in the DNS of Sanjose et al. [193] (Fig. 21(b)).

Two noteworthy studies on the visualization of the 3D flow in the vicinity of the trailing edge serrations were also performed by Chong and Vathylakis [17] on flat plate, and by Avallone et al. [194] on a NACA 0018 airfoil. Chong and Vathylakis [17] visualized the flow...
on the surface of a flat plate serration attached to a flat plate by the use of active liquid crystals distributed over the surface of a single serration, which are highly sensitive to temperature changes resulting from turbulence activity and 34 surface pressure sensors. Measurements were made with the flow passing over just one side in a wake-jet arrangement. The results from the liquid crystal experiments for both wide-angle and narrow-angle sawtooth demonstrated lower temperatures associated with higher levels of turbulence for the sawtooth’s oblique side edges and tips compared to the straight trailing edge. The temperature difference in the other locations remained unchanged.

The wall pressure PSD at the surface near the serration tips and oblique edges of a serrated trailing edge showed high levels of pressure spectra in the same frequency range where far-field noise reductions were found to occur. Streamwise and spanwise coherence measurements between the surface pressure measurements were also performed. The spanwise coherence close to the sawtooth oblique side edge and tip were found to be slightly higher than the straight edge counterpart. In general, however, spectral levels were found to be higher than for the corresponding straight baseline trailing edge. This important result, which is also consistent with the surface pressure measurements of Gruber [41] and Moreau et al. [229], suggests that the noise reduction mechanism arises from reductions in the scattering efficiency associated with the oblique edges and not a reduction in source strength. This also confirms all present DNS results.

An innovation in Chong and Vathylikas [17] is that the boundary layer velocity measured using a hot wire probe and the wall pressure signals were also analyzed using a conditional-averaging technique to investigate the temporal variations of the coherent structures in the straight and serrated sawtooth trailing edges. Near the sawtooth oblique side edge, the turbulence substructures exhibit simultaneously weakened sweeping and ejection motions. Despite the shifting dynamics of the local turbulence transport, the mean turbulence level remains about the same across the boundary layer. However, near the sawtooth tip, an extensive flow mixing between the turbulent boundary layer and the pressure-driven vortical structure is clearly demonstrated, as also evidenced by Moreau et al. [229].

A further insight into the mechanisms of noise reductions through trailing edge serrations was obtained by Avallone et al. [194] through a direct visualization of the three-dimensional flow field over the suction side and near-wake of a NACA 0018 airfoil with trailing-edge serrations by means of planar and time-resolved tomographic particle image velocimetry. Consistently with Chong and Vathylikas [17] and all DNS results, the incoming flow was found to be only mildly affected by the presence of the serrations while, further downstream, the flow pattern is more complex when compared to a straight trailing edge. The flow was found to be characterized by pairs of counter-rotating streamwise-oriented vortical structures in the space in between the serrations driven by mean pressure difference between the suction and the pressure sides of the airfoil, as shown in Fig. 25, similarly to the DNS results in Fig. 21(b).

These structures cause a funneling effect that acts to distort the mean flow which, according to Chong and Vathylikas [17], causes a local variation of the effective angle seen by the turbulent flow approaching the serration edges, resulting in higher surface pressure fluctuations at the root compared with the tip. A further evidence of this experimental finding is presented by Woodhead et al. [230] in which two adjacent root sources (Double Root Serration) separated in the streamwise direction led to a destructive interference between the two partially coherent sources that are delayed in time. This serration is discussed in greater detail in Section 4.3 later.

As a closing remark for this subsection, it is clear from the work surveyed above that the main difficulty with designing and predicting the performance of effective trailing edge serrations for loaded airfoils is related to the complex flow physics around individual serration teeth. The flow field appears to be dominated by a system of counter-rotating vortices, which generate high levels of pressure fluctuations along the oblique edges and on the tip. The convection speed of these flow disturbances normal to the oblique edge are considerably slower compared to the straight edge [17,194,227], leading to less efficient radiation to the far field. Under mean loading conditions, however, flow passing through the serration roots appear to be a source of high frequency noise at frequencies $f > U/\delta$, which may mask the reductions in noise by the oblique edges. We now describe alternative edge geometries aimed at attempting to mitigate this effect.

### 4.2.2. Non-conventional serrations

So far, a review on the trailing edge serration for airfoil self-noise reduction has been focused on a relatively simple geometry — sawtooth shape, which can normally be described sufficiently by the serration amplitude and serration wavelength. The previous section has established that an optimal configuration entails a serration with large amplitude and small wavelength. However, a narrow focus on these geometrical variables is no longer adequate and is unlikely to yield a further reduction beyond the current level of 6–7 dB achieved in the laboratory test. Improved understanding on the mechanisms of serration and a pool of technological information have been created after several decades of worldwide research efforts. This encourages some innovative thinking for further development of novel serration configurations based on the following principles:

1. Can an effective shielding or shape optimization be designed to degrade the main scattering source of a serration, e.g. at the root region, or refraining from stationary points on the serration profile?
2. Adopting a long, sharp and thin serration at the rear of an airfoil as an add-on device could be flimsy, thus presenting some complex stiffness and flexibility issues, but most importantly, a flow misalignment issue. Whilst this will certainly affect the noise performance of the serration, can this actually be exploited in a positive way?
3. Introducing the “cut-in” serration concept — an alternative to the add-on type.

Fig. 25. Iso-surface of streamwise vorticity along the serration surface. Streamlines are color-contoured with streamwise velocity component. Free-stream velocity is $U_\infty = 10$ m/s. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.)

Source: (From Avallone et al. [194]).
4. The empty space/gap between the serration — can the prevention of the local three-dimensional flow and distortion of the near wall streamline be useful to improve noise reduction?

An interesting and new design based on principle (1) is introduced by the TU Delft group, Netherlands, on the “iron-shaped” serration [56] first mentioned in Section 2.4. Fig. 26 shows the iron-shaped serration alongside a conventional sawtooth serration, as well as the distributions of noise sources at low frequency (upper) and high frequency (lower) between them. The iron-shaped serration has a reduced free space due to the tangent constraint on the side edges. This exact feature helps to inhibit the three-dimensional flow at the root region and the gap between the serration, a phenomenon the authors attribute to the reduction in effectiveness of the serrations in mitigating the self-noise radiation. The reduced noise source levels at the root of the iron-shaped serration, and a more gradual interaction between the flows coming from the now almost parallel two side edges, enable this new design to achieve approximately 2 dB higher level of noise reduction than the conventional sawtooth serration. The principle of shape optimization of the serration is also reported by Lyu et al. [55,231], on what is called the “‘ogee-shaped” serration that is governed by a shape function to result in a variation of the sharpness for the serration root and tip. To some extents, the iron-shaped serration may be considered as a derivative of the ogee. Although in the paper the ogee-serration is only implemented at the leading edge, with an elevated inflow turbulence (thus a bypass transition on the airfoil surface), an evidence of self-noise reduction is presented at a high frequency. It is also worth mentioning that self-noise reduction by the leading edge serration (conventional sawtooth type) has also been observed by Chong et al. [232] and Biedermann [233], the latter whose beamforming map can show a clear reduction of noise levels at the trailing edge at some characteristic frequencies.

As a closing remark for the non-conventional serrated trailing edge based on the principle (1), an emerging area is the manipulation of the serration shape function to alter the effective distance between the root and tip. Recent works from Khodolov and Moreau [57–59] provide some parametric studies on the serration shape optimization, including multiple slits distributed on the serration edge. An important design principle proposed by the authors is that when the serration wavelength increases with respect to the turbulence spanwise correlation length, the optimal serration shape should change from ogee to sawtooth, and from sawtooth to sinusoidal or iron shape. Readers can refer to Section 3.4 for more detailed discussion.

For the principle (2), various aeroelasticity/stiffness characteristics of a thin, long and narrow serrated trailing edge add-on (a supposedly optimal configuration), under a particular loading condition, external excitation, and dependency on the different materials and attachment methods to the main airfoil body, could inadvertently be deflected upward or downward resulting in a deviation of the alignment to the incoming flow. Much like a trailing edge flap of an aircraft wing, this could well result in a shift of the global flow circulation around the airfoil body, and understandably affect the noise performance of the serration. Arce León et al. [234] studied a combined effect of airfoil angles of attack and the serration flap angles (flap-down only, toward the pressure side). Across all the angles of attack investigated, the flap-down serration is found to degrade the noise performance, and in some cases, a significant noise increase can be observed at a high frequency region. Various results presented in the paper on the boundary layer and near wake development all pointed to the fact that a flap-down serration can increase the statistical turbulence level in the near field and promote the edge-oriented streamwise vortices, suggesting these to be the reason to impede the serration performance. This is an interesting aeroacoustics observation in what supposedly to be a lift-generating friendly configuration (flap-down). One might then ask whether an opposite trend can be realized in a serration flap-up position. Although a different airfoil is used, Vathylakis et al. [235] also observed the same aeroacoustics trend in the flap-down configuration,8 but interestingly, a gently flap-up serration can actually produce a better noise reduction performance at high frequencies by a further 2 dB, although a slight degradation in the noise performance at low frequencies was also noted. In addition, a noise increase at very high frequencies (> 10 kHz) can be avoided. Recent works from Woodhead et al. [236] concluded that the direction of the serration flap angle can exert the following effects:

- In the flap-down configuration, the blade-loading will become a negative factor that causes a deterioration of the noise reduction performance across the entire frequency range,
- In the flap-up configuration, three spectral frequencies zones can be defined. At the low frequency zone, the diminished cross flow at the sawtooth gaps will impede the noise reduction capability. At the middle frequency zone, the re-distribution of the turbulence sources and reduction of the turbulence spanwise length scales will enhance the noise reduction performance. Improvement of the noise performance can also be achieved at the high frequency zone owing to the lack of interaction between the cross flow and sawtooth structure.

Therefore, the flap angle could indeed represent another optimization parameter for the self-noise reduction by serration (in addition to the serration amplitude and wavelength). Woodhead et al. [237] exploited this property to design their serrations with the flap angle as a periodic function in the spanwise direction, which is illustrated as $\eta$ in Fig. 27 pertaining to the spanwise wavy serration. This configuration would entail the spanwise wavy serration to containing flap angles in both the positive and negative directions periodically. In the figure, the spanwise wavy serration has $\eta = 15$ mm, and its serration amplitude and serration wavelength are the same as the straight serration. Interestingly, Woodhead et al. [237] found that a more rapid spanwise waviness of the serration can outperform the noise reduction performance at the middle to high frequency ranges, while remains the same level at low frequencies, when compared to the straight serration.

In some high pressure loading configurations, one could consider cutting the serration “inward” to the airfoil body to avoid uncontrollable deflection of the thin add-on serration. Other reasons that favor the application of the principle (3) into the serration design include the desires to retain the airfoil’s original shape, not artificially strengthening the chord, so that low maintenance, better structural integrity and weight saving are achieved. Perhaps, one could argue that a “cut-in” type serrated trailing edge represents the first intuition. Earlier works from Dassen et al. [222] employed a number of “cut-in” type serrated trailing edges where significant self-noise reduction has been reported, but no acoustic spectra were presented in the paper. Interestingly, the authors commented that “... the spectra were corrected for whistling tones, which were sometimes found to occur even after a roughness strip was attached to the model”. It would later become clear that such “whistling tones” is the by-product of the bluntness-induced vortex shedding in the wake, an inevitable feature for a cut-in serrated trailing edge, instead of the laminar instability in the boundary layer [238]. This presents a dilemma. The desire to have a large serration amplitude to achieve a higher level of self-noise reduction would entail a deeper cut-in, resulting in a larger blunt-thickness and radiation of a high amplitude tone at a lower frequency. So, is the cut-in type serrated trailing edge a complete obsolete concept? Whilst it is undoubtedly not the first choice for many, there are some efforts to mitigate the impact of the bluntness-induced vortex shedding tone noise whilst preserving the serration effect in the broadband self-noise reduction. For example, Chong et al. [239] has limited success in suppressing

8 Note that there is a mistake in Fig. 8a of that paper where the SPL for the −5° and −15° are accidentally switched and wrongly labeled.
Fig. 26. Iron-shaped curved serrated trailing edges (left) in comparison with conventional serrated trailing edges (right). Source: From Avallone et al. [56].

Fig. 27. Comparison of the $\Delta$SPL, dB produced by the spanwise wavy serrated trailing edge (red line) and straight serrated trailing edge (blue line), both of which share the same serration amplitude and serration wavelength. Positive value of $\Delta$SPL denotes noise reduction compared to the baseline trailing edge, while negative value of $\Delta$SPL represents noise increase. The green line and purple line represent other serration configurations not discussed here. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) Source: (From Woodhead et al. [237]).

The three-dimensional flow that is dominant across the serration surface results in a higher local contribution to the far-field radiation at the serration root with respect to the tip [194]. Therefore, one avenue to further improve the effectiveness of the serration is to reduce the tendency of flow distortion, especially near the root region. In other words, “straightening” the flow, which is related to the Principle (4) for the exploitation of the empty space/gap between the serration, represents the key. An earlier work by Vathylakis et al. [243] utilized the so-called “poro-serrated” trailing edges and used several types of porous materials to completely fill the gap of the otherwise cut-in type serration, which demonstrated an improved broadband self-noise reduction performance in addition to the complete suppression of the bluntness-induced vortex shedding tone. Some examples of the poro-serrated trailing edges used in that paper are shown in Figs. 28(a–b). Follow-up works by Chong and Dubois [245] demonstrated that the flow-resistivity in the space/gap between the serration could become a 4th optimization parameter for the serration, in addition to the serration amplitude, wavelength and flap angle. A zero flow-resistivity at the serration space/gap refers to the original cut-in type serrated trailing edge, whereas an optimized value of the flow-resistivity can be manipulated until the poro-serration outperforms the cut-in serrated trailing edge at the frequency range of interest. If the flow-resistivity is too high in the serration space/gap, the trailing edge is reverting back to a baseline configuration and the noise reduction performance will drop. The poro-serration concept has also been applied to the add-on by Jiang et al. [246] and Liu et al. [247]. In parallel, Oerlemans [244] invented the Dinotails®, a comb-serration add-on (see Fig. 28(c)) that is a much improved version of serration where an additional level of noise reduction has been demonstrated. This configuration has been realistically implemented in industrial wind turbines. The space between the serration is filled by comb-filament, which, in a detailed numerical study later by Avallone et al. [178], was found to attribute them for the straightening of the outward/inward flow in the space between...
as compared to both the baseline and conventional serrated trailing radiation by the slitted-serrated trailing edge is consistently below the serration gap in the case of solid sawtooth surface. This has been within the sawtooth, instead of creating a large funneling effect in the case of the slitted-serrated geometry is to avert the high frequency length of the turbulent eddies passing the serration. A secondary consideration focuses on the spreading of noise sources more uniformly from the pre-dominant serration root to the edges of the entire serration.

There were some attempts to introduce flow permeability directly into the serration surface. Gruber et al. [41,248] patented a geometry of the “slitted-serrated” trailing edge, shown in Fig. 29. This configuration primarily aims to reduce the phase speed and spanwise correlation length of the turbulent eddies passing the serration. A secondary consideration of the slitted-serrated geometry is to avert the high frequency noise increase by distributing the cross flow through the slitted gaps within the sawtooth, instead of creating a large funneling effect in the serration gap in the case of solid sawtooth surface. This has been successfully demonstrated in their results where high frequency noise radiation by the slitted-serrated trailing edge is consistently below as compared to both the baseline and conventional serrated trailing edges. The outcome is a bit mixed with regard to the broadband noise reduction by the slitted-serrated trailing edge. While a better broadband noise reduction level than that of the conventional serration has been demonstrated by the slitted-serrated trailing edge with a large slit height at the mid frequency region, the performance at the low-to-mid frequency region is slightly worse. A similar slitted-serrated principle was also investigated by Arce Leôn et al. [249]. Their reasoning of the slitted-serrated configuration is the relaxation of the impedance discontinuity in what would otherwise be dominant for a conventional sawtooth configuration. To execute this mechanism effectively, they argued that a further modification of the slitted-serrated trailing edge to the so-called hybrid configuration (see Fig. 29(b)) is necessary. By having a less serration root exposed to the slitted treatment, thus allowing a certain level of tune-ability for the impedance distribution across the sawtooth surface, the level of broadband noise reduction is higher than that of the conventional serration at the low-to-mid frequency range.

Before closing this subsection on the non-conventional serrated trailing edges, readers could refer to a recent paper by Jiang et al. [246], who compared the noise reduction performance by most of the configurations discussed here. The Reynolds number is relatively modest but three major airfoil noise sources were investigated: the laminar instability tonal noise, the turbulent boundary layer broadband noise (which is relevant to the current topic), and the bluntness-induced vortex shedding tonal noise.

4.2.3. Brushes, compliant/elastic edges, and slits

Turbulent boundary layer on surfaces is not itself an efficient source for radiating noise into the far field. However, when it meets a geometrical discontinuity, such as the trailing edge of an airfoil, the enforced unsteady Kutta condition at the trailing edge would facilitate some of the turbulent energy to be scattered into far-field noise in a dipolar pattern. Therefore, if one can relax the abrupt geometrical discontinuity, the efficiency of noise scattering could be reduced. Based on this principle, Herr and Dobrzynski [250] applied an edge extension in the form of brushes/fringes to the rear of a large airfoil model. This configuration is proven effective for the reduction of the turbulent-broadband self-noise across a relatively large range of frequency. At that time, a speculation was made that these brush filaments would collectively realign the main flow and break down the otherwise dominant spanwise roller into many streamwise oriented vortices to dampen the hydrodynamic pressure fluctuation. This hypothesis would later be verified by Avalione et al. [178] albeit in a comb-serration study. Another investigation by Finez et al. [251] on the use of trailing edge brushes also observed a reduction of the turbulent-broadband self-noise. They attributed this to the significant reduction of the spanwise correlation length scale of the turbulent eddies, which is part of the turbulence statistical properties contributing to the far-field radiation [19]. It is worth mentioning that Herr and Dobrzynski [250] attributed the lack of high frequency noise increase to the ability to attenuate the crossflow by their brush bundles of flexible fibers, perhaps under the same mechanism as the Gruber’s slitted-serrated trailing edge discussed earlier. Such advantage of flexible fibers could also be exploited to target other noise mechanisms, including the turbulent-broadband self-noise.

According to Amiet [19], another major turbulence statistical property that governs the far-field radiation is the wall pressure fluctuation spectra near the trailing edge. The level of the radiated noise is dictated by the net wall pressure contribution from both sides of the airfoil edge surfaces, $\Delta P^2(f)$. When the edge becomes flexible and compliant, i.e. possession of a good adaptability to the turbulent flow disturbances, it has a potential to reduce the level of the $\Delta P^2(f)$. Jaworski and Peake [32] observed that an elastic edge would change the scaling behavior of the far-field sound with velocity from the 5th to the 7th power over a finite low frequency range, thus indicating a fundamental change in the self-noise mechanism (see Section 2.2.1). As mentioned...
in Section 3.4, Nardini et al. [205] also observed noise reduction using an elastic edge at low frequency, but they pointed out that the radiated spectra would also be contaminated by narrowband components corresponding to the natural oscillation frequency and harmonics of the elastic edges. These extraneous narrowband peaks are difficult to be mitigated, and would severely negate the benefits achieved by the elastic trailing edge in the overall noise performance. Experimentally, there has not been many published works on the compliant/elastic trailing edge to treat the turbulent-broadband self-noise. Interestingly, the compliant/elastic trailing edge has more success in the case of laminar instability tonal noise, which is demonstrated by Das et al. [252] and Talboys et al. [253]. The self-oscillating "flaplets" developed by Talboys et al. [253] are capable of disrupting the laminar separation bubble, and possibly even the growth mechanism of the Tollmien–Schlichting waves, to mitigate the instability noise radiation. The lack of footprints for the oscillation-induced peaks in their acoustic spectra might be due to the masking effect of the significantly larger level of the instability noise in the form of broadband-hump embedded with multiple discrete tones.

In their efforts to investigate the mechanisms of the turbulent-broadband noise reduction by the brushes/filament, as well as the compliant/flexible/elastic edges, the various authors mentioned in the previous paragraph mostly the source areas in the flow field. It is worth reminding that one of the main reduction mechanisms for a conventional serrated trailing edge is due to the acoustical interference between the scattered pressure waves along the oblique edges [254]. However, acoustical interference achieved by a conventional serrated trailing edge is random, and no optimal phase angle between the scattered waves could be established. In other words, there is no frequency-tuning capability. Therefore, if one considers a straight trailing edge orthogonal to the flow direction to be the least efficient configuration for destructive interference due to the zero phase angle imposed on the scattered pressure waves, or rather the most effective configuration for the constructive interference, a slit trailing edge like the one depicted in Fig. 30 that configures the edges to be parallel to the main flow direction could exert the opposite effect. This hypothesis is put forward by Woodhead et al. [230], a joint venture between Brunel and Southampton. As a generic term, the phase angle can be related to the angular frequency and the turbulent eddies convection speed \((U_c)\) by \(\phi = \omega l / U_c\) with \(l\) is the longitudinal displacement between the two sources. A perfect destructive interference should occur when the acoustic radiation from two coherent sources, \(S_1\) and \(S_2\) in Fig. 30(a), are 180° out-of-phase. The relevant phase angle can be expressed as \(n\pi\), where \(n = 1, 3, 5,\ldots\), and so on for destructive interference. This results in the cancellation of the acoustic radiation. In contrast, a perfect constructive interference occurs when the acoustic radiation is in-phase between the two coherent sources (i.e. when \(n = 2, 4, 6,\ldots\)), which results in the amplification of the acoustic radiation to the far field. To summarize \(\phi = n\pi\) or in terms of Strouhal number \(S_f = fL/U_c\) for destructive interference, \(n = 1, 3, 5,\ldots\) for constructive interference, \(n = 2, 4, 6,\ldots\), which shows the contour of \(\Delta\)PWL (different in the sound power level) at various slit amplitudes, \(H\), against \(f\) at different \(U_{\infty}\) (freestream velocity). A positive \(\Delta\)PWL denotes noise reduction, whilst a negative \(\Delta\)PWL means the opposite. The results clearly demonstrate the co-existence of the destructive and constructive acoustical interferences imposed by the slit trailing edge. Significant noise reduction fits very well to the curve pertaining to \(S_f = 0.5\) and 1.5, which according to Eq. (79) corresponds to the destructive interference mechanism between the roots and tips of the slits. Similarly, constructive interference at \(S_f = 1\) is confirmed by the measured noise increase.

4.2.4. Porous airfoil

Applying porous treatment to either the entire airfoil or the trailing-edge region for the reduction of self-noise radiation has gained traction in the last decade. Some attribute the porous treatment to be analogous to the coating of soft and downy surfaces of owl’s wing [204]. Geyer et al. [256] procured 16 different porous materials that provide a range of flow resistivity, and they used each porous material to manufacture the entire SD7003 2D airfoil including one of solid non-permeable airfoil as the reference. Some examples of the porous airfoils

Fig. 29. (a) Slitted-serrated trailing edges (Gruber [41]) and (b) hybrid-serrated trailing edge (Arce León et al. [249]).
are shown in Fig. 31. The flow resistivity is defined by a porous sample subjected to through flow, which relates to the ratio of the steady pressure difference on either side of the sample in question, and the product of the thickness of the sample and the flow velocity. They found that the sound pressure level generated at the trailing edge of these porous airfoils can be up to 15 dB lower than that generated by the solid (reference) airfoil, over a large range of mid frequencies. Increases in noise were observed at high frequencies due to the generally rougher surface texture of the porous material. They stated that the material flow resistivity is an appropriate physical metric to represent the loss mechanism of unsteady flow through the pores. They observed an increase in the turbulent boundary layer thickness and boundary layer displacement thickness, although the details of the boundary layer profile and its energy spectra were not reported. The dependence of flow resistivity by a porous trailing edge on the reduction of turbulent-broadband noise was corroborated by Herr et al. [257], who reported noise reductions at low to mid frequencies. They ascertained that porosity is not the main parameter that yields the broadband noise reduction. This is because by merely taping the airfoil surface to achieve the porosity, but, without facilitating through flow across the trailing edge surfaces, the noise reduction benefits will not be achieved. The underpinning mechanism is owing to the creation of a permeable medium that allows communication between flows on the upper and lower sides of the airfoil, thus reducing the acoustical dipole strength at the trailing edge. In other words, the porous treatment is a source (turbulent boundary layer) targeting approach.

It appears that, to satisfy the condition of a low noise airfoil, the porous materials need to be of low flow resistivity, but the resulting low level of steady pressure differences due to the permeable flow will cause a significant loss of the aerodynamic lift. An increase in drag is also reported. A partially porous airfoil (targeting only the trailing edge part) represents an alternative design that can minimize the aerodynamics penalty, while still preserving the aeroacoustic benefits. Geyer and Sarradj [258] limited the porous coatings to the last 5% of the chord length from the trailing edge. They observed a reduction in far-field noise up to 8 dB and a negligible decrease in lift. A further study on the porous treatment at the trailing edge only (last 20% of the chord) has been conducted by Rubio Carpio et al. [203]. Focusing on the flow permeability, a relevant but anti-correlated metric to the flow resistivity, they observed that the permeability of the porous insert is linked to the increase of the anisotropy of highly energetic turbulent motions, with up to 11 dB noise reduction at Strouhal number = 0.09 achieved by porous material with high permeability. Note that the Strouhal number is based on the displacement thickness. It is a fair assumption that the best recovery of the aerodynamic performances should be underpinned by the lowest porous coverage to the trailing edge. Recent studies by Zhang and Chong [259,260] continued to observe a significant broadband noise reduction after a further reduction of the porous coverage on the trailing edge down to as low as 3.7% of
Progress in Aerospace Sciences 126 (2021) 100737

39

reduction of the wall-shear stress and thus the wall friction. Significant
that showed similar boundary layer thickness but some significant
further confirmed by boundary-layer profiles near the trailing edge
medium, and smaller wake deficits suggesting reduced drag. This was
the trailing edge suggesting some viscous damping by the porous
significant decrease of the turbulent kinetic energy downstream of
showed no change of the wake thickness and flow deviation but a
Consequently, no significant change of loading (mean wall-pressure
are put on each side of a splitting plate below the wire-mesh to
no connection was made between the two airfoil sides and grooves
airfoil to embed a liner-type porous treatment consisting of regular
should be less than 2 to avoid the generation of the extraneous tone
suggested that the ratio between the critical geometrical thickness (per-
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boundary layer to the perturbation
the chord. Not only this emphasizes the point that the main trailing-
edge noise source is situated very near to the edge, but it also implies
that the response of the turbulent boundary layer to the perturbation
by the permeable flow is quite spontaneous.

Due to the complexity involved in the manufacturing process, most
of the porous materials investigated previously in the research community
were procured commercially. However, the porosity, flow resistivity
and permeability levels of the commercial porous materials are usually pre-determined. This makes a systematic study in the research community quite a challenging task. In addition, even the same grade and type of porous materials can have inhomogeneous internal pore structures and permeability tensors between samples. This inconsistency can complicate any attempts to generalize the porous airfoils in their noise reduction performance. Recently, the rapid advances of the additive manufacturing technique (e.g. 3D-printing), could provide an alternative for the manufacture of permeable trailing-edge inserts with high accuracy. The easiest way is to connect the suction and pressure sides of the airfoil with straight channels, without tortuosity, through 3D-printing, such as the propeller blades adopted in Jiang et al. [261]. Rubio Carpio et al. [203] measured the far-field noise radiated by a NACA0018 airfoil retrofitted with solid and 3D-printed permeable trailing edge inserts. It was observed that the 3D-printed inserts (which have straight internal channels) must be at least 3 times as permeable as the metal foam (unstructured internal channels) in order to obtain similar broadband noise attenuation levels. This means that the bulk permeability tensor could also be an important parameter. The challenge to encourage a wide proliferation of 3D-printed low noise airfoil is further exacerbated by its tendency to radiate the significant bluntness-induced vortex shedding tonal noise, as reported by Zhang and Chong [259,260] in their investigation on the porous trailing edges with straight through holes arranging in a rectilinear fashion. They suggested that the ratio between the critical geometrical thickness (pertaining to the trailing edge location that coincides with the first porous row) and the local turbulent boundary layer displacement thickness should be less than 2 to avoid the generation of the extraneous tone noise.

Finally, Moreau et al. [229] modified the trailing-edge of the CD airfoil to embed a liner-type porous treatment consisting of regular grooves covered by wire-meshes of different flow resistivity. Note that no connection was made between the two airfoil sides and grooves are put on each side of a splitting plate below the wire-mesh to mimic the efficiency of a liner, and to provide good structural strength. Consequently, no significant change of loading (mean wall-pressure coefficient) was observed. Hot-wire measurements in the near wake showed no change of the wake thickness and flow deviation but a significant decrease of the turbulent kinetic energy downstream of the trailing edge suggesting some viscous damping by the porous medium, and smaller wake deficits suggesting reduced drag. This was further confirmed by boundary-layer profiles near the trailing edge that showed similar boundary layer thickness but some significant reduction of the wall-shear stress and thus the wall friction. Significant noise gains were obtained with all porous treatments, with the highest reduction for the least resistive mesh. Tonal noise was completely alleviated in all cases and some significant broadband noise reduction was only achieved with the least resistive mesh. Moreau et al. [229] also suggested that not only the porous medium damps the pressure fluctuations near the trailing-edge but also modifies the whole transition process on the suction side. Additional PIV measurements near the trailing edge by Yakhina et al. [262] showed that the porous trailing edge yields a significant reduction in velocity fluctuations, which are the principal contributor to the surface pressure fluctuations as shown in Section 3.1.2. These results have also been confirmed on a recent flat plate experiment on scaled porous treatments at the trailing edge [263,264], providing the additional information that some significant flow penetration exists on the least resistive mesh which triggers not only a modification of the local impedance but also of the no-slip boundary condition and of the turbulent flow statistics.

Indeed, it is known that turbulent boundary layers on permeable surfaces can be modified via interactions originating from various mechanisms. The nature of these modifications not only depends on the ratio between the length scales of the flow field and of the porous matrix, but also on the preferred directionalities of the porous material and of the flow. In particular, Jimenez et al. [265] showed that the interaction between the turbulent boundary layer and a porous surface with a strong wall-normal permeability tensor can generate large-scale secondary structures that lift the near wall low-speed streaks away from the surface. Rosti et al. [266] showed that making the permeability tensor to become anisotropic, such as enhancing the in-plane permeability while reducing the wall-normal permeability, can lead to the increase of the near wall slip velocity. The reduced near wall velocity gradient thus leads to a viscous drag reduction, which might also have implication to the wall pressure fluctuations. This emphasizes the importance of the correct tuning of the bulk permeability tensor of the porous medium used in the turbulent-broadband noise reduction.

The literatures thus far suggested that the trailing-edge self-noise reduction by porous treatment is based on the source-targeting mechanism. Another effective method that also targets the source, namely the "finlet", will be discussed next.

4.2.5. Canopies, fences, and finlets

More recently, attention has turned to the reduction of airfoil trailing-edge self-noise by the manipulation of the turbulent boundary layer itself just upstream of the trailing edge where it is then scattered into sound. This approach is fundamentally different from the use of serrations that target the scattering efficiency of the trailing edge rather than the source of turbulence. This work began by the team at Virginia Tech who have demonstrated that introducing ‘canopies’ into the turbulent boundary layer, which may be constructed from fabric, wires, or rods, produced significant reductions in the surface pressure spectrum near the trailing edge, and hence significant reductions in the far-field noise radiation. These treatments were chosen to reproduce the downy canopy that covers the surface of exposed flight feathers of many owl species [204].
The first attempt at using canopies to reduce boundary layer noise was by Clark et al. [267], who investigated the use of canopies to reduce the aerodynamic noise from a rough surface. Four mesh-like polyester fabrics were used to mimic the effect of the canopy portion of the owl downy, chosen to qualitatively similar to the structure of the owl’s downy coating (high open area ratio and interlocking fibers). The fabrics were structured as meshes with a 2.5:1 ratio of pore sizes, a 5:1 ratio of thread diameters, and open area ratios from 38% to 76%. However, even the finest fabric investigated had a thread diameter about three times the estimated diameter of the owl’s hairs. The fabric canopies were suspended above the surface by the use of two tapered half-round dowels mounted on either side of the test area. All canopies tested were observed to have a strong influence on the wall surface pressure spectrum, and an attenuation of up to 30 dB were observed.

In a subsequent investigation, a form of canopy was used to reduce the trailing-edge noise due to a tripped D206-W180 airfoil in the form of finlet fences and finlet rails located directly upstream of the trailing edge [267]. Schematics of each are shown in Fig. 32 and are characterized by a height, spacing, thickness, and distance beyond the trailing edge. The height of the finlet was varied between 10% and 100% of the boundary layer thickness and therefore mostly act on the outer scales of the turbulent boundary layer.

A total of 20 variants of designs were fabricated using rapid prototyping. All design variants involved either the rail, or the fence treatment, beginning 87.3% chord upstream. In all cases, the treatment was supported on a thin sheet of material (the substrate) glued to the airfoil. Reductions in broadband trailing-edge noise of up to 10 dB were reported with a negligible impact on aerodynamic performance. However, their investigation was limited to far-field noise and surface pressure data and, hence, the precise noise reduction mechanism was not clearly established. Treatments were found to be effective over an angle of attack range that extends to over 9 degrees from the zero-lift condition. Airfoil treatments were observed to have no detrimental effect on the lift performance of the airfoil, although the slight increase in drag was commensurate with the increase in wetted surface area associated with the treatment. In a subsequent study by Gonzalez et al. [268], the fabric canopy was replaced by rods. The Sound Pressure Level reduction spectra were found to occur in two distinct frequency regions. At low frequencies (convective scales much greater than the canopy height) reductions were found to collapse reasonably well on non-dimensional frequency $f h / U_m^2$ defined with respect to the canopy height $h$ and the boundary layer edge velocity $U_m$ (see Fig. 33(a)).

Noise reductions at low frequencies are believed to be due to the introduction of an additional shear layer that displaces the large-scale structures in the boundary layer away from the airfoil surface. At high frequencies the dissipation-type frequency scaling $f / U_m^2$ is more appropriate, where $U_m$ denotes the local velocity at canopy height and $v$ the kinematic viscosity, as plotted in Fig. 33(b). In this frequency range, surface pressure spectral level reductions were observed to increase exponentially, strongly suggesting an enhancement of dissipation by the surface treatments due to the transfer of energy from large to small scales. Independently, numerical simulations using LES [206,207] or RANS [209,210] revealed the shift of the near-wall turbulent kinetic energy upward, which could explain the noise reduction at high frequencies. This is related to change in the mean flow velocity profile by a finlet and its effect on the wall pressure spectrum, which is referred as “shear sheltering” [269]. However, as recognized by Gonzalez et al. [268]: “These studies show a consistent, but not entirely clear, picture”, the fundamental noise reduction mechanisms and the limitations of this technology, therefore, need to be further investigated.

4.2.6. Active methods

So far, discussion on the mitigation of trailing-edge self-noise only focused on devices that require no energy input or active control mechanisms. The control strategies discussed thus far, which can be exclusively categorized as “passive”, are likely to incur negative effects on the aerodynamic performances due to the integration of non-compatible shape onto the otherwise streamlined airfoil, as well as the introductions of surface roughness, porous lifting surfaces, and structural-aeroelasticity coupled instability. A good example is the trailing-edge serration. Although the capability of this bio-inspired device for the reduction of the broadband self-noise has already been well-known since many decades ago, only a few industrial sectors such as the automotive engine cooling fan suppliers, the industrial ventilation sector (the “Owllet” trademark) and the wind turbine business have meaningfully adopted the technology. Others such as the aerospace sector are still more concerned about the loss in aerodynamic performance and the perceived safety issue. To this end, an active flow control represents an attractive alternative because the mechanical and control mechanisms can usually be “hidden” within the airfoil body, thus producing no profile drag. A sophisticated closed-loop and high response active control system can even widen the operational ranges in Reynolds number and Mach number, while still preserving the efficiency in the energy consumption. However, most of the mechanical system underpinning the active flow control can be heavy, bulky, and complex, which will increase the overall payload. This could be at odds against a current technological trend of weight slimming of both the civil aircraft and unmanned vehicles.

The most representative method to execute an active flow control in aeroacoustics is to manipulate the hydrodynamic field through mass flow injection (blowing) or subtraction (suction). In the case of the rotor–stator stage of turbomachinery, turbulent leading-edge interaction noise can be mitigated by the so-called “wake-filling” method through the trailing edge blowing [158,270–272]. To implement this technique, the upstream rotor is usually configured by trailing-edge slots, or vent holes, so that externally supplied air jet can be blown out in a controlled manner to mix with the most deficit region of the wake. As a side note, although trailing edge configured with the air slot and vent holes will inevitably be slightly blunt, it is unlikely to produce significant bluntness-induced tone when blowing is in operation because the wake-filling would have already prevented the vortex shedding from happening. There are two direct consequences of the enhanced mixing by the trailing edge blowing. First is the reduction of turbulence intensity in the wake flow. Second is the faster dissipation of the large-scale turbulence structure. These two turbulence properties are precisely the most dominant sources for the turbulent leading-edge interaction noise [8]. Therefore, trailing edge blowing is a powerful method to mitigate this particular noise source. However, there is no evidence that it is also effective for the reduction of turbulent broadband trailing-edge self-noise. After all, the most critical hydrodynamic source for the self-noise radiation is the turbulent boundary layer near the trailing edge, not the wake at downstream.

There are some published works on mass flow blowing, or suction, to target the turbulent boundary layer near the trailing edge to reduce the self-noise radiation. Winkler et al. [158] and later Gerhard et al. [273] facilitated near wall blowing at three different locations at the suction side of their asymmetric airfoil. The exit air jet was specially configured such that it followed the contour of the airfoil surface, which was designed to inject momentum directly to the near wall flow. The exit jet was 50% of the freestream velocity. The most optimal blowing location to achieve broadband noise reduction at low-to-mid frequencies was found to be the one closest to the trailing edge (at 90% chord). In their mean and fluctuating velocity boundary layer profiles, the near wall velocity excess by the blowing was accompanied by a much reduced level of turbulence intensity. The maxima of the turbulence intensity remained the same level, and sometimes even higher value than the untreated case. However, these maxima subjected to near wall blowing was displaced further away from the wall to coincide with the interface between the wall jet and the outer layer where a significant inflention velocity profile occurs. Similar results have been reported
by Moreau et al. [229] on a modified CD airfoil. Szoke et al. [274] measured the wall pressure fluctuation spectra and spanwise coherence coefficients when their flat plate is subjected to inclined jet blowing near the trailing edge. Both the turbulence statistical quantities was reduced under a relatively high jet-to-freestream velocity ratio. Since both are the key components for the radiation of turbulent broadband trailing-edge noise [19], reduction of self-noise is expected.

Although applying suction from the wall surface over a long cycle period could attract deposition of foreign objects (dirt, dusts, etc.) to the slot/vent holes, the impact of wall-normal suction to the turbulent boundary layer has been positively demonstrated by Wolf et al. [275] in their flat plate experiments. Despite not measuring the far-field noise directly, the near-field measurements on the vertical integral length scale, velocity gradient, and vertical velocity fluctuation subjected to the wall-normal suction all exhibited lower values than the untreated flat plate. These parameters would later be substituted into the TNO-like models (Section 3.1.2) to calculate the wall pressure fluctuations, and then the far-field radiation. Predictably, wall-normal suction does not displace the turbulence maxima further away from the wall. In particular, the mean velocity profiles subject to wall-normal suction are much fuller than the untreated one, but crucially with a much reduced turbulence level. The active flow control of boundary layer suction was later transferred to a generic wind turbine blade and studied numerically on its aerodynamic and aeroacoustics performances [276,277].

Both blowing and suction, if they exceed the required threshold for the blowing/suction-to-freestream velocity ratio, have a potential to change the turbulent boundary layer structure fundamentally. To some extents, they share the same principles as the passive devices (e.g. canopy or finlet) in targeting the turbulent sources and the unsteady wall pressure. For the active flow control, however, the very principles of mass flow injection/subtraction by blowing and suction, respectively, could promote extraneous noise sources to contaminate the far-field spectrum. These can be in the forms of additional noise produced by the propulsion of air mass through the slots/vents, vacuum-induced fluid–structure interaction noise in the case of suction, cavity noise and breakout noise from the mechanical component system. In the case of a blowing slot, as shown in Section 3.4, the blowing jet may increase the trailing-edge noise (see Fig. 10 in [158]), and an extraneous noise source at the slot lips was evidenced at high frequency by Winkler et al. [158].

4.3. Outlook

4.3.1. Hybrid methods

The development of new approaches for the mitigation of airfoil self-noise, which is built upon the improved knowledge gained especially in the last decade, has emerged. The resurgence of the trailing edge serration has prompted the development of several non-conventional serration profiles. Other geometrical modification in the forms of brushes, elastic edges, slits and porous surfaces have been developed, respectively but not interactively. The introduction of the surface-mounted finlets represents a very effective means to suppress the noise sources by sheltering the trailing edge from large turbulent structures, and reducing spanwise coherence of these structures.

Naturally, a question can be asked: if one were to combine these passive devices together, can we see further improvements in terms of
the level and frequency range for the trailing-edge broadband noise reduction? Perhaps, the “poro-serrated” trailing edge developed by Vathylakis et al. [243] and Chong and Dubois [245] already provides a positive hint to the above question. Another consideration, for example, can be applied to a combination of the finlet, whose main function is to control the source of the turbulent boundary layer, and the trailing edge serration, whose main function is to reduce the radiation efficiency due to the oblique edges. A new control strategy for the turbulent broadband self-noise is the simultaneous targeting of the source-radiation in the form of “finlet-serration”, as depicted in Fig. 34. Based on a preliminary result also shown in Fig. 34, obtained at Brunel University London, the finlet-serration can exploit the serration effect at low frequencies, and, at the same time, retain a more superior noise performance by the finlet at higher frequencies of a finite range. This suggests that both the source-radiation targeting can co-exist without imposing adverse interference effects against each other. Although it was not demonstrated by this particular configuration of the finlet-serration, a further level of noise reduction can be anticipated if a comprehensive optimization study is performed in the future. Another hybrid device that exploits multiple noise reduction mechanisms is the “Double Rooted Trailing Edge Serration”, or DRootTES [230,255]. The DRootTES combines the acoustical destructive interference mechanism from the slt trailing edge and the serration effect. It demonstrates a reduction in the level of broadband noise reduction, as well as the establishment of the frequency-tuning capability. Therefore, the DRootTES has a potential to leapfrog the serrated trailing edge and slt trailing edge.

As a concluding remark, the current technology in the airfoil broadband trailing-edge noise reduction has reached a saturated phase, where a further level of noise reduction would be difficult to be achieved when only a single mechanism is considered. Therefore, the combination of multiple devices that targets different areas could represent one of the future research trends for the airfoil noise reduction.

4.3.2. Active control

Mechanical blowing or suction has laid the ground works for the application of active flow control to mitigate the airfoil self-noise radiation. In majority of cases, they would rely on a significant modification of the hydrodynamic flow field by injecting/subtracting mass flow to/from the turbulent boundary layer. In laboratory tests, these operations can be realized in a relatively straightforward setup by connecting the airfoil (with pre-fabricated internal flow channels and exit holes/slots near the trailing edge) to external sources (e.g. compressed air, centrifugal blower, vacuum pump and so on). When moved to the real-life industrial operations, however, three issues could become the design constraints. First, in a space limited environment, the placement of the blower or vacuum pump can represent a problem. One way to mitigate this is to miniaturize these power sources. Second, the scale of the flow underpinning the industrial operation could be much higher than in the laboratory test. In order to maintain the same blowing ratio or suction ratio (against the freestream flow), which is usually greater than unity, the blower or vacuum pump need to have a relatively high power rating to improve the control authority. This requirement contradicts the effort to miniaturize the power sources mentioned previously, as well as elevates the overall payload. Third, the flow channels within the airfoil could be complex and expensive to manufacture, and difficult for maintenance.

Apart from the mechanical blowing or suction, other active flow control technologies that have hitherto been overlooked in the aeroacoustics applications could be considered. For example, the synthetic jet actuators that utilize only the piezoelectricity can achieve an extremely high exit jet (> 100 ms⁻¹) with a low energy input requirement. Rathay et al. [278] instrumented a number of synthetic jet actuators along the span of a sub-scale vertical stabilizer of an aircraft, where a side force enhancement has been positively demonstrated. They also showed that the momentum coefficient produced by the synthetic jet is more important than the blowing ratio. Besides the thrust vectoring and flow separation control, synthetic jet actuators can also be adapted to reproduce the effect of moving wall in spanwise oscillation to reduce the skin friction of turbulent boundary layers despite the high turbulence level introduced to the main flow by the synthetic jets. Cannata et al. [279] reported that when synthetic jets are induced in tangential to the wall and orthogonal to the mean flow direction in a turbulent channel flow, an attenuation of the near wall turbulent structures is observed. Although not presented in the paper, the forced flow has a potential to reduce the wall pressure spectra, and subsequently the self-noise radiation in the case of trailing edge flow. However, it is necessary to point out that the synthetic jet actuator is an inherently noisy device. Therefore, research efforts to reduce the synthetic jet actuator noise should also be carried out in parallel.

The Dielectric Barrier Discharge (DBD) plasma actuators is highly energy efficient, simple in structure, straightforward for implementation, fast response to facilitate both steady and unsteady actuations, and not creating any profile drag when not in operation. In the case of a turbulent boundary layer passing over a sharp trailing edge, a series of symmetrical electrodes can be aligned to the direction of the mean flow to produce spanwise traveling waves, which can reduce the streamwise vorticity in the near-wall region [280]. This would hamper the stretching of the quasi-streamwise vortices, thus weakening the near-wall turbulence events such as the sweeps and ejections and resulting in a reduction of turbulence intensity and the wall pressure spectra. Again, it is necessary to point out that the control authority of plasma actuator is not very high, so that it might be more suitable for a low Mach number flow at present.

5. Applications

In this section, practical applications of trailing-edge noise are discussed. In particular, wind turbine noise, fan noise, and rotordraft/propeller noise are selected as examples. Specific considerations in terms of noise characteristics and industrial design perspectives are also discussed.

5.1. Wind turbine noise

Trailing-edge noise is a key factor for wind turbine design when considering noise emissions. The reasons are that trailing-edge noise constitutes the most significant part of a wind turbine signature in the audible frequency range [223,281] and noise limit regulations are established accordingly using A-weighting of the noise spectra. The additional main noise sources include inflow noise (more predominant in the low-frequency range which is also less audible), tip noise (which can be minimized by a careful blade tip design), separation/stall noise (although this is usually avoided and mainly occurs during non-modal transient operational periods such as an unexpected wind gust⁹), and mechanical noise (which may be dealt with using damping devices and/or adequate structural designs). Furthermore, most of the aerodynamic noise, including trailing-edge noise, is produced in the outer part of the blades, because it travels through the air at higher velocities (of the order of 70 m/s (250 km/h or 160 mph), and sometimes more for modern MW-size wind turbines). This results in very large Reynolds numbers for the air flow in this region of the blade (of the order of several millions). This prevents the occurrence of specific phenomena such as laminar boundary layer instability. Contrastingly, at these Reynolds numbers the airfoil boundary layer is bound to be turbulent, which in fact generates trailing-edge noise. A transition to turbulence,

⁹ Note however that older wind turbine stall-regulated concepts, and smaller turbine concepts, for which a pitch regulation system is too costly, stall is used in order to regulate the generator maximum electrical output above rated power.
and in particular its location on the blade airfoil sections, plays an important role on the noise emissions when the boundary layer reaches the trailing edge, e.g. by boundary layer thickening [282,283].

Although it has been recognized for a long time that trailing-edge noise is the main contributor to wind turbine noise in the audible frequency range, the study by Oerlemans et al. [223] provided a formal experimental evidence for this. Using a microphone array, they were able to isolate the regions of the rotor disk where noise at various frequencies is produced (see Fig. 35). Furthermore, they showed that the use of a mitigation technique for trailing-edge noise, here serration (see discussions in Section 3.4 and Section 4.2), reduces the noise emissions in these regions (see Fig. 36). Two additional important findings also emerged from this study. As can be observed in the picture in Fig. 35, higher noise emissions are observed: (1) in the outer part of the blade, and (2) when the blade is pointing upward and in its descending phase slightly after passing the vertical position during its rotation. The former finding can be expected since it is near the tip where the blade experiences its highest relative velocity. The latter fact is less well-understood and several mechanisms may play a role here. Firstly, it can be argued that the wind speed is larger at higher altitude due to the atmospheric wind shear. This should result in larger angles of attack and thereby more intense trailing-edge noise emission, in particular at lower frequencies, on the upper part of the rotor disk. Secondly, geometric factors related to the specific cardioid directivity pattern of trailing-edge noise emission can play a role. Finally, since the blade is a moving noise source, a convective amplification can also contribute to the pattern observed in Fig. 35. Note that the two latter mechanisms depend on the observer position relatively to the rotor disk. Thus, it may be possible to isolate the most significant mechanism (if indeed one of the above mechanisms is dominating) by changing the position of the observer.

Primarily, trailing-edge noise from wind turbine blades is driven by 2 factors: the rotational speed of the rotor and the blade pitch angle. The former mainly affects the relative inflow velocity impacting the blade, while the latter is the driving parameter determining the angle of attack at which the relative inflow velocity impinges the blade. At the same time, these parameters have a direct impact on the power production. Besides, due to the physical processes involved, increasing power production and reducing trailing-edge noise are antagonist goals during the design phase of a turbine. Thus, the main strategy for complying with noise regulations consists in an optimal design of the turbine operational conditions (through rotor speed and pitch control) that constrain noise emissions and maximize annual energy production simultaneously [285]. Most manufacturers have proposed different operational modes for their wind turbines, typically one or several low-noise modes and a full-power production mode [286].
ultimately for the investors. These schemes can be applied selectively, e.g. during day and night time and/or depending on the proximity of dwellings.  

Source: Oerlemans [284].

Since wind turbine manufacturers face stringent noise regulations in most countries, accurate predictions of trailing-edge noise is paramount in the design phase. In the industry, manufacturers have relied for a long time on semi-empirical models (BPM being one of the most popular, see Section 3.1.1) and these models were accurately tuned using the considerable amount of know-how and availability of field noise measurements [287]. Indeed, it is rare that totally innovative concepts, at least in term of blade aerodynamic design and associated aeroacoustic characteristics, are directly introduced into the market, at least without thorough prior testings. The use of simpler and faster prediction methods also responds to the requirement of fast turnover loops in the design process. Nevertheless, more advanced simulation methods are continuously being improved and introduced in wind turbine design, and these are used in conjunction with the development of more advanced technologies. A typical example is the use of CFD. A decade ago, it was started to be used in place of more empirical simulation methods. Nowadays, it has become an everyday industrial tool used for design, also in the context of aeroacoustics.

The above is specially true when developing and improving new mitigation devices as it is the case for serration. Although this technology originated from the aeronautical industry, early implementations within the wind turbine industry have heavily relied on empiricism. The trend in the industry is now to refine trailing-edge geometric designs. New concepts have emerged [244] (see Fig. 28) or are being investigated, such as finlets [267] (see Fig. 32), porous trailing edges, brushes, etc [288]. More advanced simulation and measurement methods are implemented and used to this end [234,289] (see also Sections 3.2, 3.3, and 4.2).

In the context of wind turbine technology, high-end solutions for trailing-edge noise mitigation such as jet injection or boundary layer suction devices [290–292] are still not viable options. Indeed, wind energy and wind turbine design are constrained by a strong economical competition with other energy sources. Therefore, maintenance costs must be kept to a minimum. More advanced technologies usually do not fulfill the required levels of sturdiness and durability for the relatively harsh environment experienced by wind turbine blades over their 20 years, or so, expected lifespan. But, it may be a question of time before these technologies have matured enough so that they can be applied on wind turbines.

An important factor to consider when designing wind turbine blades, and including noise in this process, is the 3-dimensional effects. Indeed, new airfoils and mitigation devices (e.g. serration) are typically developed in a 2-dimensional (2D) context. This is true both for modeling and experiments. In the former case, models often assume 2D homogeneity along the blade span to allow for the development of a theoretical frame (e.g. Howe/Amiet theories), or to adapt to existing computational resources (e.g. in CFD/CAA simulations). In the latter case, wind tunnel tests are mostly conducted on 2D airfoil sections as far as trailing-edge noise is concerned. However, the physics of the flow on a real wind turbine rotor blade may differ from these idealized conditions. The two main differences between the ideal conditions of a 2D flow versus real-life wind turbine blades originate from: (1) the varying blade geometry along its span and (2) transverse flow patterns induced by the centrifugal forces from the rotor rotation. These aspects are not considered in current wind turbine design, as far as the authors are aware of. Nevertheless, 3D CFD and CAA simulations are emerging as potential simulation tools for wind turbine blade design (see Section 3) and this situation may rapidly evolve in the near future.

Another specificity of wind turbine noise related to trailing-edge noise is the so-called Amplitude Modulation (AM) [293]. So far, there is no consensus on a single cause for this mechanism, and a number of scenarios, or combinations of them, can be considered. First, it is important to define what is meant by AM and from where it originates. In contrast to a sound source emitting at the same noise amplitude or level, a sound source can emit noise with a varying (or modulated)
strength (or amplitude). This is the case for a wind turbine when the passing of the, say 3, different blades can be distinctly heard when standing next to a wind turbine. This is often referred to as ‘swish’. The cause for this relates to the analysis conducted above for the noise map. As mentioned there, and assuming that trailing-edge noise is the dominant source of noise, which is an accepted fact, the cause can be a high wind shear, noise directivity effects, convective amplification (see earlier discussions). However, dwellings are always located at a certain distance from wind turbines and wind farms. In the case of a wind farm, for example, the AM of each turbine can cancel each other into a more continuous noise, which is less annoying in terms of human perception. However, certain atmospheric conditions (which may be intermittent, rendering the phenomenon even more audible by a change in the characteristics of noise) may enhance the generation, propagation or audibility of AM from a single or several wind turbines to the dwelling. Therefore, this is a topic that has been widely discussed in planning and post-installation phases of wind turbines/farms and is still a controversial subject in terms of acceptance of wind energy. Note that this has led to studies on how to accurately quantify this phenomenon for regulation purposes [294]. To conclude, there may exist a solution to mitigate some of the AM noise impact from wind turbines, at least for the “swish”-type noise emission as discussed above.

If the wind sheared and/or directivity are proven to be the main causes for AM generation, the well-known directivity pattern of trailing-edge noise together with known or assumed atmospheric conditions (i.e. here the wind shear) could be used to operate the wind turbine more efficiently, at least in terms of AM strength reduction. Individual cyclic pitch of the, say 3, different blades with a varying period equal to one revolution of each blade, could be used to levelize the noise emission from each blade, thereby mitigating the overall AM emission from a turbine [295,296]. The basic idea is to regulate the angle of attack experienced by the outer part of the blade by a varying pitch of the blade into a more constant value, which in turn would produce more constant noise source emissions from the trailing edge as each individual blade rotates.

5.2. Fan noise

Fan noise covers a wide range of applications from low speed machines with generally a low solidity (low pressure rise) to a high speed machines with high solidity (high pressure rise). Several reviews have been made recently, which cover both ranges and most noise sources [297–300]. In the present study, the focus is on the self-noise or trailing-edge noise mechanism that corresponds to the minimum noise these machines will produce, free of any installation/interaction mechanisms. As pointed out by Roger and Moreau (Fig. 1 in [298]), cascade effects can become relevant when the solidity and the blade overlap becomes high. This additional effect is neglected here. Moreover, most of the present review neglects the possible effect of a duct and considers free-field applications. The corresponding information can be found in [298–300].

As originally noted by Schlinker and Amiet for high-speed blades of helicopter rotors [62], a fan blade segment in circular motion can be considered locally as moving in translation with its relative speed. This is actually valid only for sound frequencies higher than the rotational frequency. The sound heard at an angular frequency $\omega$ is then produced by sources on the rotating blade segment having different frequencies depending on their angular position. The resulting power spectral density (PSD) of the far-field acoustic pressure of a fan with $B$ uniformly spaced blades is decomposed in $N$ strips. $S_{\omega}^k$ is then obtained by averaging over all possible angular locations $\psi$ of all blade segments and all radial strips, and then weighted by the Doppler factor: $\omega_k(\psi)/\omega = 1 + M \sin \theta \sin \psi$, where $M$ stands for the local relative Mach number. The various angles are defined in Fig. 37. It then reads:

$$S(x, \omega) = \sum_{k=1}^{N} \frac{B}{2\pi} \int_{0}^{2\pi} \left( \frac{\omega_k(\psi)}{\omega} \right)^2 S_{\omega}^k(x(\psi), \omega, \psi) \, d\psi \quad (80)$$

where $S_{\omega}^k$ are the PSD of each segment in translation. They are therefore given by some of the models described in Section 2 (Amiet’s model for instance). Provided that the three-dimensional aerodynamic effects due to inertial acceleration and radial pressure gradients are not too large and do not significantly modify what happens on an isolated airfoil, these PSD could be obtained on isolated airfoils from either wall-pressure measurements or numerical simulations as the LES and DNS described in Section 3. Such an assumption was verified on a specific instrumented fan blade termed Rotating Controlled Diffusion Blade (RCDB), which was designed to be built from hub to tip only with the controlled diffusion airfoil that had been previously tested and simulated (see Sections 3 and 4). Moreau et al. [301] showed that the actual mean blade loading was slightly modified by the rotation, but not the wall-pressure fluctuations significantly.

By comparing with the exact free-field formulation in rotation (Flowers Williams and Hawkins’ analogy [302] in frequency domain [61]), such an approximate expression given by Eq. (80) was verified by Sinaiyoko et al. [303] to be valid up to transonic speeds, with even limited discrepancies (1–2 dB) in the latter regime. By measuring simultaneously wall-pressure statistics at two different blade radii and far-field sound on a large two-blade ventilator at different rotational speeds, Rozenberg et al. [110] obtained excellent agreement at all regimes between the model predictions with Eq. (80) and the experimental data, as shown by the acoustic spectra in the rotational plane ($\Theta = 90^\circ$) in Fig. 38. Similar agreement on the directivity was found at
all frequencies (Fig. 18 in [110]). The model was first applied to low-speed fans by Roger et al. [304], and applied to an automotive engine cooling fan with airfoil wall-pressure statistics coming from the above CD airfoil at 8° and 15°. Moreau and Roger [305] later confirmed by comparing turbulence-interaction and trailing-edge noise contributions that the trailing-edge noise could be the main noise contributor at high frequencies beyond 4 kHz. Recently, Sanjose and Moreau [106] applied the model systematically on an automotive ring fan (termed H380EC1), which had been tested in a reverberant wind tunnel at several flow rates along a performance curve as shown above in Fig. 14. Fig. 39 compares the sound power levels (PWIs) at three different flow rates covering the fan operating range, and the overall sound power levels (OAPWIs) between the model predictions and the experimental data. In Fig. 39(a), the trailing-edge contribution has been calculated using Rozenberg’s wall-pressure model [86] and the leading-edge contribution has been fitted with an isotropic von Kármán spectrum. All inputs of both models (boundary layer and turbulence parameters) have been extracted from a RANS simulation of the flush-mounted fan on the test-rig. As found before with more empirical inputs [305], the trailing-edge noise is found to dominate at high frequencies, with an increasing contribution with increasing flow rate. Indeed, in Fig. 39(a), trailing-edge noise covers most of the broadband noise envelope at 3500 m³/h. This is further confirmed by the OAPWL shown in Fig. 39(b) (the two solid lines stand for the experimental spread among different mock-ups and prototypes): the trailing-edge noise becomes relevant beyond 2700 m³/h where it has an equal contribution to the overall fan noise. Note that at very high flow rate, the remaining difference of 5 dB in the OASPL is caused by a strong tonal contribution seen in Fig. 39(a), not accounted for in the models for this flow condition. Coutty et al. [306] recently applied the same methodology to a more complex full engine cooling module with promising results. Finally, this approach has also been recently applied to wind turbines by Cotté et al. [119,307]. Note also that alternative methods have also been proposed. For instance, Casalino et al. [308] proposed a stochastic method to predict the broadband noise generated by an automotive engine cooling fan system.

On the numerical side, very limited unsteady simulations properly resolving part of the turbulent scales have been achieved to yield reliable self-noise predictions. In 2006, Yamade et al. [309] were the first to achieve an incompressible LES on a low-speed axial-fan with the massively parallel FrontFlow/blue code developed by Kato. The Reynolds number based on the blade tip speed and the diameter of the blade tip, \( R_e = 1.2 \times 10^6 \). Even on the finer mesh with 33 million elements, the boundary layer was hardly resolved and no convergence on the wall-pressure fluctuations could be reached. The latter was then fed to the boundary element method code SYSNOISE to account for the actual ducted configuration of the experiment. Even though the acoustical resolution was also limited to a maximum frequency of 700 Hz, the agreement for the predicted sound pressure levels with measurements on the limited frequency range was reasonable. Note that their second prediction using Curle’s analogy was quickly overpredicting the measured levels as seen above on airfoils. The first compressible prediction of fan noise was achieved in 2010 by Perot et al. [310] on the H380EC1 fan (\( R_e = 9.36 \times 10^5 \)) with a hybrid LBM/VLES method using PowerFLOW. This first study clearly showed that the broadband noise was dominated by the pressure fluctuations at the blade tips and on the rotating ring (suggesting some contributions from the tip gap flow), but did not have the proper grid resolution (minimum voxel size of 1 mm) to capture the oscillating shape of the experimental broadband spectrum (see spectra in Fig. 39). A grid convergence was subsequently achieved by Moreau and Sanjose [311] and both the shape and the levels of broadband noise were captured accurately, and the solution was becoming grid independent below a minimum voxel size of 0.25 mm. A similar excellent agreement with experiments was later achieved by Zhu et al. [312] with PowerFLOW on the USI-7 fan (\( R_e = 9.36 \times 10^5 \)), tested at Siegen universitat for two different tip gaps. Pogorelov et al. [313,314] simulated the same configuration using a fully conservative cut-cell method and a monotone integrated LES (MILES) approach of the compressible Navier–Stokes equations. They achieved a grid convergence of turbulence statistics with 1 billion cells and their study also followed the experimental trends when varying the tip gap size. Even though they matched the overall performances well, however, they did not manage to reproduce the experimental acoustic spectral shape and levels well. Finally, note that Moreau and Sanjose [311] also showed that, with the SAS model, similar good agreement could be achieved on the H380EC1 over a wide frequency range.

Moreover, as shown by Moreau and Sanjose [311], combining different numerical predictions namely unsteady RANS, SAS, and hybrid LBM/VLES simulation, the main contribution in a low-speed fan even in its simplest, cleanest set-up e.g. flushed mounted on a plenum without any upstream and downstream obstacles, is the tip noise coming from the turbulence created in the tip gap mixing with the incoming flow at the blade tip. Only at high frequencies again, trailing-edge noise can be evoked and shown to contribute as found with the above analytical model. Note that the resulting fan noise often has two broadband contributions, a bell-shaped smooth spectrum spread over a large range of frequencies and some narrower humps centered at some sub-harmonic of the blade passing frequencies, as shown in Fig. 39(a). The former comes from both the small-scale turbulence at the tip and at the trailing-edge, the latter from large coherent structures also forming in the tip gap as shown in both the H380EC1 and USI-7 fans [311,312]. Recently, several different unsteady methods have been reviewed on the H380EC1 fan [315], with increasingly more complex experimental set-ups, starting from the above flush-mounted fan-alone configuration [311] to the complete installed fan in its engine cooling module [316] and possibly with additional upstream periodic obstructions that can be set in rotation to mimic the necessary process to optimize their size and position [317]. Noticeably, the LBM is extremely accurate to predict the broadband noise spectra and becomes more and more computationally efficient as the complexity of the model increases (full engine cooling modules, fan systems with upstream obstructions to control its tonal noise etc.). It should be emphasized that such a study on axial ring fans could be transposed to any axial or radial fans [318].

Overall, for low-speed fans, most unsteady simulations that can resolve enough turbulent scales and the tip gap flow will provide some reasonable predictions of the broadband noise, and the hybrid LBM/VLES seems particularly efficient and accurate especially for the more complex flow conditions and set-ups. The trailing-edge contribution is, however, limited to the high frequency range and can be quickly masked by other installation effects. Finally, for high-speed turbomachines, fan noise has also been extensively studied, but it was mostly the dominant fan-Outlet Guiding Vane interaction mechanism and rarely the rotor-alone noise mechanisms. Glegg and Jochault [319] proposed a broadband self-noise model for ducted fans, which has been recently compared to the NASA Source Diagnostic Test (SDT) turbofan database by Sanjose et al. [320]. All wall-pressure spectra models derived from low-speed airfoil databases such as Rozenberg’s [86] or Lee’s extension [90] seem to underpredict the levels obtained numerically by a recent wall-modeled LES [58,321]. Only Glibe’s model tuned to high-speed turbofans was able to yield the proper levels [322]. As a result, most trailing-edge noise predictions significantly underestimated both the measured and LES-predicted noise levels. Only predictions based on Glibe’s inputs could partially retrieve the upstream power levels. Moreover, the recent high-order wall-modeled LES on the NASA Source Diagnostic Test turbofan seems to confirm that the trailing-edge noise mechanism as described above is not dominant, but rather the tip flow again [323,324]. Further efforts are needed to clarify such a contribution and to develop some adequate analytical models.
5.3. Rotorcraft and propeller noise

Most rotorcraft noise research has been focused on tonal noise including blade vortex interaction noise and high speed impulsive noise. One of the earliest publications on helicopter broadband noise based on the physics-based model is Schlinker and Amiet’s NASA report [62]. They extended Amiet’s airfoil trailing-edge noise model for helicopter rotor broadband noise, and found that trailing-edge noise from a full-scale helicopter contributes significantly to the total broadband noise spectrum at high frequencies. They used a flat plate turbulent boundary layer calculation to estimate the surface pressure spectrum. Kim and George [325] applied Ffowcs Williams and Hawkings equation for rotor trailing-edge noise predictions in hover. In their method, however, each blade was modeled as a point source of a flat plate, and the effect of an angle of attack was neglected. Blandeau and Joseph [326] showed that Amiet’s model provides good agreement with the results from Ffowcs Williams and Hawkings equation, especially at high frequencies. In their paper, they used Goody’s wall pressure spectrum model [85], which was developed for zero pressure gradient flow on a flat plate. In addition, they assumed that the observer and propeller were in the same vertical plane and neglected the effects of skewed gust. They also considered the noise source as a point source that is located at 75% of the blade radius. Recently, Li and Lee [327] combined the blade element momentum method (BEMT), XFOIL, Lee’s wall pressure spectrum model, and Amiet’s method to predict helicopter trailing-edge noise in hover. The equation of the averaged acoustic power spectral density is essentially the same as Eq. (80). In this paper, the noise source is located at the trailing-edge of the mid-span of the blade segment. Through BEMT, the induced velocities were included, which is essential for accurately predicting the angle of attack. The boundary layer flow properties for actual airfoil geometries were obtained through XFOIL. Lee’s model provided more accurate turbulent wall pressure spectrum results for adverse pressure gradient flows. Since Amiet’s method was used, the first principles acoustic scattering physics was well captured and the method could be extended for non-rectangular trailing edges such as serrated trailing edges using analytic solutions [42, 43]. Using this code, named UCD-QuietFly, they analyzed the effect of rotor blade design parameters and operating conditions, including rotor tip Mach number, collective pitch angle, twist angle, blade chord length, rotor radius, on rotor broadband noise. In addition, they have incorporated coordinate transformations for general motions of rotor blades. They found a semi-analytic equation for far-field noise propagation from SPL at a reference position, which is one rotor diameter below the rotor hub. This semi-analytic equation enables fast calculations for a noise map that consists of several hundreds of observer locations. They have developed machine-learning-based fast predictions based on UCD-QuietFly [328]. UCD-QuietFly’s rotor noise validation cases are shown in Fig. 40. The high-frequency trailing-edge noise was well captured by the UCD-QuietFly predictions against the measurement data for both helicopter noise and drone noise. The rotor configurations and operating conditions are shown in Table 5 and 6. Recently, Li and Lee [329] used a dynamic inflow model [330] along with the blade element method (BET) to predict rotor trailing-edge noise in forward flight.

The methods described in the previous paragraph are first principles acoustic scattering method. Another popular and simpler prediction method is the BPM semi-empirical model (see Section 3.1.1). Although this model was developed based on NACA 0012 airfoil noise data, it is widely used in rotorcraft community. Recent studies include the references [331-334].

In experimental research, Brooks et al. [337] tested DNW wind-tunnel tests to measure rotor noise including trailing-edge broadband noise. This paper includes extensive measurement data for a wide range of operating conditions including hover and forward flights.
with various advance ratios at different thrust conditions. Trailing-edge noise significantly varied with a change in the tip Mach number, but it did not change much with different rotor thrust values. For a small advance ratio in forward flight, trailing-edge noise was similar to that of hover. Low- and mid-frequency noise was dominated by wake induced leading-edge noise in hover. In general, trailing-edge noise became evident at mid- and high-frequencies in forward flight as blade wake induced leading-edge noise became weaker at these frequency ranges. Snider et al. [338] measured helicopter noise in flight and calculated Effects Perceived Noise Level (EPNL). They identified broadband noise is a main contributor to EPNL. They showed that high-frequency broadband noise is especially important when a helicopter is above the head and flies away.

Small-scaled multi-rotor drone noise has recently received a lot of attention. The acoustic measurements by Zawodny et al. [336] showed that the DJI quad-copter drone rotors generate considerable broadband noise above 1 kHz frequency and the A-weighted spectrum indicated increased importance of this noise in human hearing. They also showed that the laminar separation noise is important. Pettigill and Zawodny [339] measured SUV drone noise and used the BPM model [46] to predict airfoil self-noise. In this paper, they did not include the laminar separation noise. The role and relative importance of the laminar separation noise for drones is still questionable. They identified that the separation noise and trailing-edge noise is dominant at high frequencies. In their paper, the trailing-edge noise was separated from the separation noise since the original BPM paper considered the trailing-edge noise only at a zero angle of attack and the separation noise at a non-zero angle of attack. However, it should be noted that the separation noise at a non-zero angle of attack below the stall is still part of the trailing-edge noise in terms of flow physics. Therefore, this distinction between trailing-edge noise and separation noise could be misleading to readers. In fact, in Howe’s or Amiet’s models, both noise components are calculated as trailing-edge noise since the noise generation mechanism is the same. Intaratep et al. [340] measured multi-copter DJI Phantom rotor noise. They showed that trailing-edge noise is not only important at mid- and high-frequency ranges, but also considerably increases from a single rotor to multi-rotors. Zawodny and Boyd [341] investigated the effect of a fuselage on small-scaled rotor noise. They showed that the fuselage makes a large impact on tonal noise, but it does not change high-frequency broadband noise. It is anticipated that the pressure fluctuations on the fuselage due to rotor wake flow impingement would generate broadband noise, but this fuselage-induced broadband could be masked by the much stronger blade leading-edge noise and trailing-edge noise.

As an urban air mobility (UAM) concept becomes popular and many companies are building prototypes of electric vertical take-off and landing (eVTOL) aircraft, people are concerned about noise of this futuristic vehicles. When UAM aircraft takes off and lands nearby residential areas, high-frequency noise would be significantly annoying to people. Li and Lee [342] applied UCD-Quietly to predict multi-rotor trailing-edge noise particularly for urban air mobility (UAM) applications. They showed that the trailing-edge noise levels increase with a larger number of rotor blades. They compared UAM multi-rotor vehicle trailing-edge noise with conventional helicopter trailing-edge noise, as well as community background noise. They addressed that the UAM aircraft broadband noise could be a large concern in residential areas, especially when it is taking off or landing, compared to background noise [343]. They also addressed that multi-rotor vehicles are beneficial in terms of the amplitude modulation of broadband noise or noise annoyance levels compared to single rotor noise.

Recent passive noise reduction techniques were applied to rotorcraft or propeller. Halimi [344] used an analytical method [42] and Lattice Boltzmann method simulations for a propeller with straight and serrated trailing edges to reduce trailing-edge noise. Yang et al. [345] conducted an experimental research on wavy leading and trailing edges. They demonstrated that the destructive effects of the scattered pressure by the wavy trailing-edge surfaces reduce trailing-edge noise. When the RPM was increased, the broadband noise reduction decreased due to the increased misalignment of the wavy surfaces with the shedding vortices.

5.4. Outlook

Wind turbine technology is currently developing quite rapidly in parallel with the increasing deployment of wind energy in response to the societal demand for clean energy sources. There are certainly the noise improvement needs and requirements for wind energy. As can be expected, the wind industry is taking advantage of earlier technical developments from the aeronautical and related industries in the field of aerodynamics and aeroacoustics. As an example, in order to reduce structural loads for the future generation of large wind turbines (in the range of 10 MW or more), aerodynamic control using trailing-edge flaps is investigated as a commercially viable option for increasing wind turbine blades’ life-time and, thereby, reducing the levelized cost of energy [346–348]. Such concepts include classical flaps with pneumatic actuators as used on airplanes, morphing wing technology, and other technical solutions. In any case, such new concepts will certainly have an impact on trailing-edge noise emissions, and it can be expected that classical engineering models currently used for blade designs may fail to accurately predict wind turbine noise in these conditions. Engineers and researchers will be faced with the choice of either improving and extending the range of validity of existing engineering models, or using...
more advanced (but also more computationally demanding) methodologies such as LES or DNS (see Section 3). Other disruptive wind turbine concepts may also arise. A few examples can be mentioned: tip rotor, multi-rotor, multi-element blades, multi-section blades. All of these configurations may prove challenging for existing engineering trailing-edge noise models. Once again, more advanced prediction tools will probably need to be developed and/or implemented for the design of such new concepts.

In fan noise, trailing-edge noise remains relevant as it provides the minimal broadband noise levels that such a machine can achieve without any installation effect, and is also often the main contributor at high frequency. More and more detailed LES predictions of rotor self-noise such as the recent ones by Perez-Arroyo et al. [349] or Kholodov and Moreau [323,324] on the SDT turbofan configuration should be foreseen in the future to quantify trailing-edge noise relatively to tip noise. The efficient hybrid LBM/VLES simulations are already providing detailed insights into the noise mechanisms of installed fans, and more refined simulations particularly in the tip region should ease the proper separation of the different noise sources in these more complex, but more realistic configurations.

Conventional helicopter trailing-edge noise will be continuously important in terms of EPNL metrics or noise regulations. The effect of flight conditions during forward flight at different advance ratios on the generation and propagation of trailing-edge noise should be studied. As more drones and VTOL air taxi vehicles will be expected to fly near the community areas, trailing-edge broadband noise would be a great concern to people during hover, take-off, or landing of these vehicles near the ground as well as forward flight at low altitudes. Unless this noise is not significantly reduced, it would be challenging for UAM vehicles to take-off, land, or fly in the neighborhood. This indicates the noise improvement needs and requirements for UAM operations. Passive and active noise reduction techniques need to continue to be developed and applied to these vehicles. These broadband noise reduction techniques have not been studied much in rotorcraft community. It is expected that more research will be conducted in rotor trailing-edge noise reduction experimentally and computationally in the coming decades. Classical BPM models may not be applicable for non-straight trailing edge shapes. First principles trailing-edge noise theories, such as variants of Amiet’s models, are more suitable to study rotor trailing-edge noise reduction with serrated edges as mentioned in Section 2. Airfoil design and optimization for low trailing-edge noise is also an important research topic. Fast predictions that can be embedded in an optimization loop will rely on analytical and semi-empirical models along with steady or unsteady RANS simulations. Therefore, the predictive accuracy of rotor trailing-edge noise will depend on the accuracy of the analytical and semi-empirical models in conjunction with RANS solutions. For high local blade angles of attack, or blade stall, the current prediction methods may not be accurate in terms of both RANS solutions and semi-empirical acoustic models. In addition, most prediction methods were developed on the strip theory so that these methods are not applicable for radially varying flows or crosswind conditions. Traditional wall-resolved LES might be challenging for full rotor simulations due to the excessive computational cost. The wall-model LES or efficient hybrid LBM/VLES simulations in conjunction with acoustic analogy equations may open new avenues for rotor/propeller broadband noise predictions, but the accuracy of these simulations for the boundary layer turbulence near the trailing edge should be further validated.

6. Conclusions

This paper presented a comprehensive review of turbulent boundary layer trailing-edge noise over several decades in theoretical, computational, and experimental aspects. All three methods have significantly advanced our knowledge and understanding in fluid mechanics and acoustics and enabled us to make devices to reduce trailing-edge noise. Applications of trailing-edge noise have been discussed for wind turbine noise, fan noise, and rotorcraft/propeller noise.

Aeroacoustic theory in trailing-edge noise has been well developed over several decades. Amiet’s model and Howe’s model are widely used for trailing-edge noise predictions, and several variants of Amiet’s model have been produced to deal with arbitrarily shaped trailing edges. The Wiener–Hopf technique has been advanced to solve the acoustic scattering in a finite chord length. There was a significant progress in theoretical approaches for trailing-edge noise reductions in recent years. These recent achievements include the development of analytical models for poroelasticity and serratton. These advanced models enable a quick assessment of design parameters. The theoretical models require turbulent surface pressure spectra as an input to the noise prediction. Therefore, the accuracy of the trailing-edge noise prediction depends on an accurate modeling of the surface pressure spectra.

In terms of computational methods, low- and high-fidelity models serve very well for each purpose. The low-fidelity models, such as BPM model, TNO model, or empirical wall pressure spectrum model, have been developed during the last decades and will be continually used for quick calculations and in industrial design cycle. Several RANS-based medium-fidelity statistical models were also developed. Parameter tuning for these low- and medium-fidelity models is essential to achieve accurate predictions. Hence, the validity of their prediction is typically limited within the calibrated range of parameters, although this range could be wide enough to cover most of operating conditions of interest. The usage of high-fidelity models, such as LES or DNS, is slowly growing to provide a better understanding of flow physics and complement experimental research. High-resolution data in spatial and temporal domains, which may not be available in experimental research, provide the unique power of these high-fidelity models. It is expected that LES/DNS will be more used in various noise control concepts to unravel the detailed flow physics and to provide proper guidance on RANS-based semi-empirical models.

Experimental research has played a key role in generating new ideas for noise reduction and evaluating the effectiveness of various noise reduction devices including serrations, slits, porous materials, finlets, and active control. With these devices, 5–10 dB noise reduction was achieved in laboratory environment and 2–5 dB noise reduction was achieved in real products. However, this noise reduction is typically apparent only in certain frequency regions, and no benefits or noise increase were often found in other frequency ranges. In order to achieve further noise reduction or achieve noise reduction in a whole frequency region, a combination of different noise reduction ideas/devices could be pursued. Passive noise control using geometrical modifications was preferred over active noise control due to high cost and maintenance issues associated with the latter. However, the clear advantages in active control over passive control in terms of aerodynamic performance and the range of the operating regime will pave the way for more research and development into active noise control.

The future research recommendations and development needs of each technical discipline and application area were also presented at the end of each section in the paper. Ultimately, the advanced knowledge in aeroacoustics and innovative noise reduction devices will find their home in the final products and help us live in a quiet environment. The research in trailing-edge noise will be continuously important and central part in aeroacoustic community. We hope that this review paper will be useful for readers, especially young engineers or novices who enter this area for the first time.
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