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Generalized quantum measurements identifying nonorthogonal states without ambiguity often play an indispensable role in various quantum applications. For such an unambiguous state-discrimination scenario, we have a finite probability of obtaining inconclusive results and minimizing the probability of inconclusive results is of particular importance. In this paper, we experimentally demonstrate an adaptive generalized measurement that can unambiguously discriminate the quaternary phase-shift-keying coherent states with a near-optimal performance. Our scheme is composed of displacement operations, single-photon detections and adaptive control of the displacements dependent on a history of photon-detection outcomes. Our experimental results show a clear improvement of both a probability of conclusive results and a ratio of erroneous decision caused by unavoidable experimental imperfections over conventional static generalized measurements.
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I. INTRODUCTION

Quantum measurements are ubiquitous in quantum-information science. Designing measurements to appropriately discriminate quantum states and efficiently read out the information encoded in them is of general importance for quantum computation [1,2], sensing [3,4], and communication [5–7]. Quantum measurements in the framework of state discrimination can be classified into two major scenarios: minimum error discrimination (MED) and unambiguous state discrimination (USD). For MED, a measurement is designed to minimize the average error in discriminating quantum states [8,9], whereas in USD, the aim is to discriminate quantum states with error-free conclusive decisions but with a finite probability of having inconclusive results [10–12]. Measurements capable of unambiguously identifying nonorthogonal quantum states are desirable for applications where exact identification of the quantum states without ambiguity is required. Particular examples are quantum key distribution (QKD) [13–16] and quantum digital signatures [17–19].

The discrimination of coherent states is the principal example where nontrivial and carefully designed quantum measurements can enhance the performance over classical ones [8]. The MED of multiple coherent states has been well investigated, particularly for the binary phase-shift-keying (BPSK) [20–26] and the quaternary phase-shift-keying (QPSK) coherent state alphabets [27–33]. It is widely acknowledged that displacement operations combined with photon detection provides a discrimination error that beats the shot-noise limit achievable with conventional quadrature detection [24–26]. Furthermore, by including feedback control of the displacement operation, adapted by the detection events, it is possible to reach optimal MED performance for BPSK [21] and near-optimal performance for QPSK signals [27–29] assuming that the feedback control is infinitely fast. Although such an adaptive measurement scheme is technically challenging, its clear advantage has been experimentally observed in several experiments [30–35]. As for the USD strategy, generalized measurements enabling USD for $M$-ary PSK coherent states are realizable with $M$ displacement operations and photon detectors [16]. This simple strategy without the complicated adaptive displacements is known to accomplish the optimal USD performance for BPSK coherent states: It maximizes the probability of identifying the states; in other words, minimizes the probability of inconclusive results [36,37]. On the other hand, in the more general case with multiple coherent states, $M > 2$, there is a substantial gap between the optimal USD performance and the simple strategy [16,38,39].

In this paper, we propose, theoretically investigate, and experimentally demonstrate a generalized measurement scheme that unambiguously discriminates QPSK coherent
states with a near-optimal success probability based on photon counting and real-time adaptive control of a displacement operation. We show that, compared to conventional static protocols without adaptive control, our strategy is significantly enhancing the probability of successfully obtaining conclusive results while suppressing the ratio of erroneous decisions induced by unavoidable experimental imperfections.

We first introduce our proposed generalized measurement with adaptive displacement operations in Sec. II. In Sec. III, we present the results of our experimental demonstration and compare them with the conventional static schemes without adaptive control. We conclude the paper in Sec. IV.

II. ADAPTIVE GENERALIZED MEASUREMENT FOR QPSK SIGNALS

We consider the unambiguous discrimination of four coherent states defined as $|\alpha_m\rangle = |\alpha| e^{i(2m+1)\pi/4}$ where $m = 0, \ldots, 3$ and $|\alpha|$ represents the magnitude of the signal state. This set of coherent states is illustrated in phase space in Fig. 1(a).

A generalized measurement that allows unambiguous discrimination of the QPSK states can be represented by a positive operator-valued measure (POVM) consisting of the elements $\{\hat{\Pi}_k^{\text{USD}}, k = 0, \ldots, 3\}$ for concluding $|\alpha_k\rangle$ and $\hat{\Pi}_?^{\text{USD}}$ for inconclusive results. These POVM elements satisfy the conditions $\sum_{k=0}^{3} \hat{\Pi}_k^{\text{USD}} + \hat{\Pi}_?^{\text{USD}} = \hat{I}$ and $\hat{\Pi}_k^{\text{USD}}, \hat{\Pi}_?^{\text{USD}} \geq 0$. A figure of merit of the USD is the total probability of obtaining conclusive results,

$$P_C^{\text{USD}} = 1 - \sum_{m=0}^{3} p_m p_{|\alpha_m\rangle |m},$$

where $p_m$ is the $a$ priori probability for $|\alpha_m\rangle$, which throughout this paper is assumed to be identical for the four states, $p_m = 1/4$, and $p_{|\alpha_m\rangle |m} = \langle |\alpha_m\rangle |\Pi_k^{\text{USD}} |\alpha_m\rangle$ is the probability of obtaining the (potentially inconclusive) result $a$ given an incoming state $|\alpha_m\rangle$. In Fig. 1(b), we show a transition diagram for $|\alpha_0\rangle$. The state is successfully identified without ambiguity if measurement results corresponding to the POVM element $\Pi_0^{\text{USD}}$ are obtained (the red arrow). Some measurement results will be inconclusive. These are represented by the solid black arrow. In an ideal USD measurement, the decisions $k = 1, 2, 3$ represented by the dashed arrows will never occur, that is, $p_{k|m} = 0$ for $k \neq m$. In practice, however, experimental imperfections will inevitably induce a certain amount of ambiguity in the measurement, resulting in nonzero $p_{k|m}$. The error probability will be our other figure of merit and is defined as the ratio of these erroneous conclusions to the total conclusive result probability:

$$P_k^{\text{USD}} = \frac{\sum_{m=0}^{\infty} p_m p_{k|m}}{P_C^{\text{USD}}}. \quad (2)$$

Our strategy for unambiguous discrimination of the nonorthogonal QPSK signals consists of beam splitters, displacement operations, and single-photon detectors (SPDs). A schematic of this protocol is depicted in Fig. 1(c). An input coherent state $|\alpha_m\rangle$ is equally split by the beam splitters into $M$ states $|\gamma_m\rangle$ with $\gamma_m = \alpha_m / \sqrt{M}$. Each of the states are then displaced and detected by a SPD. The displacement operations, $\hat{D}(-\gamma_i) = \exp(\gamma_i \hat{a}^\dagger + \gamma_i^* \hat{a})$, are implemented such that one of the QPSK states is displaced to the vacuum state. The SPD is capable of discriminating whether there exists at least one photon (“on”) or not (“off”). These two outcomes are described by the POVM $\{\hat{\Pi}_{\text{off}} = e^{-\nu(\sum_{n=0}^{\infty}(1 - \eta^n)^n |\gamma_m\rangle \langle \gamma_m|), \hat{\Pi}_{\text{on}} = \hat{I} - \hat{\Pi}_{\text{off}}\}$, where $\nu$ is the dark count rate and $\eta$ is the detection efficiency, assumed to be the same for all SPDs. Therefore, the probability of having an “off” outcome when the displacement $\hat{D}(-\gamma_i)$ is performed on a state $|\gamma_m\rangle$ is

$$P(\text{off}|m; i) = \langle \gamma_m | \hat{D}(-\gamma_i) \hat{\Pi}_{\text{off}} \hat{D}(-\gamma_i) | \gamma_m \rangle = \exp(-\nu - \eta \bar{n}_{m,i}), \quad (3)$$

where $\bar{n}_{m,i}$ is the mean photon number of the signal state after displacement. For “on” it is $P(\text{on}|m; i) = 1 - P(\text{off}|m; i)$. Dark counts lead to false conclusive results since we may obtain an “on” event even when the incoming state is displaced to the vacuum state, i.e., $i = m$. The
same may happen if the displacement operation on the beam splitter has nonunity visibility. For a given visibility $\xi$, the mean photon number after displacement is

$$\bar{n}_{m,j} = (1 - \xi)(|\gamma_m|^2 + |\gamma_0|^2) + \xi(|\gamma_m - \gamma_0|^2)$$

$$= \frac{2|\alpha|^2}{M}\left\{1 - \xi \cos[(m - i)/2]\right\}, \quad (4)$$

where the first and second terms in the first line represent the noninterfered and interfered components, respectively.

A simple static USD strategy for the QPSK states can be performed with four stages ($M = 4$), where the displacement operations are performed with four different phases. This strategy corresponds to the shaded area in Fig. 1(c). Conclusive results are obtainable if any three of the SPDs give the outcome “on”; otherwise the result is inconclusive. The probability of having conclusive results for the USD measurement with $M = 4$ can be analytically obtained from Eq. (3) and the decision scheme can be

$$P_{C}^{M=4} = \frac{1}{4} \sum_{m,k=0}^{3} P_{k|m},$$

$$= P_{0}(1 - P_{2})(1 - P_{1})^2 + P_{2}(1 - P_{0})(1 - P_{1})^2 + 2P_{1}(1 - P_{1})(1 - P_{0})(1 - P_{2}), \quad (5)$$

where $P_{s} = P(0|\alpha; i)$ when $i = m \pm s \bmod 4$, that is $P_{s} = e^{-v[1 - (1 - s)\xi]|\alpha|^2/2}$. While this simple strategy enables us to unambiguously discriminate the QPSK coherent states (assuming no dark counts $\nu = 0$ and perfect visibility $\xi = 100\%$), even for an ideal detection efficiency ($\eta = 100\%$), the probability of having such conclusive results is significantly lower than what is achievable by the theoretically optimal USD measurement [see Fig. 2(a) for $M = 4$]. This optimal performance can be derived by optimizing the POVM such that the conclusive result probability is maximized under the no error condition [16,38]. In Appendix A, we outline this derivation for the QPSK signals.

We now turn to our proposed scheme for improving the probability of conclusive results. Here, we increase the number of splittings to some $M > 4$ and maintain the static structure outlined above for the first four modes. For the remaining modes, though, the choice of displacement phase should now be dynamically adapted to the outcomes of all the previous SPD measurements. This introduces a temporal ordering of the modes, which we can therefore consider as different stages of the receiver. See Fig. 1(c). The displacement operation is set to displace the hypothetical state $|\gamma_m\rangle$ to the vacuum state in cyclic order of $m = 0 \rightarrow 2 \rightarrow 1 \rightarrow 3 \rightarrow 0 \rightarrow \cdots$. Detecting a photon eliminates the possibility of receiving the hypothetical state and the displacement is subsequently set to test for other hypothetical states in the following stages. Hence, the displacement condition at the $j$’th stage is determined according to the counting history up to the $j - 1$’th stage. For example, the hypothetical state to be tested at the fifth stage, $m_{5}$, is set to be the first of the states in the cycle that has not yet been ruled out. Finally, results are conclusive if and only if any three out of the $M$ SPDs detect photons. Our adaptive strategy continues the displacement with a fixed hypothetical condition even after three “on” events are obtained and the results are regarded as inconclusive.

![FIG. 2. (a) Probabilities of conclusive results with unambiguous discrimination for QPSK signals with photon detection. Black solid and dashed curves represent the fundamental bound of the probability of obtaining conclusive results for QPSK and the adaptive strategy with $M = 100$ under ideal conditions with perfect visibility and no dark count, respectively. Red curves are for $M = 10$ and green curves for $M = 4$. The solid curves are for ideal conditions with perfect visibility and no dark count. For more realistic conditions with experimental imperfections, the densely dashed, dashed, and dotted curves are calculated for visibility conditions $\xi = 99.8, 99.6$, and $99.4\%$, and fixed dark counts $\nu = 1.0 \times 10^{-3}$. (b) Probabilities of getting false conclusive results. Solid, densely dashed, dashed, and dotted lines indicate conclusive error probabilities with visibility condition $\xi = 100, 99.8, 99.6$, and $99.4\%$, and fixed dark counts $\nu = 1.0 \times 10^{-7}$. Again, green is for $M = 4$, red for $M = 10$.](#)
if a fourth “on” event occurs due to the visibility imperfection or the dark count. It is worth noting that we may be able to improve the probability of conclusive results by making the final conclusion based on Bayesian inference of the received state instead of regarding some cases, for example, as inconclusive results when having only four “on” events after obtaining a large number of “off” events with a fixed displacement condition. However, this would also increase the error probability since we conclude results with ambiguity. Furthermore, instead of changing the displacement in a cyclic manner, designing a more advanced adaptive strategy might lead to slightly improved performance.

We compare achievable probabilities of conclusive results in Fig. 2(a). Green and black solid curves represent the conclusive probabilities for the simple four-stage strategy, with perfect visibility and no dark count, and the optimal ideal USD measurement \[38\], respectively. Our strategy offers a major improvement to the static scheme, potentially closing most of the gap towards the optimal USD as evidenced by the red solid curve for \(M = 10\) and the black dashed curve for \(M = 100\) in a perfect visibility and no dark-count condition. These probabilities are evaluated by Monte Carlo simulations. Although the analysis of the performance in the asymptotic limit is not straightforward, our numerical analysis indicates that the probability of conclusive results is saturated around 100 stages. We further evaluate the probabilities of conclusive results for various visibility conditions, \(\xi = 99.8\) (short dashed), 99.6 (long dashed), and 99.4\% (dotted) with the finite dark count \(\nu = 1.0 \times 10^{-3}\). In the large mean photon regime, the performance of the adaptive strategy with \(M = 10\) is degraded because of the visibility imperfection while it is not critical for \(M = 4\). Since we continue the measurement after having three “on” events and conclude the result as inconclusive if a fourth “on” event is obtained, the probability of having more than three “on” events increases, which reduces the probability of conclusive results. A similar USD strategy relying on the adaptive displacement was discussed in Ref. \[16\], where an analytical expression of the USD as evidenced by the red solid curve for \(M = 10\) and the black dashed curve for \(M = 100\) in a perfect visibility and no dark-count condition is derived and the conclusive probability was derived and the conclusive probability of its asymptotic limit \(M \rightarrow \infty\) shows a similar performance with our scheme with \(M = 100\).

In Fig. 2(b), we show the error probabilities evaluated for the same values of \(M\), \(\xi\), and \(\nu\) as in Fig. 2(a). Evidently, the visibility imperfection is quite detrimental in terms of the error probability. However, the adaptive strategy, while not only improving the conclusive result probability, can also significantly reduce the error, as shown here for \(M = 10\). This reduction can be explained with similar reasoning as above: Instead of deciding on conclusive results after three “on” events, we continue to perform the displacement operation with a fixed hypothetical condition for the rest of the stages for confirmation. This reduces the probability of erroneously having conclusive results. For very low mean photon numbers, the achievable error probability is mostly determined by the dark-count rate.

Finally, we note that unambiguous discrimination can be emulated by heterodyne measurement if one is willing to accept the finite error of having conclusive results. We discuss the performance of the heterodyne measurement strategy and compare it with the performance of the photon detection protocol including experimental imperfections later in this paper. The source code for the theoretical simulation of the strategies discussed in this paper is available in Ref. \[40\].

### III. Experiment

In the previous section, we suggest to realize the adaptive measurement strategy by splitting the input state into multiple spatial modes. However, the measurement strategy can also be carried out in a temporal mode version where the state with the duration \(T\) is virtually split into \(M\) time bins and the displacement is successively updated in time through real-time feedback \[22\]. For the experimental realization, we choose the temporal mode version as it requires only a single spatial mode, a single displacement operation, and a single photon counter. A schematic of this version of the adaptive strategy is shown in Fig. 3(a).

Our experimental setup is shown in Fig. 3(b) and we illustrate the sequencing of our experiment in Fig. 4. A continuous-wave laser at 1550 nm (Koheras BASIK...
The signal state interferes with 1% of the reference field in a circular mount with an optical fiber looped around. The intensity and the phase of the QPSK signal state are controlled with a variable attenuator and a phase shifter consisting of a piezo transducer embedded within. (c) Signal state having a time width \( T = 60 \mu s \). Signals applied to the phase modulator (green) and signals from the SSPD (blue) for (d) \( M = 4 \) and (e) \( M = 10 \).

Examples of voltages applied to the phase modulator are shown in Figs. 4(d) and 4(e), respectively, for \( M = 4 \) and \( M = 10 \). The duration \( T \) corresponding to the single signal state is divided into four time bins in (d) and the voltage to the phase modulator shown by green is set to four different values to displace a signal state \( |\beta'\rangle \) at a 99:1 fiber coupler, which enables us to implement the displacement operation. By using an optical switch, the laser intensity is switched between high [Fig. 4(a)] and low [Fig. 4(b)] for the phase stabilization and the data acquisition, respectively. The laser intensities for the strong and weak beams are individually stabilized by monitoring with a conventional photo detector and a superconducting nanowire single-photon detector (SSPD) [41,42]. The relative phase between the signal and the reference is set to one of the four phase conditions \( (2m + 1)\pi/4 \ (m = 0, \ldots, 3) \) by monitoring an output of the 99:1 fiber coupler using a photo detector and directly locking to the correct points on the interference curve. Because of this locking method, the laser-power stabilization is critical in order to avoid phase offsets in the displacement operations. During the data-acquisition period, the output of the 99:1 fiber coupler is guided to a SSPD and, instead of randomly preparing the QPSK coherent states, 300 identical signal states are measured after releasing the phase-stabilization loop [Fig. 4(c)]. This phase locking and data-acquisition procedure is repeated 20 times for each of the QPSK states. The voltage applied to the phase modulator, corresponding to the phase condition of the reference field, is controlled by a field-programmable gate array (FPGA) dependent on the counting history of the SSPD. The FPGA implements the adaptive strategy using a hard-coded lookup table. Due to the finite response time (50 ns) of the digital-to-analog converter that generates the signal to control the phase modulator, digital signal-processing time in the FPGA to determine the output voltage (25 ns) and electrical signal reflections, we discard a time interval of 0.3 \( \mu s \) between each time bin [32]. This corresponds to a 4.5(1.5)% discarding loss for \( M = 10(4) \) since the temporal width of the signal state is defined to be \( T = 60 \mu s \) in our experiment.

We achieve a total transmittance of 91% from the 99:1 fiber coupler to the fiber right before the SSPD by splicing all optical fibers. The SSPD provides a detection efficiency around 73% and a dark count of about 27 Hz. Therefore, our system is able to accomplish a total system efficiency of about 66%. For calibration of the system detection efficiency \( \eta_{SE} \), a laser beam, propagating along the signal path, is divided into two paths, where one is used to monitor the laser power to estimate the power propagating along the other path. The laser power is attenuated to the photon level by inserting a cascade of well-calibrated optical fiber filters such that the SSPD can detect photons without being saturated. The total system efficiency is evaluated by comparing the observed count rate \( \eta_{SE} |\alpha|^2 \) with the expected photon count rate \( |\alpha|^2 \), where the latter is estimated from the laser power and the filter attenuation. The total system detection efficiency can be estimated with around 1.5% uncertainty including the finite precision of calibrating the filters, the uncertainty in the splitting ratio of the 50:50 fiber coupler and other systematic errors.

Examples of voltages applied to the phase modulator are shown in Figs. 4(d) and 4(e), respectively, for \( M = 4 \) and \( M = 10 \). The duration \( T \) corresponding to the single signal state is divided into four time bins in (d) and the voltage to the phase modulator shown by green is set to four different values to displace a signal state \( \alpha_k \) to the vacuum in the order of \( k = 0 \rightarrow 2 \rightarrow 1 \rightarrow 3 \). Outputs from the SSPD are represented by blue. Since no photon is detected in (d), the final decision for this case is “inconclusive.” On the other hand, in Fig. 4(e), the voltage to the phase modulator is set to perform the displacement in the order of...
evaluate the mean values and the error bars of the experimental results from five independent measurement runs. The error bars are negligibly small in most cases and estimated to be, at most, 8%. Since the conclusive result probability varies depending on the signal mean photon number, the power drift of our laser causes some errors on our experimental results as indicated by the error bars. In some cases, relatively large noise from the environment affects our system, which explains the inconsistency of the size of the error bars. Green and red represent measurements for the static case of \( M = 4 \) and the adaptive case for \( M = 10 \), respectively. The signal mean photon number \( |\alpha|^2 \) is estimated by measuring the attenuated mean photon number, \( \eta_{SE} |\alpha|^2 \), directly by the SSPD, and then compensating for the losses. We measure the attenuated mean photon number and the total detection efficiency multiple times before and after the data acquisition to evaluate the error bars on the mean photon number. The theoretically attained maximum probability of conclusive results using the optimal USD strategy is shown by the black dashed line and the optimal USD with a 66% loss is given by the black solid line. The green and red lines represent the theoretical predictions for our measurement strategy assuming \( \eta_{SE} = 66\% \), \( \xi = 99.4\% \), \( \nu = 1.5 \times 10^{-3} \) and the discarding loss because of the finite bandwidth of the digital-to-analog converter. The experimental results show that our adaptive strategy is able to significantly enhance the probability of conclusive results. Moreover, the good agreement between the experimental results and the theory indicate that our system is well controlled.

Furthermore, we evaluate error probabilities in Figs. 6(a) and 6(b). Experimental results and theoretical predictions under the experimental condition are shown by circles and dashed lines. A few discrepancies are observed between the theory and the experimental results. These discrepancies, as well as the large error bars, are likely due to instability of the interference at the displacement operation. As can be seen from Fig. 2, even small changes in this parameter can have a big effect on the error probability. Our setup has, without recalibration of the visibility, a variation of the visibility within 0.2% due to polarization drift and unpredictable environmental noises. The red and green lines in Fig. 6 correspond to the predicted error probabilities when using a heterodyne measurement that is set to attain probabilities of conclusive results equal to those attained by the photon detection scheme with \( M = 10 \) and \( M = 4 \) corresponding to the solid lines in Fig. 5. Throughout the paper, we calculate the performance of the ideal (100% efficient) heterodyne measurement for the comparison to our experimental results. For the heterodyne measurement, the USD is emulated by applying thresholding in phase space and subsequently postprocessing the obtained outcomes. The POVM for inconclusive results can be represented as \( \Pi = \int_{S \times \mathbb{R}} |x\rangle \langle x| \otimes |p\rangle \langle p| \, dxdp \) for some region \( S \) of phase space. There exists a trade-off between...
FIG. 6. (a) Probabilities of erroneously obtaining conclusive results. Green and red circles are experimental results for $M = 4$ and $M = 10$, respectively. Dashed lines are theoretical predictions in the experimental condition. (b) Probabilities of erroneously obtaining conclusive results in the small mean-photon-number regime. Green and red solid lines represent the error probability given by heterodyne measurement when the heterodyne is designed to achieve the conclusive probabilities compatible with $M = 4$ and $M = 10$ shown by the solid lines in Fig. 5.

the probabilities associated with errors and conclusive results and therefore the postprocessing is optimized such that the error probability is minimized while achieving a certain probability for a conclusive result. We adapt a linear thresholding approach for simplicity, where the region is chosen to be $\mathcal{S} = \{(x,p)\mid |x| < x_{th} \lor |p| < p_{th}\}$ and $x_{th} = p_{th}$. More advanced postprocessing can be performed by numerically optimizing the region $\mathcal{S}$, but the improvement over the linear thresholding strategy is very small [39,43]. Further mathematical description regarding the implementation of the USD with the heterodyne measurement is given in Appendix B. Our adaptive measurement strategy shows a clear improvement of the error probability over the conventional simple protocol with $M = 4$ for all $|\alpha|^2$, and moreover, it beats the heterodyne strategy in the low photon-number regime up to approximately $|\alpha|^2 = 2.5$. Beating the heterodyne strategy in the higher photon-number regime is also possible by installing state-of-the-art photon detectors with a high detection efficiency [44]. A further discussion for the performance in various detector efficiency conditions is provided in Appendix C.

To demonstrate the improvement in performance when increasing the number of detection stages, we show in Fig. 7 the results of the conclusive (a) and the error (b) probabilities for detectors with varying number of stages. We perform the measurements for two different fixed mean photon numbers, $|\alpha|^2 = 1.5$ (red) and $|\alpha|^2 = 3.0$ (green). Theoretical predictions under the given experimental condition with $\eta = 66\%$, $\xi = 99.55\%$, $\nu = 1.5 \times 10^{-3}$ as well as the discarding loss for delay compensation, are represented by crosses. Triangles correspond to the error probabilities for the heterodyne measurement.

FIG. 7. (a) Probabilities of conclusive results for unambiguous discrimination of QPSK states as a function of the number of stages. Circles and crosses represent experimental results and theoretical predictions, respectively. Red and green circles are the experimental results for $|\alpha|^2 = 1.5$ and $|\alpha|^2 = 3.0$. (b) Error probabilities of having conclusive results. Circles and crosses are experimental results and theoretical prediction, and triangles are error probabilities for heterodyne measurement that is designed such that it achieves a conclusive probability corresponding to the performance of the photon-detection scheme shown in (a). Red and green are, respectively, for $|\alpha|^2 = 1.5$ and $|\alpha|^2 = 3.0$. 
under the condition that the probabilities of conclusive results achieve the experimentally obtained probabilities shown by the circles in Fig. 7(a). Red and green colors are associated with the mean photon number $|\alpha|^2 = 1.5$ and $|\alpha|^2 = 3.0$, respectively. Both the probabilities of conclusive results and of errors can be improved by increasing the number of stages but the improvement saturates (or even slightly degrades) for a large number of stages since the discarding loss becomes dominant as the number of stages increases. Finally, we expect that our adaptive strategy is not an unbiased measurement, i.e., the conclusive probabilities and the error probabilities for each signal condition are not uniform while the static scheme with $M = 4$ is, in the ideal case, unbiased. We provide a further analysis of the bias induced in our experiment due to its design and experimental imperfections in Appendix D.

IV. CONCLUSIONS

We propose and experimentally realize an adaptive generalized quantum measurement that unambiguously discriminates quaternary phase-shift-keying coherent states with a near-optimal performance. Our strategy consists of a displacement operation, a single-photon detector and real-time adaptive control of the phase-space displacements that depend on the history of single-photon-detection outcomes. We demonstrate the adaptive generalized measurement and, while the performance is degraded due to the finite efficiency of our system, we observe a clear improvement of the probability of having conclusive results in comparison with a simple scheme using a nonadaptive approach. Furthermore, we evaluate the probability of erroneously obtaining conclusive results, which is caused by the perfect interference contrast of the displacement operation as well as the dark counts. By increasing the number of detection stages, the error probability can be suppressed, yielding better performance than a heterodyne measurement designed to reach a comparable probability of having conclusive results for a wide range of signal mean photon numbers.

Since adaptive phase-space displacements based on photon detections provide near-optimal performance for the minimum error discrimination of multiple coherent states in addition to the unambiguous state discrimination, it is expected to serve as a novel receiver technique in applications associated with classical coherent communication [45] as well as quantum communication, in particular quantum key distribution [46]. To install such a receiver in a real communication scenario, the preparation of a stable reference field at the receiver side for displacements would be required. This can be done by transmitting along with the signal a coherent field extracted from the same laser, either in a separate fiber or multiplexed with the signal. At the receiver side, this reference field can either be used directly for the displacement (similar to what we did here) or for synchronizing the phase and frequency of a locally generated displacement field [46]. By establishing these techniques, we believe that the adaptive phase-space displacements based on photon detections will be a beneficial tool for real applications beyond our proof-of-concept experiment.
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APPENDIX A: OPTIMAL USD PERFORMANCE

For a set of $M$ signals ($|\psi_m\rangle$) satisfying a specific symmetric condition (such as the even distribution in phase space of $M$-PSK coherent states), the maximum achievable conclusive probability for the USD was found by Chefles and Barnett [38]:

$$P_{USD} = M \min_k |c_k|^2.$$ (A1)

Here, $|c_k|$ are the coefficients that appear when introducing an appropriate set of orthogonal vectors ($|\omega_k\rangle$) whose linear combination constitutes the original symmetric signal states in the specific form

$$|\psi_m\rangle = \sum_{k=0}^{M-1} c_k u^{mk} |\omega_k\rangle,$$ (A2)

where $u = e^{2\pi i/M}$. For $M$-PSK coherent signals, the general expression for $|c_k|^2$ is found to be [16,38]

$$|c_k|^2 = \frac{1}{M} \sum_{j=0}^{M-1} e^{-2\pi i j/M} e^{\alpha|\alpha|^2 (e^{2\pi i /M} - 1)},$$ (A3)
which for QPSK signals become

\[
\begin{align*}
|c_0|^2 &= \frac{e^{-|\alpha|^2}}{2} (\cosh |\alpha|^2 + \cos |\alpha|^2), \\
|c_1|^2 &= \frac{e^{-|\alpha|^2}}{2} (\sinh |\alpha|^2 + \sin |\alpha|^2), \\
|c_2|^2 &= \frac{e^{-|\alpha|^2}}{2} (\cosh |\alpha|^2 - \cos |\alpha|^2), \\
|c_3|^2 &= \frac{e^{-|\alpha|^2}}{2} (\sinh |\alpha|^2 - \sin |\alpha|^2).
\end{align*}
\]

While each \( |c_k| \) is continuous and smooth as a function of the signal mean photon number \(|\alpha|^2\), the minimum value varies depending on \(|\alpha|^2\). This results in the steplike behavior of the performance as one can see from Fig. 2.

**APPENDIX B: PERFORMANCE ANALYSIS OF HETERODYNE MEASUREMENT**

To perform the USD with the heterodyne measurement, the POVM of the heterodyne measurement for conclusive results can be represented by

\[
\hat{\Pi}_m = \int_{x, p \in S_m} |x\rangle \langle x| \otimes |p\rangle \langle p| \, dx dp,
\]

where \( S_m \) \((m = 0, 1, 2, 3)\) is a region of phase space for which the outcome is concluded as state \(m\). The POVM for inconclusive results is

\[
\hat{\Pi}_I = \mathbb{I} - \sum_{m=0}^{3} \hat{\Pi}_m = \int_{x, p \in S_I} |x\rangle \langle x| \otimes |p\rangle \langle p| \, dx dp,
\]

where the results are inconclusive if the outcomes from the heterodyne measurement belong to a region \( S_I \) of phase space. In contrast to a measurement strategy based on displacements and single-photon detectors, the USD with heterodyning cannot perform the ideal USD, i.e., zero error probability is not achievable. While the inconclusive probability can be decreased if one sets the region \( S_I \) small, the error probability, \(|\alpha_k| \hat{\Pi}_m |\alpha_k| \neq 0 \) for \(m \neq k\), becomes large. Therefore, there is a trade-off relation for heterodyning between the conclusive result probability and the error probability. To analyze the performance of the heterodyne measurement and compare it with our strategy, we first set the desired conclusive result probability and determine the regions \( S_m \) and \( S_I \). Then the error probability for the heterodyne that is designed to achieve the desired conclusive result probability can be evaluated from these regions. The conclusive result probability and the error probability for the heterodyne can be represented as

\[
\begin{align*}
P^H_c &= 1 - \frac{1}{4} \sum_{m=0}^{3} \langle \alpha_m | \hat{\Pi}_I |\alpha_m\rangle, \\
P^H_e &= \frac{1}{4} \sum_{m=0}^{3} \sum_{k \neq m} \langle \alpha_m | \hat{\Pi}_k |\alpha_m\rangle, \\
\end{align*}
\]

where \(1/4\) originates from the equal \textit{a priori} probabilities. To evaluate the best performance accomplished by the heterodyne, the regions need to be optimized \([39,43]\). In our analysis, instead of optimizing the regions, we design the POVMs of the heterodyne detection as

\[
\hat{\Pi}_0 = \int_{x_{th}}^{\infty} \int_{p_{th}}^{\infty} |x\rangle \langle x| \otimes |p\rangle \langle p| \, dx dp, \\
\hat{\Pi}_1 = \int_{-\infty}^{x_{th}} \int_{p_{th}}^{\infty} |x\rangle \langle x| \otimes |p\rangle \langle p| \, dx dp, \\
\hat{\Pi}_2 = \int_{-\infty}^{x_{th}} \int_{-\infty}^{-p_{th}} |x\rangle \langle x| \otimes |p\rangle \langle p| \, dx dp, \\
\hat{\Pi}_3 = \int_{x_{th}}^{\infty} \int_{-\infty}^{-p_{th}} |x\rangle \langle x| \otimes |p\rangle \langle p| \, dx dp,
\]

and choose the thresholds \(x_{th} = x_{th} = p_{th}\). For this strategy, the conclusive result probability and the error probability of the heterodyne measurement can be expressed in the analytical form,

\[
P^H_c = \frac{1}{4} \left[ \text{erfc}(z_{th} - \sqrt{|\alpha|^2/2}) + \text{erfc}(z_{th} + \sqrt{|\alpha|^2/2}) \right]^2, \\
P^H_e = \frac{1}{4} \left[ \text{erfc}(z_{th} + \sqrt{|\alpha|^2/2}) + 2\text{erfc}(z_{th} - \sqrt{|\alpha|^2/2}) \right],
\]

where \(\text{erfc}(x)\) is the complementary error function defined as \(\text{erfc}(x) = (2/\sqrt{\pi}) \int_{x}^{\infty} e^{-t^2} dt\) and \(|\alpha|^2\) is the signal mean photon number.
APPENDIX C: ERROR ANALYSIS IN VARIOUS DETECTOR EFFICIENCY CONDITIONS

By performing the adaptive strategy, we observe the improvement of the probability of conclusive results while suppressing the error probability due to the dark count and visibility imperfection. However, a heterodyne measurement designed to approach the comparable conclusive results probability yields a better error probability in the large mean-photon-number regime. Here, we analyze the error probability achievable by our strategy with a SPD under various detection efficiency conditions and compare them with the ideal heterodyne detection strategy with a 100% system efficiency. Since our system has a finite transmittance of 91% from the signal preparation point to the SSPD, the maximum achievable total system efficiency is limited to 91%. In Fig. 8(a), we plot the ratio of the error probabilities of our strategy and the heterodyne measurement as a function of the quantum efficiency of the SPD for the mean photon numbers $|\alpha|^2 = 1.5$ (filled circles) and $|\alpha|^2 = 3.0$ (open circles). Green and red colors indicate the results for $M = 4$ and $M = 10$, respectively. The actual experimental condition corresponds to the detector efficiency of 73%, which gives a total system efficiency of 66%. To obtain Fig. 8(a), we first normalize the experimentally measured mean photon number with the detector efficiency of our SSPD (73%) and multiply by the detector efficiency of the imaginary SPD, and then choose the mean photon number closest to the $|\alpha|^2 = 1.5$ and $|\alpha|^2 = 3.0$ from a list of rescaled mean photon numbers. Using the mean photon number and corresponding probability of conclusive results, we calculate the error probability for the heterodyne detection strategy in each detector efficiency condition. For $|\alpha|^2 = 1.5$, a detector efficiency of more than 70% is sufficient to beat the heterodyne limit by using the adaptive strategy with $M = 10$. On the other hand, for the simple static strategy with $M = 4$, a detection efficiency of more than 90% is required to surpass the heterodyne limit. For $|\alpha|^2 = 3.0$, the static protocol cannot beat the heterodyne limit even if we employ an ideal SPD with unit quantum efficiency. On the other hand, by using a state-of-the-art SPD with a detector efficiency of more than 80%, our adaptive detection strategy is able to outperform the ideal heterodyne detector.

Furthermore, we investigate the ratio of the error probabilities as a function of the mean photon number, both using the actual experimental condition with a detector efficiency of 73% (filled circles) and the ideal condition of a unit detector efficiency (open circles). These results are shown in Fig. 8(b). Our analysis indicates that our adaptive measurement strategy provides an error probability that is lower than the error probability of the heterodyne detector in a wide range of mean photon numbers if a SPD with high efficiency is available. On the other hand, it is clear that the simple static strategy is not able to beat the heterodyne measurement limit for large mean photon numbers.

APPENDIX D: BIAS ANALYSIS OF ADAPTIVE STRATEGY

The simple strategy consisting of four displacements without adaptive control ($M = 4$) is an unbiased measurement, i.e., the conclusive result probability as well as the error probability is the same for all signal conditions. On the other hand, since we perform the displacement operation such that a state $\alpha_m$ is displaced to the vacuum state in the order of $0 \rightarrow 2 \rightarrow 1 \rightarrow 3$, the adaptive strategy with $M > 4$ exhibits a finite bias dependent on the incoming signal state condition. In Fig. 9, we represent the conclusive result probabilities and the error probabilities for each signal condition individually as a function.
FIG. 9. (a) Probabilities of conclusive results for each signal state as a function of the number of stages. Open and filled circles represent experimental results for $|\alpha|^2 = 1.5$ and $|\alpha|^2 = 3.0$, respectively. Red, green, blue, and brown represent the experimental results for $m = 0, 1, 2, 3$. Error probabilities of having conclusive results for (b) $|\alpha|^2 = 1.5$ and (c) $|\alpha|^2 = 3.0$.

of the number of stages $M$. Red, green, blue, and brown represent the experimental results for $m = 0, 1, 2, 3$. We show the conclusive results probabilities for $|\alpha|^2 = 1.5$ and $|\alpha|^2 = 3.0$ with open and filled circles, respectively, in Fig. 9(a). The mean and the error bars are evaluated from five independent procedures and the error bars are negligibly small. As we can see from Fig. 9(a), the conclusive result probabilities for the measurement with $M = 4$ show very similar values for all signal conditions. As opposed to the static strategy with $M = 4$, for the adaptive strategy with $M > 4$, there are finite biases on the conclusive result probabilities dependent on the signal state condition; the conclusive result probability obtained for $|\alpha|_0$ tends to be smaller than others. This is due to the design of the adaptive strategy. As we perform the displacement in the order of $0 \rightarrow 2 \rightarrow 1 \rightarrow 3$, we have a higher probability of successfully eliminating the signal state $|\alpha|_0$. With respect to the error probabilities shown in Figs. 9(b) and 9(c), respectively, for $|\alpha|^2 = 1.5$ and $|\alpha|^2 = 3.0$, the dependence on the incoming signal condition is not as consistent as that of the conclusive result probability because the error probability is rather sensitive to the variation of the visibility and the calibration of the displacement phase.


[40] https://github.com/qpit/QPSK-USD.git.


