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ABSTRACT

Dissolution Dynamic Nuclear Polarization (dDNP), a hyperpolarization technique, o�ers a way

to dramatically enhance the signals in Nuclear Magnetic Resonance (NMR) experiments, by

transferring spin polarization from electrons to nuclei like carbon-13 (
13

C). With a more than

10.000 fold increase in the signal-to-noise ratio (SNR), on a very short time scale, dDNP has

opened up the possibilities of directly monitoring metabolism in an organism. Such real-time

metabolism is measured by injecting a hyperpolarized
13

C-labelled tracer into the subject and

measuring the biochemical transformations through changes in hyperpolarized NMR signals

as a function of time. The �rst real-time experiment performed clinically was done in 2013,

studying tumours in prostate cancer patients. Since then, hundreds of real-time studies have been

performed, elucidating metabolic �ux in di�erent types of organs and organisms.

Besides such real-time studies, with narrow focus on the immediate metabolic products of

a tracer, the �eld of metabolomics studied through dDNP NMR remains relatively unexplored.

Newer studies using hyperpolarized NMR on natural abundance
13

C samples from tomato ex-

tracts, show that the method is highly repeatable and yields easily interpretable spectra with the

information necessary for biological classi�cation.

The focus of this thesis is metabolomics performed by combining metabolic �ngerprints

obtained with dDNP NMR with the tracer based method of Stable Isotope Resolved Metabolomics

(SIRM). In this combined methodology a biological system is injected with a
13

C labelled tracer

and, after an incubation period, the resulting metabolic products are harvested to be analysed in a

single dDNP enhanced NMR spectrum (dDNP SIRM �ngerprint). This approach has been shown

to have potential for insight into metabolic pathways in the cancer cell, useful for classi�cation

of cancer and for identi�cation of the biomarkers of cancer.

Speci�cally, this thesis explores the potential for dDNP SIRM �ngerprints to contain the

information needed to classify between prostate cancer samples of di�erent aggressivity. Two

studies were conducted as part of this thesis, one on prostate cancer cell lines and one on tissue

samples from Transgenic Adenocarcinoma of Mouse Prostate (TRAMP) mice. The process from

production of the metabolite samples, to the acquisition of the dDNP NMR spectra and subsequent

data analysis is described. Statistical analysis was performed with a combination of Random Forest

(RF) and Support Vector Machines (SVM), to obtain both feature importance and classi�cation.

The goal in the statistical analysis was both to use the dDNP SIRM �ngerprints to classify between

samples of di�erent cancer types, and to use the highly resolved data to pinpoint which metabolites

support such a classi�cation. The latter has the potential to enable selection and evaluation of

potential biomarkers of aggressivity in prostate cancer.
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RESUMÉ (IN DANISH)

Hyperpolariseringsteknikken dissolution Dynamic Nuclear Polarization (dDNP) giver en metode

til drastisk at højne signalet i kernemagnetisk resonans (NMR) forsøg, ved overføring af spin-

polarisering fra elektroner til atomkerner som carbon-13 (
13

C). Med en mere end 10.000 folds

forøgelse i ratioen mellem signal og støj (SNR), på en meget kort tidsskala, har dDNP åbnet mu-

ligheden for direkte at observere metabolismen i en organisme. Metabolisme er målt i realtid ved

at injicere et hyperpolariseret,
13

C-mærket sporstof ind i forsøgsorganismen og derefter måle på

de kemiske transformationer, via forandringer i hyperpolariserede NMR signaler som en funktion

af tid. Det første kliniske forsøg i realtid blev udført i 2013, på tumorer i prostatakræftpatienter.

Siden er hundredevis af forsøg i realtid blevet udført, og har givet indsigt i metabolsk �ux i

forskellige organer og organismer.

Udover eksperimenterne i realtid, med deres snævre fokus på de umiddelbare metabolske

produkter af sporsto�et, har feltet af metabolomics studeret gennem dDNP NMR, været relativt

uudforsket. Nyere studier af hyperpolariseret NMR med prøver fra tomatekstrakter med naturlig

isotophyppighed af
13

C, viser at metoden er repeterbar i høj grad, og giver let tolkelige spektra,

med den nødvendige information for biologisk klassi�cering.

Fokus i denne afhandling er på metabolomics udført med en kombination af metabolske

"�ngerprints" optaget med dDNP NMR, sammen med den sporstofbaserede metode Stable Isotope

Resolved Metabolomics (SIRM). Med denne kombinerede metode, bliver et biologisk system

injiceret med et
13

C-mærket sporstof og efter en inkubationsperiode, høstes de fremkomne

metabolske produkter, som så analyseres med et enkelt, dDNP forstærket NMR spektrum (dDNP

SIRM �ngerprint). Denne tilgangsvinkel er blevet vist til at have potentiale til at give indsigt i de

metabolske reaktionsveje i kræftceller, og være brugbar for klassi�kation af kræft og identi�kation

af biomarkører for kræft.

Speci�kt, undersøger denne afhandling dDNP SIRM �ngerprints potentiale for at have den

nødvendige information for klassi�cation mellem prostatakræftprøver med forskellig aggresivitet.

To studier blev udført som del af denne afhandling, et på cellelinjer af prostatakræft og et med

vævsprøver fra Transgenic Adenocarcinoma of Mouse Prostrate (TRAMP) mus. Processen er

beskrevet, fra produktionen af metabolske prøver, til optagelsen af dDNP NMR spektra og den

viderede dataanalyse. Statistisk analyse blev udført med en kombination af Random Forest (RF)

og Support Vector Machines (SVM), for opnå både rangering af de metabolske komponenter og

en klassi�kation af prøverne. Formålet med analysen var både at bruge dDNP SIRM �ngerprints

til at klassi�cere mellem prøver med forskellige kræfttyper, og at bruge den høje opløsning i

dataen til at fastslå hvilke metabolitter der understøtter denne klassi�kation. Sidstnævnte har

potentialet til at gøre os i stand til at selektere og evaluere potentielle biomarkører af aggressivitet

i prostatakræft.
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INTRODUCTION 1

Real-time dissolution Dynamic Nuclear Polarization (dDNP) Nuclear Magnetic Resonance (NMR)

has opened up the possibilities for directly measuring carbon metabolism non-invasively in living

systems. By transferring spin polarization from electrons to nuclei like Carbon-13 (
13

C), dDNP

o�ers a way to dramatically enhance the
13

C signals (hyperpolarize) with a more than 10.000

fold increase in the signal-to-noise ratio (SNR) compared to thermal NMR but only on a very

limited time scale.[1] Such hyperpolarization of a
13

C labelled tracer allows it to be injected into

a biological system and measuring signal changes over time as the tracer undergo metabolic

transformations, �gure 1.1, A. The measurable metabolic changes can establish the presence or

severity of disease and e.g enable identi�cation of metabolic biomarkers of cancer. Real-time dDNP

NMR experiments on cancer cells grown in vitro have successfully been performed to measure

�ux in the glycolysis,[2, 3] and to observe treatment response.[4] The �rst in vivo real-time dDNP

NMR experiment performed clinically was done in 2013, studying tumours in prostate cancer

patients[5]. Since then, hundreds of real-time studies have been performed, elucidating metabolic

�ux in di�erent tissues.[6]

The classi�cation of prostate cancer in terms of its aggressivity, has been a focus in several

dDNP NMR studies.[7–9] Over-diagnosis of prostate cancer is suspected to be a vast problem, with

a rate estimated to be up to 67%, depending on the population and method used for calculation.[10]

With over-diagnosis, patients undergo unnecessary treatments, which can lower life spans and

life quality, as well as be costly for society. A better understanding of metabolic changes with

disease progression and precise measurement methods of such metabolic change, both when

normal prostate tissue grows cancerous and when the cancerous tissue grows malignant would

be valuable. With such knowledge and tools at hand, we could stop operating on men who only

have low risk of their cancer developing to become life threatening.

A main drawback of the real-time dDNP NMR method, is that the sensitivity boost from the

hyperpolarization is short lived. The experiment has to take place on a time scale ∼ 1 minute,

which severely limits the reactions that can be monitored. For a
13

C tracer to be useful it has to

have a long relaxation time, to allow measurements before the signal has disappeared, and a high

cellular up-take and metabolism rate to allow metabolic products to reach measurable quantities

during the experiment. 1-
13

C labelled Pyruvate is currently the most widely used tracer,[11] and

the only compound approved for clinical use. Pyruvate is attractive as a real-time metabolic

tracer, due to both its biological relevance in cancer metabolism and its longer relaxation time,

compared to compounds such as glucose.[12] Thus, real-time dDNP NMR metabolic studies in

vivo are limited to a few tracers, and a narrow focus on the immediate metabolic products of the

tracer.

The scope of the dDNP NMR method has recently been broadened, with the method being

evaluated for its use in the �eld of metabolomics. Studies on natural abundance carbon, have

showed that the method is highly repeatable and yields easily interpretable spectra with the

1
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information available needed for biological classi�cation.[13–15] Further to this, we have devel-

oped an assay in which we combine Stable Isotope Resolved Metabolomics (SIRM) with dDNP

enhanced NMR, to gain a single snap-shot of the metabolites produced in a �xed time frame.[16].

With this combined dDNP SIRM �ngerprint method, the time restraints of the of the real-time

experiment is gone. It is in this assay possible to choose tracers with shorter relaxation times

and to use a longer incubation period to allow for a broader range of metabolic products to be

measured. This method, which is the method explored and developed through this thesis, can be

described as a reversal of the real-time dDNP experiment, as illustrated in 1.1, B.

Figure 1.1: An illustration of the two di�erent approaches to a tracer based dDNP study. A:

The real-time dDNP experiment where the
13

C labelled tracer is hyperpolarized, injected into the

system and metabolite production is measured over time. B: The dDNP �ngerprint experiment,

where the
13

C labelled tracer is injected into the system, and metabolites produced are then

harvested and hyperpolarized.

The goal with the work presented in this thesis, has been to develop a methodology capable

of identifying potential metabolic biomarkers of aggressivity in prostate cancer, on the basis

of the dDNP SIRM �ngerprint assay and further development of if. We wanted to construct a

methodology that would enable the discovery of metabolic compounds and reactions of interest

in further real-time dDNP studies of clinical relevance for prostate cancer diagnosis. This was

done speci�cally by measuring the broadest possible range of tracer produced metabolites in

dDNP SIRM fngerprints, and utilizing machine learning methods to compare samples of di�erent

aggressivity.
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1.1 thesis overview

This thesis concerns both the experimental part of producing the dDNP SIRM �ngerprint spectra

from the living system and the analysis of the data, particularly how a combination of Random

Forest (RF) and Support Vector Machines (SVM) can be useful for feature ranking and classi�cation.

The thesis is structured into four main chapters:

• Chapter 2 serves to provide the prerequisite knowledge of the main subjects of the thesis:

Metabolomics with a focus on NMR and SIRM; dDNP; and some of the most relevant

machine learning algorithms to analyse metabolomics data.

• Chapter 3 concerns the performed experimental work behind the two studies in this thesis. It

includes the production of metabolite extracts from isolated cells and from tissue harvested

from mice, and the acquisition of NMR spectra, to be analysed in the later chapters.

• Chapter 4 contains a deeper discussion of the analysis and results on the cell line study,

published in the paper included in appendix A. With a particular emphasis on the set-up of

the RF+SVM method for feature ranking and classi�cation.

• Chapter 5 is similarly a deeper discussion of the data and results of the mouse tissue study,

presented in the manuscript included in appendix B. This manuscript is submitted to and in

review in the journal Talanta. In this chapter the limits of the RF+SVM method is explored

and it is discussed how to best construct a data matrix to gain the most interpretable results.
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This chapter is an introduction to the research topics relevant for this thesis. Metabolomics

is described, with a focus on NMR metabomolics. A fundamental understanding of NMR is

considered a prerequisite for this thesis, and will not be covered. The principles behind dDNP

hyperpolarization is introduced, and their role in metabolomics is discussed. Finally bene�ts

and drawbacks of selected classi�cation algorithms most relevant for and commonly used in

metabolomics is discussed.

2.1 metabolomics

Metabolomics, often used interchangeably with metabonomics,[17, 18] is the complete study

of the metabolites in a biological system - metabolites being the small molecules involved in

the metabolism, as intermediates or end products. Compared with other -omics disciplines,

metabolomics is more closely related to biochemical activity and biological phenotype, as the

metabolome is constantly responding to environmental factors. In contrast the genome is relatively

static for the organism and the transcriptome and proteome are changing on a slower scale and

are subject to post-translational modi�cation.[19] In this way, metabolomics is down-stream to

genomics, transcriptomics and proteomics, as the metabolites of a system are a function of both

the genetics of the system, its protein activity and its current environment.[20]

Metabolic studies are often set up as either targeted or untargeted.[21] In a targeted study,

speci�c prede�ned metabolites are investigated, to challenge a speci�c hypothesis. The targeted

approach is useful for intervention studies, where a hypothesis is formed on how a drug studied

might a�ects certain metabolites in a speci�c pathway. Untargeted metabolomics aims to study as

many metabolites as can be measured at once. This is a more holistic approach to get information

about the system, to help build hypotheses and to connect phenotypes to genotypes.[19] An

additional approach, the semi-targeted analysis, involves a de�ned set of metabolites, but a less

de�ned hypothesis, allowing for description of metabolic pathways and the discovery of new

biomarkers of disease.[22]

Nuclear Magnetic Resonance (NMR) spectroscopy, is one of the principal analytic techniques

used for metabolomics.[23, 24] In the NMR experiment, the sample is placed in a strong magnetic

�eld and the nuclear property of spin is utilised to make the nucleus absorb and then emit a radio

frequency radiation. This emitted frequency varies depending on the local chemical environment

of the nucleus, giving rise to a frequency spectrum in which metabolites can be identi�ed.[25]

Compared with mass spectrometry, the other main technique for studying metabolomics, NMR

have the bene�t of high reproducibility and quantitativeness, while being generally non-selective

in metabolite detection.[23]

In a so-called NMR metabolic �ngerprint, the current metabolic state of the studied system,

5
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is captured in a single NMR spectrum. The signals recorded in this "snapshot" can be analysed

using multivariate statistics, to describe or classify groups in the metabolic data, which can be

useful for screening between healthy and diseased subjects for instance.[26] 1D-proton NMR

spectroscopy is frequently used for metabolic �ngerprinting. Proton NMR has the bene�t of high

signal intensity compared to NMR of other nuclei, and as protons are found in almost all possible

metabolites, this gives proton NMR a wide scope. 1D-proton NMR is e�cient as it is highly

automatable and reliable, and can be recorded in minutes, allowing for a high through-put of

samples.[23] Di�erent pulse sequences for generating the 1D-proton NMR spectra exists, but one

widely used for metabolic �ngerprinting is the Nuclear Overhauser E�ect Spectroscopy (NOESY)

sequence. The NOESY contains an easily applied, high quality water suppression sequence, which

keeps the spectrum from being overpowered by the signal from the solvent, which otherwise will

be much larger than the metabolite signals of interest.[27]

A great challenge with the use of 1D-proton NMR for metabolomics is spectral overlap.

With an abundance of signals and a narrow spectral dispersion, many metabolite signals will

be overlapping, making it di�cult to identify and quantify metabolites from the spectra. An

alternative could be
13

C-NMR. The spectral dispersion for
13

C is 20 times larger compared to that

of the proton spectrum, and carbon is, like protons, also universally present in metabolites.[23, 28]

The drawbacks of
13

C-NMR is its much lower sensitivity, compared to proton-NMR, exacerbated

by the fact that only 1.1% of natural abundance carbon is in the form of
13

C.[28] 2D techniques

like Heteronuclear Single Quantum Correlation Spectroscopy (HSQC) does exist, where the
13

C

signal is detected through bonds to proton, thus bene�ting from the greater sensitivity of proton

NMR. These techniques are most often used for signal assignment, as running high resolution

HSQC is more time extensive.[23]

2.1.1 Stable Isotope Resolved Metabolomics

Measuring and comparing metabolite concentrations in static metabolomic �ngerprints, does

not give a complete picture of the metabolic state of the studied system. The organism controls

metabolic pool sizes to maintain homoeostasis, as larger deviations could result in lethal changes

in its temperature or blood composition for instance.[29, 30] Thus an increase of production of

metabolite A, may not necessarily lead to a measurable increase in the concentration of A, if

a pathway downstream from A is also simultaneously up-regulated. On the �ip side, if we do

see a di�erence in concentration of metabolite A between two samples, we might not be able to

infer anything on the biological change leading to the di�erence, as the metabolic pathways are

inter-connectively linked with the metabolites utilized in a vast array of processes.

Stable Isotope Resolved Metabolomics (SIRM) is a method for indirectly tracking metabolic

pathways and measuring the turn-over rate of metabolites (the �ux). In SIRM, a tracer labelled

with an NMR active isotope, like
13

C is injected into the studied system, and measurements of the

metabolic products are then made, either over time or in a �ngerprint after a harvest period.[31]

Multiple measurements over a short time provides information to determine �ux, while incubation

until after metabolic steady state has been reached gives information about pathway activity.[32]

SIRM has the bene�ts of being non-toxic, and it utilizes the low natural abundance of
13

C to its
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favour, as this means that the "background" metabolites, already present in the system before the

injection of the tracer, will provide 100 times less signal strength compared to a product of the

tracer in the same concentration. NMR analysis works well with SIRM, as di�erent isotopomers

gives rise to di�erent spin-spin couplings in the NMR spectrum, making it possible to utilize

strategic labelling schemes to elucidate speci�c metabolic pathways.[33]

As cells undergo metabolic reprogramming, SIRM has been found to be an excellent tool for

identifying biomarkers of cancer, by giving insight into the changes in energy metabolism.[34] One

of the most generally observed hall-marks of the cancer cell is the Warburg-e�ect. Here glucose

uptake is increased, but the normal mitochondrial break down of glucose is down-regulated in

favour of an increased glycolysis, even in the presence of oxygen.[35] This e�ect is not always that

apparent. In prostate cancer for instance, it has been observed that the Warburg-e�ect does not

set in before the cancer reaches a late stage. In contrast to most other healthy tissue, the prostate

normally depend on glycolysis for energy production, and when it begins to grow cancerous it

typically decreases the glycolysis and increases the mitochondrial energy production. Only in the

aggressive and late stage, it turns back and rely again on a drastically unregulated glycolysis for

energy production.[36] Many of the speci�c metabolic changes related to prostate cancer are still

not well understood.[37] Research utilizing SIRM can aid in elucidating pathway changes and

identifying therapeutic targets.[38]

2.2 dissolution dynamic nuclear polarization

2.2.1 The NMR sensitivity problem

NMR su�er from relatively low sensitivity compared to mass spectrometry, the other main method

used for metabolomics.[39] This, in part, stems from the fact that a spin-1/2 nucleus (like
1
H or

13
C) can be in two di�erent states of spin (denoted as up or down), and it is only the di�erence in

spin populations that will give rise to a detectable signal. At equilibrium the ratio between the

spin populations is given by the Boltzmann distribution:

Nup

Ndown
= e−∆E/kB T with ∆E =ħ·γB0 (2.1)

Where kB is the Boltzmann constant, T is the temperature, ħ is the reduced Planck constant,

γ is the gyromagnetic ratio, speci�c for the nucleus, and B0 is the strength of the magnetic

�eld.[40, 41] From this, the polarization is de�ned as:[42]

P = Nup −Ndown

Nup +Ndown
= t anh

(
∆E

2kB T

)
(2.2)

The polarization can be increased by "brute force" by increasing the B0 magnetic �eld or

lowering the temperature. Some nuclei have a higher (more favourable) γ than others; γ for

1
H is for instance four times larger than γ for

13
C. For

13
C in a 9.4 T magnet at 298 K (room

temperature), the equilibrium ratio of spin populations comes out to 99.9984% meaning that only

16 out of 2 million nuclei gives rise to detectable signal. The same calculation made for a 11.7 T
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magnet gives a 99.9979% ratio; we now get a signal from 21 out of the 2 million nuclei - increasing

�eld strength does help, but a lot of power is needed for relative small improvements.

The measures attempting to raise this polarization fraction are collectively known as hyper-

polarization techniques. Of these techniques, dissolution Dynamic Nuclear Polarization (dDNP)

have been described as the most versatile.[43]

2.2.2 DNP

The concept of Dynamic Nuclear Polarization(DNP) was �rst described by Overhauser in 1953,[44]

and proven to work during the late nineteen �fties.[45] DNP achieves hyperpolarization by the

transfer of polarization from electrons to nuclei.

As seen in the plot to the left in �gure 2.1, the polarization equilibrium of all particles goes

to unity as the temperature approaches zero, but this happens at much higher temperature for

electrons, compared to
13

C and protons. At the temperature (1.4 K) and �eld strength (3.3 T)

where the polarizer used in the studies included in this thesis is operating (marked in the plot

with the vertical line), the equilibrium polarization of electrons is at 92.3%, while its only 0.24%

and 0.06% for protons and
13

C respectively.

Figure 2.1: Semi-log plots showing the relationship between temperature and polarization

equilibrium. To the left: Polarization of electrons,
13

C and protons in a 3.35 T polarizer near

absolute zero temperature. To the right: Equilibrium polarization of
13

C nuclei and protons, at

room temperature, shown for a 9.4 T and a 11.7 T magnet.

In preparation for the DNP process, a sample is mixed with a polarization medium. This

medium should contain both a free radical, as a source of electrons from which polarization can

be transferred, and a glassing agent, like glycerol, that ensures a non-clustering distribution of

the radical in the sample when frozen.[46] The addition of a low concentration of a gadolinium

containing complex to the polarization medium, further enhances the polarization process, by

shortening the solid state relaxation of the electrons.[47]

The sample mixed with the polarization medium, is placed in the polarizer, were the magnetic

�eld and the low temperature ensures the high equilibrium polarization of the electrons. The

spin polarization transfer from electrons to nuclei is then induced by microwave irradiation with
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Figure 2.2: Illustration of the polarizer and NMR magnet set-up with transfer line. Illustrations

reproduced from Lerche et al.[46] with permission.

a frequency that induces transitions in the spin state of the electrons, causing nearby nuclei to

also transition. Over time, the altered spin states di�use through the nuclei in the sample and the

electron returns to their high equilibrium polarization, ready for the next microwave surge to

again transfer the spin state to the nuclei. In this way, the polarization of the nuclei is enhanced

over time, until a plateau of maximum polarization is reached.[48]

2.2.3 Dissolution DNP

In 2003 Ardenkjær-Larsen et al.[1] published the invention of dissolution DNP: A method to

rapidly dissolve the frozen, hyperpolarized sample, while conserving the gained polarization.

With this, dDNP can be used with liquid-state NMR opening up the possibilities of a broad range

of applications. An illustration of the dDNP set up is shown in Figure 2.2: After the DNP process

has taken place in the core of the polarizer, a heated dissolution liquid is injected to dissolve the

sample, which is then collected and transferred to the NMR spectrometer.

With dDNP a gain in signal strength of four orders of magnitudes can be achieved, but as soon

as the dissolution starts and the sample is removed from the polarizer, a relaxation process sets in

that eventually brings the polarization level back to the non-hyperpolarized level. Figure 2.1 on

the right shows the low equilibrium polarization levels of
13

C and protons in the NMR magnet

where the signal acquisition takes place at room temperature. How quickly the polarization

reaches equilibrium, depends on the chemical environment of the nucleus and on magnetic

e�ects from its surroundings. This relaxation is described through the spin-lattice relaxation time

constant T 1 . T 1 varies for
13

C on a scale of ∼1 minute for a carbonyl carbon, down to a few

seconds for methyl carbon.[1] This also means that dDNP NMR is not directly quantitative, as
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signals from di�erent molecules (and di�erent nuclei in the same molecules) will have di�erent

relaxation constants and thus have a di�erent degree of polarization at the time of recording, due

to transfer time between polarizer and NMR spectrometer.

2.3 machine learning for classification in metabolomics

When studying the production of a small number of metabolites, the relationship between a

metabolite and classes of the data (such as healthy/diseased or cell line of origin) can easily be

examined through univariate statistical tools, such as t-test or Analysis Of Variance (ANOVA).

But as metabolomic datasets can contain tens or even hundreds of features, in the form of speci�c

measured metabolite concentration in the targeted studies or as binned spectral data in untargeted

studies, such statistical tools become insu�cient for examining the complex relationships between

the features and how they relate to classi�cation.

When working with metabolic �ngerprints, machine learning can be incredibly useful both

for classifying data points and for revealing the features in the data that support the classi�cation.

Since datasets often su�er from "the curse of dimensionality" where more features than data points

exist in the dataset, the choice of a robust, cross-validated classi�cation algorithm is essential to

ensure a non-over�tted model.[49]

2.3.1 Partial Least-Squares Discriminant Analysis

Partial Least-Squares Discriminant Analysis (PLS-DA) is one of the most widely used machine

learning models, for discriminating between classes in metabolomics.[50] PLS-DA, works as an

extension on a supervised regression algorithm, where a linear relationship between the features

in the data and the target output variable (class membership) is assumed. This relationship is

reduced to a set of latent variables, built from the original variables.[51] There are many bene�ts

of PLS-DA as a tool for analysing metabolomic data. This algorithm handles noisy data and data

with a high collinearity between features well. It produces both a classi�cation and a variable

ranking, with easily interpretable visualizations, and it is easy to implement, with only one

variable (the number of included latent variables) to be optimized. Also, the popularity of PLS-DA

for metabolomics has lead it to be included in many statistical packages, further making it a

household algorithm.[52]

Figure 2.3 shows plots from a PLS-DA performed on arti�cial data. The data was created

with n = 150 data points, and three classes (named "blue", "purple" and "red") each assigned 50

data points. The dataset had eight features, with values randomly generated from Gaussian

distributions. Four of the features (named "a" through "d") were signal features. These were

generated with di�erent means and standard deviation for each of the classes. Four features ("e"

through "h") were noise features, made from the same distribution for all classes. The score plot

to the left in �gure 2.3, shows how the �rst two PLS-DA constructed components separates the

"purple" class of points well from the rest, whereas there is some overlap between the "red" and

"blue" classes. The loading plots to the right shows, with the high absolute values assigned to the

�rst four features, that the algorithm has succeeded in recognising that these features contain
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Figure 2.3: PLS-DA results of a classi�cation of arti�cial data. On the left: Score plot with the

�rst two components plotted against each other, illustrating the separation of the data points.

Coloured ellipses show 2 standard deviations of each point cloud. On the right: Loading plots for

each of the components (1. on top, second on bottom), illustrating their composition from the

features of the data.

the signal relevant for the separation. The classi�cation success rate, with leave-one-out cross

validation was 94.7%.

However, despite the attractive qualities, PLS-DA analysis for metabolomics has attracted

criticism.[52, 53] PLS-DA requires rigorous validation to not over�t, and as this requires a large

amount of data points, such validation is often not applied diligently.[50, 54] The score plots,

illustrating good separation between classes in data, can be misleading as similar results can be

obtained on randomized data.[55] Especially, when working on a dataset with a reduced number

of features, PLS-DA is shown to underperform compared to other machine learning algorithms,

making it less suited for variable ranking.[56, 57] PLS-DA requires features to be on the same

scale to be unbiased. This can be a problem in studies using binned spectral data, where scaling

is either not used or where alternative scaling methods to unit-variance scaling are used, to avoid

scaling up noise. In these cases PLS-DA is biased towards the larger features.[58]

2.3.2 Principal Component-Discriminant Function Analysis

A lesser known alternative to PLS-DA, which o�ers some of the same bene�ts, is the algorithm

Principal Component-Discriminant Function Analysis (PC-DFA). DFA (also known as Canon-

ical Variates Analysis or Linear Discriminant Analysis (LDA)), is a supervised algorithm that

generates a vector in the feature-space of a dataset, which maximizes between-class variance,

while minimizing within-class variance, for a speci�ed target class.[59] LDA by itself is very

sensitive to the collinearity that exists between features in metabolomic data. To eliminate this

source of over�tting, it is combined with a Principal Component Analysis (PCA), forming the full
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Figure 2.4: PC-DFA results of a classi�cation of arti�cial data. On the left: Score plot of the �rst

two components of the unsupervised PCA, plotted against each other. To the right: Score plot of

the two discriminant functions generated from the PCA components.

PC-DFA.[60]

PCA is in itself an unsupervised, pattern recognition technique, widely used in metabolomics

for dimension reduction and data visualization.[58] PCA works by transforming the original

features of the data into in a set of new features - the principal components. In the new, transformed

set of data the �rst component is constructed to capture as much of the variance of the data

as possible, and the the second component is constructed to be orthonormal to the �rst while

capturing as much of the remaining variance as possible and so on.[61] As the last components

often will contain only a slim fraction of the full variance in data, these can be discarded in a

reduced set of features.

Figure 2.4 shows the results of a PC-DFA analysis applied to the arti�cially generated data

used also in the PLS-DA illustration above. The PCA score plot shows that the component, which

accounts for 29.76% of the variance in the data, separates the "purple" data points, from the rest,

even though the algorithm is unsupervised and no information on class is given at this points.

The "red" and "blue" data points are tangled together in the PCA plot, but separates with a little

overlap in the plot of PC-DFA discriminant functions. The leave-one-out cross-validated success

rate of this classi�cation was 96.7%.

PC-DFA has some of the same bene�ts as PLS-DA: It handles noisy data well, and it is easy to

implement. The only parameter to be optimized is the number of PCA components that should be

included in the LDA. For multiclass problems, the �rst two discriminant functions can be plotted

against each other, to give a good illustration of success of separation. PC-DFA has been shown

to perform as well as a classi�er as PLS-DA, and outperform it in some cases, especially when the

feature set is small. [53, 52]

A drawback of PC-DFA is that it is a parametric function, meaning that it is only completely
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Figure 2.5: SVM separations of arti�cial data, plotted for the features "a" and "b". Coloured

background shows how the algorithm would classify a point with those values for the two features.

On the left: A linear classi�cation. To the right: A separation with a polynomial kernel.

reliable when its inherent assumption that the data is Gaussian distributed is met. This means

that additional data transformations can be necessary to apply before the analysis. Since PC-DFA

generates a number of discriminant functions, always one less than the number of classes it is

separating, this means that there is no straight-forward visualization for binary classi�cation

problems with PC-DFA.[52]

2.3.3 Support Vector Machines

Support Vector Machines (SVM) is a non-parametric algorithm, where a hyperplane is constructed

in feature-space of the data, to best separate the speci�ed classes. The separating plane is adjusted

to maximize the margins between the plane and the groups of data points and a soft margin

parameter (C ) is introduced to allow some misclassi�cation when training, for the bene�t of a

simpler non-over�tted model. SVM can be based on di�erent kernel functions, to allow separations

based on more complicated models than just a linear one.[62]

Figure 2.5 shows examples of SVM separation made on the "red" and "blue" data points from

the arti�cial dataset described above. The plot for linear separation shows how the algorithm has

optimized a straight line through the "a"-"b" feature space, to best make the binary separation

between the classes. The separation made with the polynomial kernel, uses linear and higher level

combinations of the features to create the separation, creating the curved line in the feature space.

Of course, these 2-dimensional plots can only show the separation based on values in two of the

eight features in the full dataset. The leave-one-out cross-validated success rate (using all features

) was 97% for linear kernel and 94% for the polynomial. It makes sense that the polynomial kernel

would over�t for this dataset; since the data was speci�cally created to be linearly separable, and

thus no higher order relationship between the features should exist.
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SVM has been found to outperform LDA in most cases,[63] and PLS-DA both in terms of

prediction accuracy and ability to select features, when its run together with feature selection

algorithms.[64, 57] It is a robust classi�er, less likely to over�t compared with others.[52]

The drawbacks of SVM are, that its parameters are not prede�ned: The kernel function and

value of C has to be optimized for the speci�c test, along with other parameters for non-linear

kernels. While the separation made by SVM can be plotted if it is based on only two features

(or three if plotted in a 3D diagram), visualization for higher dimensions is not possible, as no

feature reduction is applied. The important features in a classi�cation made with SVM is not

directly measurable, why additional techniques are needed if a feature ranking is desired. Also:

SVM was designed to handle binary classi�cation problems, and while solutions like testing the

classes one-against-all (thereby viewing multiclass problems as a series of binary problems), these

requires additional time and work.[52]

2.3.4 Random Forest

Random Forest (RF), is a decision tree-based classi�cation algorithm, where the �nal classi�cation

model is based on the combined prediction of a large number of constructed classi�cation trees.

Each tree is built on the basis of how to sort a selection of samples in the data, randomly chosen

from the full training data, with replacement. Each node in a tree sorts the data based on a small

subset of the variables in the data, which are randomly selected from the full feature set. The

criterion for how to split the data at each node, can be made on a principle of minimizing entropy

with each split, or by minimizing gini impurity, which is a computational e�ective measure of

entropy.[65] The prediction success rate can be measured from testing on the data points not

included in building the tree, this is termed the out-of-bag score.[66] The process of building each

tree on part of the data and testing on the rest, essentially works as an internal cross-validation

and the repeated process of building trees, means that the algorithm converges into a robust

model unlikely to over�t.[67]

Figure 2.6 shows an example of one of the decision trees made as part of the RF algorithm, for

classi�cation of the arti�cial dataset described above. For simplicity, the illustrative tree was made

using only 12 data points, four in each class. For each node in the tree, the algorithm chooses

from a subset of the features, and makes a split in the features that results in the lowest possible

gini-measurement in the two resulting groups. In the �rst node on the graph the group with all

points in the data (gini = 0.667) could be split using feature "d", in a way that the "purple" data

points were separated in one node (gini = 0) and one node with the non-purple data points (gini =

0.5), which then in turn could be separated further using other features. A full RF analysis on the

full dataset, built with 500 trees, had a 94.7% classi�cation success rate, using the out-of-bag score.

RF is non-parametric and unlike all other methods discussed here, requires no scaling, meaning

that the preprocessing of data before the application of RF is minimal. The main drawbacks of

RF is that no visualizations are possible. Single trees can be shown, but this does not give an

overview of the whole forest, and in some cases parameters such as tree-depth or minimum splits

at each node have to be limited to avoid over�tting.[52]
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Figure 2.6: Graph of a single decision tree, made with 12 data points of arti�cially created data.

For spectral data speci�cally, PLS-DA has been shown to outperform RF in terms of success

rate for classi�cation, but RF is much better at feature ranking.[65] Combined with the fact that

SVM classi�cation bene�ts from feature reduction,[68] this means that a combination of RF for

feature reduction before applying SVM for classi�cation on a reduced dataset, could give better

results than each of the algorithms alone.[68–71]





DEVELOPMENT OF THE dDNP SIRM ASSAY: FROM

LIVING SYSTEM TO NMR SPECTRUM 3

This chapter is a walk-through of the experimental developments and procedures involved in

obtaining the dDNP SIRM �ngerprint spectra from cell and tissue extracts, as they have been

used in the studies in this thesis (chapters 4 and 5). Both the handling of in vitro cell lines and in

vivo TRAMP mice is described and discussed, detailing tracer incubation, metabolite harvest and

the dDNP NMR experiment. Further details and discussion on the background of the cell line

experiment and its results can be found in chapter 4 and on the mouse experiment in chapter 5.

The chapter ends with a description and discussion of the data obtained for each study.

The basic steps of the dDNP SIRM �ngerprint experiment, encompasses the introduction of

13
C-labelled tracer into the biological system of interest, the extraction of the metabolic products

after a period of incubation, and then the dDNP NMR recording. The obtained spectra can be

analysed to gain insight into which metabolites were produced from the tracer, and machine

learning can be applied for classi�cation of groups in the data. An overview of the protocol for

the full experiment is shown in Figure 3.1.

Figure 3.1: Flow chart illustrating the main points of the dDNP SIRM �ngerprint experiment.

The procedure from the injection of the tracer up to the dDNP process, as it was performed in the

described studies. The stippled boxes, show the steps that were only done in the mouse tissue

experiment.

17
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Optimizations have to be made for the incubation, harvest and NMR procedures, to secure

the most robust data, so that the relevant biological process - in our case, the metabolism in

prostate cancers of di�ering aggressivity - can be explored with minimal interference from other

biological or technical factors. What is most bene�cial will of course change, depending on the

system and the exact metabolic process to be explored.

3.1 metabolism under incubation

At the start of the SIRM experiment, when the labelled tracer is introduced to the cells or

animal, ideally, it should be instantaneously distributed in the system. Then after incubation, the

metabolism should be instantly quenched, to make for the most repeatable and precise �ngerprint

of the metabolic production during the incubation. With cell line experiments, this ideal is easy

to approach, since the tracer can reach each cell by di�usion. In animal studies it becomes more

di�cult, as the tracer has to be distributed by the animals blood system and organs. Also, cells

growing in vitro can be washed, removing external metabolites already produced by the system

before introducing the tracer, whereas in the animal, a larger background of metabolites will

be present. The type of tracer has to be matched with the incubation time and the method of

harvesting the metabolic products, to insure that relevant metabolites are obtained in quantities

measurable with dDNP.

3.1.1 Choice of tracer

When choosing a tracer to inject into our model systems, our primary considerations were that

the metabolism of the chosen tracer should be expected to change as a cell grows more cancerous

and that the tracer and its products will be measurable with dDNP NMR.

As we wanted to study the changes in energy metabolism described by the Warburg e�ect,[35]

where cancer cells increase their glucose uptake and the tricarboxylic acid (TCA) cycle is inhibited

in favour of anaerobic glycolysis; glucose was a natural tracer choice. Glucose is the �rst substrate

in the glycolysis, and metabolic products from glucose is used in both the TCA and the pentose

phosphate pathway. Products from a glucose tracer can therefore report on cancer related changes

to many di�erent pathways, and glucose is therefore widely used for metabolic �ux analysis.[72]

To get the largest range of metabolic products, we therefore chose to use full labelled
13

C-glucose

as our tracer.

In the cell-line study we used fully deuterated
13

C-glucose. We wanted to preserve as much

polarization during the transfer as possible and
13

C nuclei bound to deuterium have a longer

relaxation time, compared to nuclei bound to protons.[12] For the mouse study, we also wanted to

acquire proton NMR spectra from the samples, so we chose protonated
13

C-glucose as the tracer.

3.1.2 Cell incubation

When working with cell lines, the incubation and metabolic quenching were relatively easy: The

cells were grown to 90% con�uence in culture �asks. Before collection, the cells were washed



3.1. Metabolism under incubation 19

with a phosphate bu�er, to remove the growth medium and dead cells. Cells were then harvested

by trypsinization, spun down and resuspended in phosphate bu�er in a concentration of either

20 or 40 million cells/mL. Each sample was made with 500 µL of cell suspension for at total of

either 10 or 20 million living cells for the incubation.

The fully deuterated
13

C-glucose tracer was added to each sample, and the cells metabolized

the glucose for 30 minutes while kept at 37
◦
C on a shaking thermostat to allow for the most

ideal conditions for the cell metabolism. From our previously published work[16], we knew that

30 minutes of incubation time gives rise to a metabolic �ngerprint with multiple quanti�able

metabolites. In this previous study, the rate of lactate production was found to change signi�cantly

between the �rst minute of incubation and the full 30 minutes,[16] and we wanted to capture a

image of the production more akin to the steady state.[72]

A longer incubation time could have been considered, but as the cells do not thrive suspended

in the bu�er and without an oxygen supply, we did not want to take the risk of having the

metabolism change during the experiment, to that of a distressed system. As the glycolysis is a

fast responding process, an incubation that is as short as possible, with the metabolic products in

measurable quantities is desirable.

After precisely 30 minutes, ice cold perchloric acid (PCA) was added to the samples, which

were then placed on ice, to quickly kill the cells and halt any further metabolism as quickly and

thoroughly as possible.

3.1.3 Mouse incubation

Our �rst concern regarding tracer incubation in the mice, was how to get the tracer distributed to

the tissue of interest. SIRM literature recommends administrating the tracer with a intravenous

(IV) injection through the tail vein.[73] However, an IV injection is challenging, in such a small

animal. Intraperitoneal (IP) injections of labelled glucose for �ux measurements have been shown

to be useful, but with a lower degree of enrichment for time points below 45 minutes, compared

with IV injections.[74]

Based on these concerns we chose to make a small pilot study.

Pilot study I, injection method

Two mice were used: one IV injected and one IP injected with uniformly
13

C-labelled glucose

in a 150 mg/ml solution. It was possible to use a larger bolus of 1666 µmol in the IP injection,

compared to 166 µmol in the IV. The IP mouse was terminated after 30 minutes, and the IV mouse

after 15 minutes. Metabolic extracts were made, following the protocol described below, from

the prostate, kidney, heart and brain of each mouse, and relative signals from metabolites were

measured with HSQC NMR. Results are presented in �gure 3.2. We found that for all measured

metabolites (lactate, glutamate and alanine), signal were higher in the IP injected mouse, compared

to the IV injected, in the prostate, kidney and heart, but much lower in the brain. Comparison

on the measurements on the glucose, showed a higher concentration in all samples from the IP

mouse. This di�erence was much higher for the brain, than the other tissues. This could suggest
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Figure 3.2: Metabolite concentration ratios between IP and IV injected mice, measured in

prostate, kidney, heart and brain tissue extracts. On the left: For the metabolic products lactate,

glutamate and alanine. On the right: For the glucose tracer.

that the tracer glucose up-take in the brain is signi�cantly slower with the IV injection compared

to IP, as we saw a comparatively higher tracer but lower product concentration in the IP injected

mouse brain. If further studies wish to use this protocol for studies on the mouse brain, they

should consider using IV injection or a longer incubation time. Of course with results based on

data from only two mice, this is merely a suggestion. As our focus in this study is the prostate,

we chose to use IP injections, where a larger bolus size resulted in higher metabolite signals in

this tissue compared to the IV.

Pilot study II, incubation time

Next, to determine the optimal incubation time, we performed a second pilot study including

three mice, all IP injected, incubated for 15, 30 or 45 minutes respectively. We saw that the

metabolite signals were generally much lower in the 15 minute samples, and that after 45 minutes

the glucose signals were very low. We concluded that 30 minutes was the optimal time window

for the up-take of the tracer and production of measurable products, while not depleting the

tracer, ensuring steady state conditions throughout the experiment, and leaving some glucose to

be quanti�ed.

Main mouse tissue study

With injection method and incubation time established, we conducted the main experiment.

Each mouse was �rst sedated with a strong dose of iso�urane gas in a small chamber. When the

mouse was asleep, it was removed from the chamber and injected with the protonated uniformly

labelled
13

C-tracer. The mouse was then placed in a anaesthetic mask distributing a lower dose of

iso�urane gas, keeping the mouse asleep. The mouse was placed on a heating pad to aid blood

circulation. A picture of a mouse in the mask is shown to the left on �gure 3.3.
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Figure 3.3: Illustrations from the mouse experiment. On the left: Sedated mouse during

incubation. Middle: Dissection of the mouse, right before removal of the prostate complex. On

the right: The prostate complex before micro-dissection, with the prostate indicated by the blue

arrow and a large tumour growing in the seminal vesicle indicated by the red arrow.

During the second pilot study, we experimented with waking one of the mice, after the

injection was administered. The reason was that the iso�urane gas might have a metabolic

e�ect, and that the energy metabolism of a sleeping animal is lowered compared to an active

one. The awakened mouse was placed back inside its cage with the other mice, but it was visibly

uncomfortable; its hairs were standing up and its breathing was heavy. After some minutes,

where the mouse showed no signs of getting less uncomfortable and did not move about in the

cage, we chose to sedate the mouse again. We concluded that the large volume of liquid in the

intraperitoneal cavity from the bolus, was unpleasant for the mouse and we decided against

waking any other mice, both to make the experiment as painless as possible and not to stress the

mice awaiting injection in the cage unnecessarily.

After the 30 minutes of incubation, the mouse was terminated by cervical dislocation. The

mouse was then dissected as shown in the middle picture in �gure 3.3. First, the prostate complex,

composed of the prostate, the much larger seminal vesicles, and the bladder, was removed for

micro-dissection. The prostate complex is shown to the right in �gure 3.3. Each lobe of the

prostate was carefully removed and placed together in a single sample tube. Tumours found on

the prostate and in the seminal vesicles, were collected as separate samples. The seminal vesicles

and the bladder were discarded. Other tissue was collected from the rest of the mouse; the brain,

the liver and the kidneys, but they were not used any further in this study. Dissection was done

as quickly as possible and the samples were immediately snap-frozen in liquid nitrogen to halt

metabolic activity. The samples were kept frozen until metabolic extraction.
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Figure 3.4: Stacked histogram plot showing the measured weight (in milligrams) before metabo-

lite extraction, of all prostate and tumour tissue samples.

3.2 metabolite harvest and preparation for thermal nmr

When the incubation is over and the metabolism quenched, the next step in the experiment is the

extraction of the metabolites from the cells or the tissue.

With the cell line samples, cell debris and larger molecules like protein was removed by

centrifugation after PCA was added to the samples. The use of PCA is well described for metabolic

extraction. [75] By extracting this way, the total of metabolites, both internal and external from

the cell, is included in the samples.

For the mouse study, metabolite extracts were made from each tumour sample and for all

collected prostate tissue for each mouse. Only parts of the largest tumours were used for extraction,

to keep a more uniform sample size and keep the samples easy to work with. From the smaller

tumour, a sliver was removed for possible histology. A chart of the weight of the tissue used

for extraction is shown in �gure 3.4. The weight of the tumour samples had a large variation,

with the smallest being only 36 mg (this sample was removed from the �nal dataset, as it was

too small to produce measurable signals in the dDNP experiment) and largest being more than

1000 mg before it was reduced. PCA was added to each sample and the largest samples were �rst

homogenized manually in a glass mortar, before all samples were mechanically homogenized

with a Precellys machine. Then, as with the cell line samples, cell debris could be removed with

centrifugation.

For both cell line and mouse tissue samples, the supernatant containing the metabolites

were then neutralized with potassium hydroxide (KOH). The formed salt precipitates and can be

removed by centrifugation, leaving the extracted metabolites in the supernatant. The pH was

estimated by an universal indicator added to each sample. This is an important step, as changes

in pH-level between samples, causes some signals in the spectra to shift in position.[76]

After, neutralization the samples were lyophilized to a powder. The cell line samples were

kept lyophilized until dDNP, but for the mouse tissue study we had decided to perform traditional

NMR on the samples as well.
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Figure 3.5: Proton spectrum with failed pH-adjustment compared with well shifted ones. The

asterisks indicate where signals in the badly aligned spectra (on top) has shifted to no longer be

aligned with the comparable signals in the well-alligned spectra (middle and bottom).

In preparation for the thermal
1
H NMR experiments, the samples were resuspended in

a deuterium based phosphate bu�er with DSS added as a standard. Each sample was then

more precisely pH-adjusted using a pH-meter for measurements, to 7.5 ± 0.05 pH, before being

transferred to the 5 mm NMR tubes. This process revealed some problems with the previous

neutralization before lyophilization: Some samples had pH-values way out of the expected range,

most often much higher. This seemed to correlate somewhat with sample size, with the larger

samples apparently being harder to adjust correctly. Even with the pH-level adjusted after re-

suspension, some spectra had peaks shifted to a point beyond possible re-alignment with the

other spectra. An example of this is seen in �gure 3.5, showing the 1D NOESY spectra from three

samples, the one on top having a very high pH-value before the �nal adjustment. The spectrum

at the top, has the singlet placed at 8.33 ppm in the well aligned spectra, shifted up with about

0.03 ppm, making it overlap with other peaks. Similarly at around 7.87 ppm, some peaks that are

overlapping in the well adjusted spectra, have moved apart in the badly aligned ones. Because of

these kinds of spectral shifts, some samples had to be removed from the �nal dataset.

Thermal NMR was performed on a 600 MHz Bruker spectrometer, equiped with a a cryoprobe

and an autosampler. The spectra were recorded with a 20 ppm spectral width and 128 scans.

After thermal NMR, the samples were re-lyophilized.



24 Chapter 3. Development of the dDNP SIRM assay: From Living System to NMR Spectrum

Figure 3.6: Stacked histogram plot showing the calculated weight (in milligrams) for samples

prepared for dDNP, of each mouse tissue sample included in the �nal study.

3.3 the ddnp experiment

For the dDNP experiment, each sample was dissolved in the polarization medium, prepared as

described in Lerche et. al[16], consisting of a mixture of glycerol, water, trityl radical OX063 and

Gadoteridol. The water/glycerol mixture forms a glass when frozen, allowing for homogeneous

spin exchange between the electrons in the radical and the
13

C in the sample. The addition

of Gadoteridol shortens the T 1 relaxation time of the electrons, allowing for a more e�ective

polarization.[77] 150 µl of the polarization medium was used for each cell line samples, and 50 µl

for each mouse tissue sample. A larger volume was needed for the cell extracts, as the phosphate

bu�er used for cell suspension caused salts to form in the samples, making them harder to dissolve.

5 µl of the reference compound HP001 (1.1-bis (hydroxymethyl)-[1-
13

C]cyclopropane), was also

added to each sample. HP001 is attractive as an internal standard, as its carbon signal lies isolated

in the spectrum and it has a long T 1.

Due to concerns on whether the largest of the mouse tissue samples, could dissolve into the

small volume of polarization medium used, we chose to re-suspended every sample from the

study and split those from tissue larger than 215 mg up, before again lyophilizing them. A plot of

the calculation of the �nal weight is shown in �gure 3.6.

The samples were polarized in a HyperSense polarizer at 3.35 T and 1.4 K for 90 minutes and

then rapidly dissolved in 5 ml hot phosphate bu�er, and then transfered to the NMR magnet,

where a 1D
13

C-spectrum was obtained from a single scan with 90
◦

pulse.

In the study on cell line extracts, the transfer between polarizer and NMR magnet was done

manually, where a scientist would collect the dissolved sample in a syringe and walk across the
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lab to the NMR magnet and inject the sample into a line connected to the NMR tube placed in the

magnet. This process would take approximately 12 seconds from dissolution until the start of the

recording, with a couple of seconds in variation between the samples.

For the study on the mouse tissue, an automatic transfer line had been installed, connecting

the polarizer and the NMR magnet. This o�ered several bene�ts: The most apparent bene�t was

a decrease in transfer time; the automated transfer was done in less than a second, with a three

second delay added, to let the sample settle in the NMR tube. This change from 12 to 4 seconds

of time between dissolution and spectral recording gives a large boost to signals with a short

T 1, making it possible to measure a lot more signals outside of the carboxyl area of the spectra.

With the automated transfer, the human introduced variation in transfer time was also removed,

making the transfer time virtually constant. This bene�ts the repeatability of the measurements.

The other main bene�t of the automated transfer was that the volume of the transferred sample

could now be kept constant, making much more precise shimming possible, greatly improving

the line width and signal-to-noise ratio (SNR) in the data.

Figure 3.7: Zoom on a dDNP spectrum of a test sample, showing the problem with spikes,

caused by proton-decoupling on the too large glycerol peaks.

Apart from the installation of the automated transfer line, we also worked with a 11.7 T

Bruker magnet with a cryo-probe, compared to the 9.4 T Varian magnet used in the cell line study,

which greatly increased the sensitivity of the NMR experiment. But with great signal strength,

comes new challenges: In tests runs with the transfer line, we discovered that the the signals

from the natural abundance
13

C in the glycerol, were so large that the proton de-coupling failed

on them, creating spectral artefacts, in the form of "spikes" around the signals. An illustration

of this can be seen in �gure 3.7. The presence of the spikes would make all signals between ∼
25 and 120 ppm unusable for data analysis, as the spike would make metabolite identi�cation
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di�cult and relative quanti�cation impossible. After some experimentation we discovered that

using deuterated glycerol in the polarization medium removed the spikes from the spectra.

3.4 final datasets produced for further analysis

A summary of the cell line data from the �rst study is shown in table 3.1. 8 samples from each

cell line were made for a total of 32 samples.

Table 3.1: Overview of samples in cell line study.

Cell line Aggresivity Number of samples
PC3 Aggresive 8

DU145 Aggresive 8

PNT Indolent 8

LNCaP Indolent 8

Total 32

A summary of the mouse tissue data from the second study is shown in table 3.2. 53 mice were

originally included in the study, giving a total of 79 prostate and tumour samples. Some samples

were chosen to be removed based on biological reason: 51 of the mice had well di�erentiated

(WD) cancerous prostate tissue, and the last two had poorly di�erentiated (PD) cancerous prostate

tissue (the concept of PD vs. WD is described in more detail in chapter 5). We chose to focus

our model on tissue from WD mice so on this ground one prostate and two tumour samples

were removed from the data - one of the PD mice only had a large tumour and no identi�able

prostate. Additionally, one mouse had a tumour on its liver and one on its kidney. As these

tumours were the only one of their kind - all other tumours were found on the prostate and

seminal vesicles - these two samples were also removed from the dataset to make the tumour

samples more statistically comparable. Three samples were removed from the dataset for technical

reasons based on the appearance of their NOESY spectra: For one sample the water suppression

in the spectrum had failed, leaving some signals on the side of the water peak a�ected, and two

samples were removed due to peak shifting from failure in pH-adjustments, as described above.

Removal of these samples left us with 22 tumour samples, and to make a balanced dataset we

chose to include 22 prostate samples. The samples were as far as possible chosen from the same

mice that had provided the tumours, but as some mice had grown more than one tumour, and no

mouse had more than one prostate, this was not entirely possible. Six samples had to be removed

after the dDNP experiment: One was too small to give measurable signal, in one case the dDNP

procedure had failed to run spilling the sample, and four had had shimming problems, making

the spectra impossible to compare with the others. This left us with a balanced dataset with a

total of 38 samples from 23 di�erent mice for further data analysis.
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Table 3.2: Overview of samples in mouse tissue study.

Prostates Tumours total
Mice sacri�ced - - 53

Samples total 52 27 79

Samples removed on biological basis 1 4 5
Samples removed based on NOESY spectrum 2 1 3
Samples chosen for dDNP 22 22 44

Samples removed based on dDNP spectrum 3 3 6
Total samples in study 19 19 38

3.5 discussion and conclusion

The protocol for metabolite harvest and dDNP NMR recording, as described in this chapter,

was successfully established. The di�erences made between the �rst and the second study are

summarized in �gure 3.8.

Figure 3.8: General overview summarizing the di�erences between the �rst and the second

study.

The metabolite extraction done with PCA posed problems in the second study, but not in

the �rst. This seems related to the varying sizes of the tissue samples, where the largest of the

prostate and tumours extracted, were hard to pH-neutralize, compared with the smaller tissue

samples and the uniformly sized cell extracts. As we did not do proton NMR on the samples in

the cell line study, it could also be that some problems would have shown up in that case too. It

has been documented that PCA extractions causes metabolite instability, which makes the data

obtained less reproducible.[78] Further studies wishing to do both proton and dDNP NMR on the

same samples, should consider other extraction procedures.

Studying metabolic �ux through
13

C labelled glucose with 1D proton NMR, has been shown

possible.[79] Some metabolite signals are isolated in the spectra, making it possible to identify

and quantify both the signals arising from protons coupled to
12

C in unlabelled compounds and

from the
13

C labelled tracer. The latter shows up as side-bands around the �rst signal, due to the
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spin-coupling between the
13

C and proton. This approach gets the advantages from 1D proton

NMR; fast acquisition times and readily quanti�able signals, but the drawbacks are there too; the

chemical shift range of the proton spectrum is narrow, and the inherent crowding problem is

made worse, with the additional peaks from the
13

C couplings, limiting the range of metabolites

that can be measured, relative to the dDNP spectra.

dDNP �ngerprint experiments on metabolite extracts, measuring natural abundance
13

C,

have been shown to have a high repeatability and contain the information needed for biological

classi�cation.[14, 15] With transfer times on scale with ours in the cell line experiment, they

show that it is possible measure up to 40 di�erent signals, and use this information on metabolic

pool sizes in the biological system for un-targeted metabolomics.

Figure 3.9 shows a representative spectrum from the cell line study, a spectrum from a sample

from the pilot study done with mouse tissue, performed with the same NMR set-up as the �rst

study (no transfer line, 9.4 T Varian magnet without cryoprobe) and a representative spectrum

from the mouse tissue study. Especially the addition of the pressurized transfer line system with

the bene�ts of lowered transfer time, and volume control, has had a large impact on the sensitivity

and spectral resolution.[80] If not for the updates on the hardware, we would not have been able

to get the same amount of measurable spectral features in the mouse tissue study, as we did in the

cell line study. The more di�cult incubation conditions from working with a living animal and

the protonated tracer, makes conditions for the NMR study much worse. With the cryoprobe and

the transfer line, however we got a much higher sensitivity in the second study and were able to

detect a wider range of metabolites, despite the di�culties in working with tissue compared to

cell extracts.

Further improvements to the dDNP process could be made, for an even higher sensitivity

gain; coating the NMR tube with Hellmanex solution, has been shown to reduce micro bubbles in

the sample, improving the line width of the spectral peaks.[15] As the majority of the 4 second

transfer time, when using the automated transfer line, was a 3 second delay to allow the sample to

settle into the tube, less micro bubbles could mean a shorter delay needed, increasing our ability to

measure signals from low T 1 13
C. Improvements on retaining polarization levels during transfer

could also be made by adding magnetic tunnel around the transfer line, as the polarization rapidly

decreases when passing through areas of low magnetization between the polarizer and the NMR

magnet.[81]



3.5. Discussion and Conclusion 29

Figure 3.9: Comparison of spectra between the studies. Bottom spectrum is a representative

spectrum from the cell line study. Middle from the �rst pilot study with mouse tissue. Top a

representative spectrum from the mouse tissue study.





ARTICLE 1: METABOLOMICS WITH A SMALL

FEATURE SET 4

Compared with other spectral methods utilized for metabolomics, the dDNP SIRM �ngerprint

spectrum o�ers a sparse spectrum with easily identi�able features. In the study published in the

article included in appendix A, we explored dDNP SIRM as a tool for classifying prostate cancer

cell line data. This chapter will explore the background of the study; how we chose to utilize the

information in the spectra and the choices made for the machine learning methods to work with

this information.

To study the possibilities of using SIRM �ngerprints made with dDNP NMR, as a tool for

research in prostate cancer, we chose to focus our �rst study on prostate cancer cell lines. Using

cell lines as a model for cancer in humans, o�ers the bene�ts of limiting individual variation

across samples. They are easier to manage and being less expensive, compared to tissue samples

from humans or animal models.[82] We worked with samples from four di�erent human derived

cell lines: DU-145[83] (isolated from a brain metastatic tumour), PC3[84] (isolated from a vertebral

metastatic tumour), LNCaP (isolated from a lymph node metastatic tumour), and PNT1a[85]

(immortalized cells from a healthy prostate).

There were three goals with studying the obtained �ngerprints: First to determine if we

had su�cient information captured in the spectra to distinguish the four cell lines from each

other. Secondly to make a robust, binary classi�cation between aggressive (PC3 and DU-145)

and indolent (PNT1a and LNCaP) cell line samples. Thirdly to perform a feature analysis, to

investigate which metabolic signals contributes positively to such a binary classi�cation.

4.1 the ddnp sirm fingerprint spectrum

With the metabolite extract samples created and the dDNP NMR spectra recorded, there is still

the challenge of how to generate the data matrix, and determining what pre-processing steps

should be applied to the data, to prepare it for the application of classi�cation algorithms. These

choices have to be carefully optimized, to ensure an unbiased model with interpretable results

without over-�tting to the data.

Figure 4.1 shows a representative dDNP �ngerprint from this study. The spectrum is sparse,

with a small number of mostly well separated signals. The middle region of the spectra, around

60-100 ppm, is not sparse however, because of the many, signals from the
13

C labelled glucose

tracer. As the tracer was fully labelled, the couplings between the
13

C nuclei, and to the deuterium

nuclei in the molecule, make the glucose peaks split into complex patterns. Most of the clearly

visible signals are found in the carbonyle region of the spectrum, as shown in the zoomed in

region in �gure 4.1. This is as we expected, since the carbonyle carbons have the longest T 1s and

31
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Figure 4.1: A representative dDNP NMR �ngerpint spectrum from the study, made from a 10

million DU145 extract. The zoomed excerpt shows the carbonyle area.

therefore more of their polarization remains after the transfer to the NMR magnet, compared to

the proton or deuterium bound carbons. For some of the most abundant metabolites, like lactate

and alanine, signals from several carbons are clearly seen. Most notable, all three signals from

lactate is clearly visible as large signals at around 23, 71 and 185 ppm.

Table 4.1: List of metabolite signals used for statistical analysis. C-[n] refers to which carbon in

the molecule gave rise to the signal measured.

Compound Abbreviation Chemical shift
DHAP

(Dihydroxyacetone phosphate)

DHAP-C2 214.6

Lactate LAC-C1 185.3

Glutamate GLU-C5 184.2

3PG (3-Phosphoglycerate) 3PG-C1 181.5

U178 (an uninditi�ed amino acid) U178 180.6

Alanine ALA-C1 178.8

Serine/Glycine SER-GLY-C1 175.5

Pyruvate PYR-C1 173.3

PEP (Phosphoenolpyruvate) PEP-C2 152.9

G3P (Glyceraldehyde 3-phosphate) G3P-C1 92.1

Many of the signals show a characteristic pattern of doublet peaks of the same size, with a

distance between them of ∼55 hertz - the characteristic splitting pattern for a
13

C atom bound to

one other neighbouring
13

C. Or, in the case of signal with two neighbouring
13

C atoms, a triplet
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splitting with two peaks with the same coupling distance to a middle peak of twice their size, as

for instance can be seen with the PEP signal at 153.9 ppm and the DHAP signal at 214.6 ppm.

Several signals were clearly identi�ed as metabolic products from the tracer, using information

on chemical shift values and splitting patterns and comparing these to known metabolites.[86]

Ten di�erent metabolites were found to have easily measurable signals in the spectrum.

Some compromises were made with these ten metabolite features: A doublet signal around

180.6 ppm, were identi�ed as belonging to an amino-acid, but we could not identify which.

The other identi�ed amino acid signals(alanine, glutamate, serine and glycine) were clearly

identi�able by their chemical shift and splitting pattern, but there are multiple amino acids with

a doublet carbonyle signal at 180.6 ppm. As this signal was clearly measurable and could possibly

contain valuable information, it was included as a feature with the name "U178". The signals

from serine and glycine, overlapped to a degree where they could not be seperated into two

signals, so the choice was made to include them together as a single feature. Both DHAP and its

unphosphorylated form, were seen in some spectra, at 214.6 and 216.9 ppm respectively. As it

was suspected that the extraction process and dDNP facilitated the changes between these two

compounds, they were included as one signal. The signal at 181.5 was unambiguously identi�ed

as 3PG with a dedicated experiment, in a previous study.[16]

Additionally, the peak from bicarbonate was also found to be measurable in some spectra,

but absent in others. As we had reason to suspect that this was a result from small variations

in pH neutralization process during metabolite extraction, and not from biological di�erences,

we chose not to include bicarbonate in the study. We also chose not to include signals from the

glucose as a feature for the analysis. The large quantity of glucose, that was given to the cells,

meant that there was plenty of signal to measure. The C1 signals from both α and β -glucose is

isolated in the spectra, but they have a relatively short T 1, and would thus be very sensitive the

transfer time used in this study (12±2 s).

As we wanted to test our statistical models on a dataset containing the least possible noise

and redundancy in its features, we chose to include only one signal from each metabolite. In this

way, the analysis would not be biased by multiple features informing on the same metabolite.

Di�erent ways of achieving this was considered: In the case of multiple signals the integral

values could be summed up or averaged for instance. We settled on the method of choosing only

one representative signal for each metabolite. In this way we could get information from the

signal optimized for minimal spectral overlap and longest T 1, giving the highest SNR. With this

approach we hoped to minimize technical variation from the small di�erences in transfer time

and shim quality between the samples. Table 4.1 shows an overview of the metabolites used for

further data analysis, with the abbreviations used and their chemical shift. All signals included

were from carbonyle
13

C atoms, which had a large peak from its middle carbon, with no bound

protons or deuterium atoms, and G3P, which had an isolated peak with no spectral overlap, at

92.1 ppm. in the otherwise crowded middle region of the spectrum.

The spectra were processed in MNova.[87] A line broadening of 3 Hz was added, they were

phased manually and Bernstein baseline correction was applied. The spectra were referenced

to the added HP001 at 25.7 ppm. The data matrix was constructed with integrals of the chosen
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Figure 4.2: A representative spectrum for each of the four cell lines included in the study.

metabolites measured relative to the HP001 signal. As some of the data presented in this study

was originally made for other, smaller projects, the cell count for the samples, were not kept

consistent; some samples were made with 10 million cells and some with 20 million. To make all

samples comparable, values for the samples containing only 10 million cells were doubled.

All further statistical analysis described bellow was carried out using Python[88] using

functions included in the packages Scikit-learn[89] and Scipy[90].

4.2 separating the cell lines

Our �rst question in the analysis of the data was whether the dDNP SIRM �ngerprints captured

su�cient information to separate each cell lines from the others. Figure 4.2 shows a representative

spectrum for each of the four cell lines. From just looking at the �gure, there appears to be clear

visible di�erences between the cell lines: Some peaks present in some cell lines seems to be

completely absent in the others, and other peaks vary in scale. It does not seem to be the case of

some cell lines in general producing more metabolites across the board compared to the others.

Rather for each cell line it seems to be that they produce more of some signals, and less of others,

compared to the other cell lines. Of course, a plot of only representative samples, cannot tell us if

these di�erences are persistent through all spectra.
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Figure 4.3: Box-plots of the three metabolites (DHAP, alanine and PEP) found to have signi�cant

di�erences in means, between the cell lines. Values are in arbitrary units.

To investigate if systematic di�erences in the mean values of the features could be found, a

one-way ANOVA test, was carried out, with p-value thresholds Bonferroni corrected, to account

for parallel testing. Of course, if it could be shown that one or more of the features fully separated

the cell lines, setting up complex multivariate analysis could have been a wasteful a�air. The

ANOVA test found a signi�cant di�erence in mean for DHAP, alanine and PEP (full test results

were presented in the supplementary information to the paper, appendix A). Box-plots for these

three metabolites are shown in �gure 4.3. While there are clear, visible di�erences between the

distributions of the data in the cell lines, the internal variance for the cell lines is so large, that

none of the three plotted metabolites separates the cell lines by themselves. We therefore moved

on to multivariate analysis and machine learning.

Based on the bene�ts and drawbacks of the di�erent classi�cation methods described in

section 2.3, we chose to perform to the classi�cation of the di�erent cell lines with PC-DFA. As

this was a multi-class problem, PC-DFA has the bene�t of producing a clear illustration of the

separation in the data and PC-DFA has been found to perform especially well in the case of a

small feature set, like we had here.[56] As we were not particularly interested in investigating

what features contributed to the separation between the four speci�c cell lines, the PC-DFA lack

of robust feature ranking, was not a concern for us.

PC-DFA being a parametric function, relies on a Gaussian distribution in the data to perform

optimally, we therefore chose to apply a Box-Cox transformation to the data �rst to transform it

into a Gaussian shape.[91] The Box-Cox transformation can only be applied to positive values,

and some values in the data matrix were slightly bellow zero (this could happen when a measured

metabolite was not present in a detectable quantity for a sample, and a random �uctuation in the

noise gave a lower value). Therefore, before transformation, every value in the data bellow zero

was set to zero and a very small number(1−10
) was added to all values in the data-matrix. Then

Box-Cox transformation was applied, and the data was mean centred and unit variance scaled.
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Figure 4.4: Plot of the �rst two principal components in the PCA analysis on the cell line data.

34.47% variance was captured in �rst component and 26.65% in the second.

The �rst step in applying PC-DFA, is the PCA. A plot of the two �rst principal components

from the analysis is shown in �gure 4.4. The two components plotted here captured most of

the variance in the data; 61.12% in total. While there is some structure in the plot - the PNT

and LN-CaP data points gravitate more towards the top-left corner of the plot, while PC3 and

DU145 fall more in the middle and bottom of the plot - the unsupervised PCA is clearly not

enough to separate cell lines from each other. The primary variance in the data was not only

related to our biological question, if it was, data points from each cell line should have clustered

together separately from each other in the plane made by these two principal components, as they

contained most of the variance in the data. As the samples in each cell-line should be biologically

identical to each other, the variance we see in the data is most likely introduced by technical

factors.

Even though we included only one feature representing each of our ten measured metabolites,

there was still covariance remaining in the data. This was to be expected: Some metabolites will

naturally correlate with each other in levels of production. Therefore it made sense to run the

LDA algorithm on the PCA transformed data, where each feature is orthogonal in relation to the

others, to elliminate the bias that arises from correlated features. We chose to include enough

PCA features to still account for a minimum of 95% of the variance of the original dataset. The

�rst 7 variables gave a total of 95.68% of total variance and they were carried over to the second

part of the analysis.

A plot of the two �rst discriminant functions of the PC-DFA is shown in �gure 4.5. All data

points except three (one PC3 and two LN-CaP) falls inside the coloured eclipses illustrating two

standard deviations from each point cloud. There seems to be two groups in the data, one with

PNT and LN-CaP data points and one with PC3 and DU145 which even this supervised algorithm

can not separate. This is also illustrated in the confusion matrix, with the results of leave-one-out
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Figure 4.5: The �rst two discriminant functions of the PC-DFA classi�cation, separating each

cell line. Coloured ellipses show two standard deviations from each point cloud.

Table 4.2: Confusion matrix with leave-one-out cross validated, results from PC-DFA classi�ca-

tion, seperating by cell line.

Actual \Predicted DU145 LNCAP PC3 PNT

DU145 7 0 1 0

LNCAP 0 5 0 3

PC3 1 0 7 0

PNT 0 2 0 6

cross validated classi�cation of the samples, shown in table 4.2: The PC-DFA had a 78% successful

classi�cation rate, with 25 out of the 32 samples identi�ed as their correct cell line of origin.

But the errors are only between DU145 and PC3 (two misclassi�cations), and between PNT and

LN-CaP (�ve misclassi�cations).

4.3 classification between aggressive and indolent cancer

cell lines

As the multi-class classi�cation with PC-DFA showed evidence for two groups in the data, it

made sense for us to move on to a binary classi�cation. As we found that the PC3 and DU145 data

points would group together separately from the group made by PNT and LN-CaP data points,

we chose to view this as the distinction between samples representing aggressive prostate cancer

versus indolent prostate cancer. The biological argument for splitting the data along this line, was

that while the LN-CaP cell line is harvested from a metastatic tumour, it is an early metastasis

and is still, like PNT, androgen dependent and show a low invasiveness.[92] This, combined with

the PC-DFA results, made us move on to pursue a binary classi�cation, exploring the seperation

of aggresive prostate cancer cell line samples (PC3 and DU145) against indolent prostate cancer
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cell line samples (PNT and LN-CaP).

Our priorities were to get a robust binary classi�cation, as far as possible with the small

sample size we had, together with feature ranking, making it possible for us to analyse which

signals contribute positively to a separation of aggressivity. Based on the qualities of the methods

laid out in section 2.3, we chose to use RF to do a feature ranking and then use SVM to build

the classi�cation using only the features chosen by RF. While RF gets out-performed by other

algorithms in terms of producing high success-rate classi�cation models, it is excellent for ranking

variables. SVM, on the other hand, is a robust classi�er, build speci�cally for binary problems,

which has been shown to work well on datasets with a small number of features, and to bene�t

from feature extractions made with RF, especially in the case of a small training dataset.[68]

4.3.1 Random Forest feature extraction

To construct the feature ranking, the RF algorithm was set up to build classi�cation forests with

500 trees, using gini impurity as splitting criteria, with no max tree depth and no minimums

required for splitting when building the trees. As RF does not require scaling, no preprocessing

was done to the data. As the trees made in the RF algorithm - like the name implies - are randomly

constructed, it always uses only part of the data points and features in a given training set. There

is therefore some variance in how the algorithm performs each time it is applied. An illustration

of this concept is shown in �gure 4.6, where the out-of-bag score (RF’s internally validated

classi�cation success estimate) is plotted for the RF algorithm run with di�ering number of trees,

from 20 to 1000. With a low number of trees the out-of-bag score �uctuates wildly between

91% (29 out of 32 samples) and 97% (31 out of 32 samples), sometimes dipping below this, but

as the number of trees increases the score is most often 93% even though it still �uctuates. The

decision of using 500 trees in the algorithm was made as a compromise between getting a stable

classi�cation rate in most RF runs and keeping running time reasonable.

When performing the feature ranking, the data was randomly split into two fractions: 70% of

the data was used as a training set and 30% was used as a validation set. The split was strati�ed

to keep an equal amount of aggressive and indolent cancer samples in each fraction. The RF

algorithm was trained on the training data and prediction of class was made with the validation

set, where the prediction accuracy was calculated as the ratio of correct classi�cations. Then the

values of the �rst feature in the the validation set was randomly permuted, and a new classi�cation

of the validation set was calculated. The di�erence from the non-permuted accuracy was recorded.

This circle was repeated for every feature, each time recording the di�erence in accuracy. Then

the whole process was repeated from the split into training and validation tests. The algorithm

of building the forest and permuting the training values, was done 1000 times in total, giving a

stable average of the change in accuracy when using real data or randomly shu�ed data for each

feature. The di�erence in accuracy was then used as the measure for ranking the features: The

larger the decrease between real and shu�ed values, the more essential the feature is for making

the classi�cation.

The results of the RF feature ranking is shown in �gure 4.7. We found that only four of the

ten features contributed positively to the separation between the aggressive and indolent prostate
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Figure 4.6: Out-of-bag classi�cation success rate for RF with di�ering number of trees from 20

to 1000.

Figure 4.7: Results of feature importance ranking performed with RF. Black bars are standard

error of the mean (SEM).

cancer samples. Two metabolic signals with a large importance; DHAP and G3P and two with a

smaller, but still positive contribution; lactate and alanine.

4.3.2 Classi�cation with SVM

With the feature ranking performed with RF, we were ready to make the �nal classi�cation

between the aggressive and indolent prostate cancer samples, with SVM. As we had a small

dataset, we chose to not optimize the parameters of the SVM to the data. Instead the parameters
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Table 4.3: SVM classi�cation success rate for di�erent subsets of the features in the data.

Features included Success rate

All 93.75%

DHAP, G3P, LAC-C1, ALA-C1 96.88%

DHAP, G3P, LAC-C1 93.75%

DHAP, G3P, ALA-C1 93.75%

DHAP, LAC-C1, ALA-C1 93.75%

G3P, LAC-C1, ALA-C1 96.88%

DHAP, G3P 90.63%

DHAP, LAC-C1 90.63%

DHAP, ALA-C1 90.63%

G3P, LAC-C1 81.25%

G3P, ALA-C1 93.75%

ALA-C1, LAC-C1 81.25%

DHAP 90.63%

G3P 84.37%

LAC-C1 75.00%

ALA-C1 62.50%

were kept �xed, to not risk over-�tting them to the data. We used a linear kernel function and set

the C parameter to 1, chosen as the range of our output variable (aggressive or indolent).[93] The

data was mean subtracted and unit variance scaled, before SVM was applied and leave-one-out

cross validation was used for obtaining accuracy results.

The classi�cation was made with both the full feature set of the original data, and for all

combinations possible of the four features, found important in the RF separation. The results are

shown in table 4.3.

The results show that the use of RF for feature extraction, improved the performance of the

SVM: When SVM was applied to the full dataset the accuracy was 93.8% (30 out of 32 samples),

but when the data was reduced to only the four features that the RF analysis found, it had positive

impact on the separation, and the accuracy rose to 96.9% (31 out of 32 samples). DHAP was the

feature that by itself could support the best classi�cation at 91%, and was the highest ranked

feature by RF importance (which we could also suspect from the ANOVA and the box plot in

�gure 4.3). Curiously though, a classi�cation equally as successful as the one made with all four

RF approved metabolites, could also be made using only G3P, lactate and alanine. In both these

cases only the same PC3 sample was misclassi�ed.

4.4 discussion and conclusion

With a 78% accuracy, we found that the dDNP SIRM �ngerprint spectra to some degree captured

information to distinguish between all four cell lines, but that it with 97% accuracy could dis-

tinguish between samples from aggressive or indolent prostate cancer cell lines. We could also

pinpoint the 3-4 metabolite signals that contributed to this successful classi�cation, opening up

the possibilities of identifying possible biomarkers for aggressivity.
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With that being said, there are of course some severe caveats with a study designed like this,

which should greatly limit how widely we interpret the results. Here we have statistically treated

the samples as if they were independently sampled from a population (n = 32), when in actuality

the situation is that we have four independent cell-lines with eight biological replicates each (n =

4).[94] In the worst case scenario, our �ndings re�ect nothing relating to cancer biology, but only

about an unrelated, biological trait that the two men supplying the original PNT and LN-CaP

cells had in common with each other, but not with the PC3 and DU145 men.

Considerations on proper validation of the results should also be made. The proper procedure

would of course be to run cross-validation (or even double cross-validation) and then do testing on

an independent set of test samples, not used for training the models. Of course, with such a small

dataset as we worked with here, this is just not possible. The results would be entirely dependent

on which samples were used for training and which for testing, and of course the same problem

from using biological replicates and not having true independence between samples would

arise.[49] Concerns have been raised over the leave-one-out method of cross-validation, suggesting

it to give less consistent results compared to higher k-fold cross-validation methods.[58] However,

leave-one-out cross-validation has the bene�t of taking the randomness element out of k-fold cross-

validation, giving the bene�t of stability to validation on small dataset, where this randomness

could have a large e�ect.[95]

We chose in this study to do minimal optimization on both RF and SVM to prevent over-�tting.

The choice to use the default parameters of the un-pruned trees has been argued as reasonable,[96]

along with the default choice of number of boot-strapped features used to build each tree.[97]

With SVM we are limiting the relationships between features and class, we could discover, by

only considering a linear kernel: If, for instance, a metabolite was produced either in very high

quantities or in very low quantities by aggressive cancer cells, but always in the same middle-level

quantity by indolent cells, this biological relevant relationship, could be picked up by a non linear

SVM-kernel. But, as we are already running the algorithm multiple times on the feature-subsets

in the data, we did not want to introduce additional parameters, as long as we could not do any

independent testing.

Our overall conclusion from this study is that the method of using RF+SVM on dDNP SIRM

�ngerprint data to classify types of prostate cancer, is a promising tool to develop further for

biomarker discoveries in cancer metabolomics. The small, but easily readable feature set, is

combined with machine learning methods suited, to provide clear information, not just on the

class separation but also directly on exactly which metabolites support the separation. This,

however still remains to be evaluated on more complex data.





ARTICLE 2: METABOLOMICS WITH dDNP SIRM

FINGERPRINTS IN A COMPLEX BIOLOGICAL

MODEL OF PROSTATE CANCER 5

The dDNP SIRM �ngerprint method has the potential to be an useful tool for identi�cation of the

underlying metabolic features that can classify between prostate cancers of di�erent aggressivities.

The manuscript submitted for publication included in appendix B, presents the study done on

prostate tissue samples from TRAMP mice. This chapter explores how to optimize the data

handling for the RF+SVM analysis in this study, and how the results of the classi�cation between

prostate and tumour tissue, can best be interpreted.

With the dDNP SIRM �ngerprint assay for extraction of metabolites, recording of NMR

spectra and subsequent data analysis method of RF+SVM feature extraction and classi�cation

established from the previous study, we were ready to move on from the cell lines to a more

complex system, for a better approximation of cancer growing in the human body. We chose

in this study to work with samples taken from TRAMP (Transgenic Adenocarcinoma of Mouse

Prostate) Mice.[98] Male mice with the TRAMP genotype spontaneously develop prostate cancer

which grows metastatic over the animal’s lifetime, making it a useful model for investigating the

progression of aggressivity in prostate cancer. [99]

Our original plan with the study was to compare prostate samples from mice with well

di�erentiated adenocarcinoma (WD) type prostate cancer with samples from mice with poorly

di�erentiated adenocarcinoma (PD) type prostate cancer. To our surprise, however, of the 53

mice we sacri�ced only 2 were discovered to be PD. The literature di�ers on how the PD grade

cancer arises in the mice. Some have described it as two di�erent sub-groups of mice where some

mice develop the aggressive PD tumours early (from 13 weeks onwards, peaking at 21 weeks)

and the more slow growing WD tumours only form in older mice.[100] Others have described

it as WD cancer developing in every mouse from 12 weeks of age then progressing to PD by

week 28,[101] or by week 39.[102]. As the ages of our mice at time of death ranged from 17 to 47

weeks, with the median being 29 weeks, we expected per any of these descriptions to �nd several

more PD prostates than we did. We have no clear-cut explanation of the missing PD mice, but a

contributing factor could be that the sta� of the animal facility caring for the mice, were very

contentious about examining the mice for tumours by palpitation. If a mouse was found to show

signs of illness in this way, we would arrange to sacri�ce it and all animals sharing its cage, in the

days following, to prevent unnecessary su�ering. Sometimes we would �nd tumours and some

times we would not. If we had conducted more reliable screening on the mice besides palpitation,

like ultrasound or MRI, we might have delayed the sacri�ce of some of the mice, allowing them

to develop PD prostate cancer.

Instead we focused the study on a binary separation between WD prostate tissue and the
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tumour growths we found on prostates and seminal vesicles. As described in chapter 3 a total of

38 samples (19 each of prostate and tumour) were processed with both 1D NOESY proton NMR

and 1D
13

C dDNP NMR. In this way, the prostate samples could serve as the indolent cancer and

the tumours as the aggressive, metastatic form. Without histology of each sample, a sure-�re

assessment of the cancerous development in the tissue cannot be made, but as the prostate tissue

of mature TRAMP mice has been described as benign areas with adenocarcinoma growths, this

classi�cation was deemed to be suitable.[103]

Figure 5.1: The age of the mouse at time of death, for each sample included in the study.

Figure 5.1 shows a histogram of the age of mouse at termination for each sample included in

the study. Of the prostate samples, 15 were from mice 32 weeks or younger and 4 were from mice

36 weeks or older. For tumour samples this split was 10 to 9. This bias in the data of prostate

samples tending to come from younger mice, were something we wanted to be conscious about,

moving forward.

5.1 analysis of ddnp data

The obtained dDNP spectra were processed in MNova, with an added line broadening of 0.3 Hz,

manually phased and Whittaker smoother baseline correction was applied. The spectra were

referenced to the added HP001 signal at 25.4 ppm, as this was found to match the lactate chemical

shift to known values in chemical shift Human Metabolite Data Base.[86]

Figure 5.2 shows the dDNP SIRM �ngerprint spectra for a sample from each of the two classes

in the data. Like in the cell line study, the spectra are sparse, but due to the improvements in

our NMR hardware, we see more metabolite signals outside of the long T 1 carbonyle area. The

largest signals in the spectra are those from the natural abundance
13

C in the deuterated glycerol,

added to the samples to form the polarization matrix. This is seen as two, large multiplet peaks at

74 and 64.3 ppm. Of the signals pertaining to metabolite products, lactate is by far the largest,

with all three signals clearly identi�able at 185.2, 71.2 and 22.8 ppm. These lactate signals tower

over the rest of the metabolite signals.
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Figure 5.2: A representative dDNP �ngerprint spectrum from a prostate sample (on top) and a

tumour sample (on bottom).

Figure 5.3: A zoom in on the carbonyl spectral region of the dDNP spectrum from a prostate

and tumour sample.
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In �gure 5.3 the carbonyl area of the spectra is shown. Some of the signals, like the C1

of alanine placed at 178.6 ppm, shows a characteristic pattern of a doublet peak, surrounding

smaller singlet, placed exactly in the middle of the doublet. This structure is consistent with

two di�erent isotopomers contributing to the signal; one where the
13

C neighbours another

13
C, causing the doublet splitting, and one where the

13
C neighbours a

12
C, causing no

13
C-

13
C

splitting, resulting in the singlet. Initially we assumed that the singlet signals were produced by

the natural abundance
13

C from the metabolic pools present in the tissue before the introduction

of the tracer. An analysis of the size of the signals ruled this simple explanation out: If the singlet

was only a product of natural abundance
13

C, the actual quantity of the metabolic pool would be a

hundred fold larger than what we observe, resulting in metabolic concentrations much larger than

biologically possible. Therefore we concluded that the singlets observed were mainly products of

the tracer having been combined with unlabelled metabolites present in the system, resulting in

isotopomers of not fully labelled metabolites.[33]

5.1.1 Classi�cation of prostate vs. tumour using the full dDNP data set

To explore the total information present in the dDNP �ngerprints, we �rst chose to set up a data

set including every metabolite peak from the spectra above the limit of detection (de�ned as

having as SNR above 3.3). If �ve or more data points had a lower SNR for a feature, it was not

included, as a feature. Signals from the glycerol and from the HP001 were excluded from the

data, and integral values were measured relative to the HP001 signal. A total of 129 signals were

included. All statistical analysis was done in Python.

Figure 5.4: Score plot of the �rst two Principal components plotted against each other, from the

PCA using all signals in the dDNP data set.
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Figure 5.4, shows the results of a PCA done on this dataset, after mean subtraction and unit

variance scaling. The plane made by the �rst two principal components accounts for a total of

51.92% of the variance in the data. There is a separation between the tumour and prostate data

points to be seen in the plot, mostly on the second axis with the prostate data being con�ned

to lower left of the plot and the tumours spreading out more to the top and the right. It seems

that there is a greater variance in the tumour data, compared to the prostate, as the latter groups

more together. The separation is not particularly strong; if the points were not labelled, it would

not be clear that there are two groups in the data, and some tumour points are clearly closer to

prostate points compared to other tumours.

RF feature ranking was performed by the same measures as described in chapter 4 except

that the size of each forest was increased from 500 to 600 trees and the repetitions increased from

1.000 times to 10.0000 times. These increases were made to keep the SEM on the importance

measures low, with the larger feature set compared to the �rst study. To avoid including a large

number of features with an importance barely above zero, a signi�cant importance cut-o� was

de�ned: A feature was deemed important if its measured importance minus its SEM were 5% or

more of that for the feature with the highest importance found.

Figure 5.5, shows results of a feature ranking performed with RF. A total of 34 features were

found to have a signi�cant positive contribution to the separation between tumours and prostates.

Out of these, the �rst six had a much higher measured importance, compared to the rest.

Figure 5.5: Analysis of the separation between prostate and tumour samples, using all signals in

the data. The plot shows results of feature ranking performed with random forest, showing the

34 features found to be signi�cant for the separation. Black bars are SEM.

SVM classi�cation was set up with a linear kernel. The C-parameter was optimized for each
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classi�cation using leave-one-out cross-validation with C = [2−5,2−4. . . 25] as possible options.

Data was mean centred and unit-variance scaled before SVM was applied.

SVM on all 34 features found signi�cant, gave a 97% (37 out of 38) correct classi�cation

between tumour and prostate samples, and using only the six highest ranked gave a 95% correct

classi�cation (36 out of 38 samples), with leave-one-out cross-validation. While this showed

that the dDNP �ngerprints have the ability to be used to classify between the tissue types, the

results were not useful in terms of evaluating the metabolite production from the tracer: Of the

six highest ranked features from RF, only two could be identi�ed as labelled metabolites, one

belonging to lactate and one belonging to glucose. The other four were singlet signals, three of

which had a relatively low SNR (below 5).

5.1.2 Classi�cation of prostate vs. tumour using metabolite selected data

In order to produce more interpretable results, in terms of how the prostate and tumour tissue

metabolize the labelled glucose, a metabolite speci�c data sub-set was constructed, more like the

one used in the cell line study. For each identi�ed metabolite in the data one signal was included

for each observed isotopomer, so for most metabolites both a
13

C-
13

C douplet signal and a singlet

signal were included as separate features. A total of 35 features were present in this metabolite

data set.

Figure 5.6: Score plot of the �rst two Principal components plotted against each other, from the

PCA, using signals selected for speci�c metabolites.

The results of a PCA performed on the metabolite selected data set is shown in �gure 5.6. The

�rst two components plotted accounts for a total of 58.11% of the variance in the data. Compared

to the PCA for the full data in �gure 5.4, much of the separation between prostate and tumour
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samples have disappeared. The prostate data points are still somewhat grouped together in the

lower half of the plot, but the tumour data points are spread out through the plot. Clearly, some

of the features removed from the data, had variance which contributed to separation the of the

tissue types.

Exploring potential underlying features with PCA

A concern was that the di�erence in the age of the mice providing the samples and the di�erence

in the size of the samples before the metabolite extraction, could be in�uencing the separation

between the groups. Especially since the separation largely disappeared in the PCA plot for the

metabolite selected data set (�gure 5.6), we wanted to investigate if variance displayed in the

plot was related to either sample weight or mouse age. If this was the case it could bias the

classi�cation, as the tumour samples were both more extreme in weights and the mice providing

the tumour samples trended older.

In �gure 5.7 the same PCA as in �gure 5.6, is shown, but coloured to show the distribution of

mouse age and calculated sample wet-weight for each data point, respectively. Circles are used

to specify prostate data points and stars for tumours. Neither of the plots, seems to reveal any

hidden structures in the data. If age or sample weight did explain most of the variance in the data,

we would expect to see either a gradient through the plots, where the colors change from one end

to the other, or clustering, where points of one color tend to be closer to one another. The closest

thing to this that we see is that the two points with the highest weight, and thus the reddest

colouring is located close together in the middle of the plot on the right, but as this describes

only two of the data points and they are both tumours, this could be completely coincidental.

Figure 5.7: PCA analysis of the metabolite selected dDNP data. Tissue type is denoted by shape

of points. On the left: Points are coloured after the age of the mouse that the sample was taken

from. On the right: Points are coloured by the calculated weight of the tissue before metabolite

extraction.

Of course, this surface exploration of how the factors of age and weight in�uence the variance

in the data, does not mean that we can exclude that they in�uence the data and the results.
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Figure 5.8: Analysis of the sepation between prostate and tumour samples, using signals selected

for speci�c metabolites. Results of feature ranking performed with random forest, showing the

12 features found to be signi�cant for the separation. Black bars are SEM.

However, since their in�uence seems to be less than that of our biological question of interest,

we were satis�ed in moving on with the analysis.

RF+SVM results on the metabolite selected data

Figure 5.8, shows the results of the RF feature ranking on the metabolite selected data. 12 features

where found to have a signi�cant measured importance, with two features scoring much higher

than the rest; the signals at 184.96 and 184.05 ppm, assigned to the lactate carbonyl doublet and

glutamate carbonyl singlet, respectively.

The features found signi�cant with RF were iteratively used as input for the SVM classi�cation

algorithm. This meant that �rst a classi�cation was made using only the highest ranking feature,

thereafter one was made using both the �rst and the second and so on, with the �nal using all 12

features. The results of the classi�cation with di�erent number of features can be seen in table

5.1, along with the identity of the features. The best classi�cation had a 95% success rate and

was done by using all 12 signi�cantly important features. This is of course a drop from the 97%

success rate found when using the signi�cantly important features from the full data set, but we

have traded this for a result based only on 12 signals readily identi�able in terms of the glucose

metabolism we sat out to investigate.
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Table 5.1: Results from RF+SVM analysis on metabolite speci�c data. The 12 features found

signi�cant with RF, ranked by importance. SVM classi�cation results reported are obtained when

including the metabolite and every metabolite found to be more important.

Identity Abbreviation Chemical shift SVM classi�cation
Lactate - C1 Doublet lac 184.96 81.6%

Glutamate - C5 singlet glu 184.05 92.1%

Beta fructofuranose - singlet b-� 100.82 89.5%

Serine - C1 singlet ser 175.01 92.1%

Alfa fructofuranose - singlet a-� 104.22 92.1%

Glutamine C5 - doublet gln 180.63 92.1%

Aspartate C1 - singlet asp 180.10 92.1%

Glycine C1 - singlet gly,s 175.44 92.1%

Glycine C1 - doublet gly,d 175.20 92.1%

Urea urea 165.54 92.1%

Alanine C1 - singlet ala,s 178.61 92.1%

Alanine C1 - doublet ala,d 178.39 94.7%

5.1.3 Redundancy in data for Random Forest feature ranking

A point of interest for interpreting the results of the RF feature ranking, is how covariance in the

features could in�uence the measured importance. As described in section 4.3.1, the importance is

measured by how much worse the classi�cation becomes, when the values of that single feature

is randomized. A logical consequence of this is that a feature that separates the data well, but is

highly correlated with other features in the data, would rank lower in importance compared to a

feature with an equal ability to separate, but with no correlations. When the �rst feature gets

randomized, the information it provided to the data will still be present in the correlated features.

To illustrate this e�ect, a test was run on dataset with arti�cially added redundant information.

To limit the random forest run-time, a base data set using only the 12 features found important in

the metabolite speci�c data set was used, and the number of repetitions of the RF algorithm was

lowered to 1.000. The redundancy was introduced to the data in the simplest way possible; by

including the same feature multiple times. We chose glutamate singlet (glu), as that feature had

come out as a clear number second, in the original ranking, more important than every other

feature except one.

Figure 5.9 shows the results of this redundancy experiment. In the plot on the top left, nothing

has been altered in the data, and the importance of the glu feature (highlighted in purple) is the

ranking, we were expecting. In the plot on the top right, one copy of glu has been added, and

while the two glu’s are still second and third ranked, each of their scores are lowered relative to

the other features. In the plot on the bottom right, �ve copies have been added for a total of six

glu features, and now the several other features out ranked them in importance. And �nally, in

the bottom right plot, ten glu copies have been added, and their importance is now barely above

or generally below zero.

Of course, the situation of the same exact feature is present ten times over in data, is rather

arti�cial, but these results show why this RF feature ranking method pairs well with the metabolite
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Figure 5.9: Random forest feature extraction with redundancy added to the data, measured

importance for all features is plotted. Top left: No changes made to the data, glutamate importance

highlighted in purple. Top right: Data with one copy of the glutamate feature added. Bottom left:

Data with �ve copies of the glutamate feature added. Bottom right: Data with ten copies of the

glutamate feature added.
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selected data sets. If every peak in the spectra are used as separate features, and some metabolites,

like lactate for instance, provides several peaks, which apart from the variation in noise, should

correlate completely, then the importance of lactate would be lowered relatively to a metabolite

providing fewer signals in the spectra. We also have to be mindful about di�erent metabolites

correlating with each other. In �gure 5.9 it can be seen that the importance of urea and both

glycine signals also starts to fall, with the addition of the glutamate duplicates. And curiously,

aspartate and the two fructofuranose signals, which of course were found signi�cant in the full,

metabolite selected data set, were not found important when only the 12 top ranking features were

included and no duplicates were added, but became important again as redundant information

were added.

The important take away, is to remember that we are looking a relative importance between

the features of a speci�c data set. How we construct our data is vital for whether we are able to

measure the importance of speci�c metabolites.

5.2 noesy data analysis - the auto-read spectra

Along with the dDNP spectra, 1D proton NOESY spectra of the same samples were also obtained

and analysed. Initial processing of the NOESY spectra was done in Bruker TopSpin (version 4.0.7),

where a 0.3 Hz line broadening was applied and the phasing was adjusted. Then the spectra were

transferred to MatLab[104] for further processing. The spectra were referenced to the TSP peak

at 0 ppm and the area of interest was set from 0.05 to 10 ppm, with the suppressed water peak

cut-out (4.59 to 5.04 ppm). To overcome small chemical shift di�erences between the spectra,

spectral adjustment were done with ICOshift (version 3.0),[105] where the spectra were cut into

smaller regions and the best possible alignment was made for each region. Finally, the spectral

data was transferred to Python for further analysis.

There were some areas of the spectra sparse enough that the
13

C labelled metabolite signals

could be identi�ed, from chemical shift values and splitting patterns. The lactate and alanine

signals shown in �gure 5.10 on the left, have characteristic pattern of an uncoupled signal is

surrounded by side-bands, caused by the H-
13

C coupling. Other areas, however, like the one

shown to the right in �gure 5.10, were so crowded that separating and assigning each signal

would be impossible. The inherent problem of the relative narrow chemical shift range in the

proton spectrum, resulting in spectral crowding, was exacerbated for our data from the side-band

splitting in the metabolite products of the
13

C labelled glucose tracer. We therefore opted to use

automatic binning, to be able to use information from the entire spectrum, with minimum work

of de�ning the features. The spectra were integrated into uniform bins of 0.2 ppm in length.

As it has been shown that random �uctuations in noise features can have a large impact on

PCA on auto-binned NMR data,[106] we used a noise �lter to remove most of the features with

out any signal. We chose a noise feature in an area of the spectra where the noise level was high;

the bin from 5.27-5.29 ppm. The noise �lter was sat as the highest value in this representative

noise bin. Any features where no value were higher than this �lter, was discarded from the data

set. A total of 176 noise features were removed this way, leaving 298 features in the data. Data
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Figure 5.10: Examples from the Noesy spectra. Vertical lines show the locations of the bins. On

the left: Relatively sparse spectral region, where the
13

Ccoupled satellites can easily be recognised.

On the right: Very crowded spectral region, where metabolite assignment is impossible.

was normalized to the TSP signal and to the tissue weight of the sample.

Even with the noise �lter, we could not be sure to remove every feature without signal from

the data - at least not without also removing at lot of the smallest peaks along with them, if we

had increased the �lter value. To avoid scaling up the remaining noise, we chose not to apply

unit variance scaling to the data before the PCA, instead the data was mean centered and Pareto

scaled. With pareto scaling the data is divided by the square root of the the standard deviation,

instead of the full standard deviations, giving the bene�t of not scaling small �uctuations in noise

up to a level with the largest variation in the signals. The drawback of this solution is that the

data will be biased towards the larger signals.[107]

The results of the PCA can be seen in �gure5.11. The plane of the two �rst components makes

up 70.68% of the variance in the data. There seems to be a better separation between tumour and

prostate samples in NOESY data, compared to the dDNP data sets. While the tumour data points

are still somewhat more spread out, apart from the outliers, they are collected in the left side

of the plot. Two prostate data points are closer to the tumours than to the other prostates, but

otherwise the prostates are clustered together. Rather surprising; two tumour data points are

completely separated from the rest at the right side of the plot, on the other side of the prostate

samples. These two tumour data points did not particularly cluster with the prostates in the

dDNP data (they are the two left most tumour data points in �gure 5.4 and �gure 5.8), but they

were the two errors in the SVM classi�cation using the six most important features in the full

dDNP dataset, and one of them was an error in best classi�cation with the metabolite selected

data too. Nothing from the appearance of the tissue when it was taken from the mice, indicated

that these samples were likely to be misclassi�ed, but of course, dissection of mice prostates is

delicate work, and as no histology was performed to cement the tissue grading, it is entirely
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Figure 5.11: Score plot of the �rst two Principal components plotted against each other, from

the PCA, made with the auto-read and Pareto scaled NOESY data.

within the realm of possibilities that some samples could have been misclassi�ed.

In �gure 5.12, the results from the RF feature ranking of the NOESY data is shown. A total

of 20 features were found to have signi�cant importance, with the top ranking feature having a

much higher measured importance compared to the rest.

Like the dDNP data, the important features found, were mean centred and unit variance scaled,

before iteratively being used as input for the SVM classi�cation. Only the top three important

features (bins starting at 7.13, 6.81 and 7.11 ppm) were found to be needed to support a 100%

correct, leave-one-out cross-validated classi�cation between prostate and tumour samples. There

is reason to be highly sceptical of these results. A view of the spectra, zoomed in on the three

features perfectly separating the two classes, is shown in �gure 5.13. The de�ning characteristics

of the classi�cation, seems to be some very broad peaks, possible from a contamination with

larger molecules. Especially since the PCA plot identi�ed the two clear outliers and the separation

is based on as �imsy a ground as these three features, it seems clear that the RF+SVM algorithm

has over-�tted in this case. With only 38 samples and more than 300 input features, some of

them still dominated by noise, there is too much room to create a successful classi�cation where

none should exist. If the RF+SVM algorithm should work with auto-read data, either many more

samples should be collected or a much more stringent cross-validation protocol should be put in

place.
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Figure 5.12: Analysis of the separation between prostate and tumour samples, using NOESY

data. The �gure shows the results of feature ranking performed with random forest, showing the

20 features found to be signi�cant for the separation. Black bars are SEM.

Figure 5.13: The NOESY spectra, zoomed to show the three features (marked with arrows)

supporting the 100% correct classi�cation obtained.
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Table 5.2: Leave-one-out cross-validated results of testing the RF+SVM method on randomized

data. The range of results of the �ve test is noted, with the average in parenthesis.

Full dDNP data Metabolite selected data
Signi�cant important features 7-19 (11.6) 2-7 (5.2)

Highest success rate 65.8-76.3 (72.1) % 55.2-68.4 (59.5) %

Features needed for
highest success rate 2-12 (6.6) 1-6 (2.6)

Success rate without
feature selection 39.5 - 52.6 (46.8) % 50 - 60.5 (57.4) %

PLS-DA success rate 44.7 - 63.2 (51.6) % 47.4 - 60.5 (53.7) %

5.3 results on shuffled classes

With the discouraging results on the NOESY data set, concerns were raised on whether the results

obtained on the dDNP data actually re�ected a biological separation of the tumour and prostate

samples, or they too were over-�tted to the data; a 95% classi�cation success rate is not impressive

if an equal rate could have been made on pure noise. To verify this, we decided to test out the

algorithm on data where no consistent classi�cation should be made.

The experiment was made by shu�ing the labels in the out-put variable i.e. whether a

sample was "prostate" or "tumour". Other methods of generating a nonsense classi�cation were

also considered; the values of each feature could have been shu�ed between the data points or

entirely new datasets made up of randomly generated values could have been made. However,

by keeping the input data intact and only shu�ing the labels, we get to test the algorithm on

realistic metabolomics data, just without a real, biological separation to be found. If factors like

correlation between features or the distribution of values in certain features, contribute to make

the algorithm over-�t, we are keeping them in the data, by testing this way. In addition to the

RF+SVM method, classi�cations were also made using SVM on data with out feature reduction

and with PLS-DA.

Table 5.2 shows the results of the shu�ed label experiment. There seemed to be a degree of

over-�tting happening with the full dDNP data set; the mean classi�cation success rate of 72.1%

is way higher than the 46.8% for the SVM without RF feature reduction and the 51.6% for the

PLS-DA. Of course, the highest rate of 76.3% is still a good way from the 97% we saw with the real

classi�cation, so a true separation between the tumour and prostate samples were found, though

it might not be as solid as we would have liked. The reduced sizes of the metabolite selected

data set, seems to have alleviated the problem, the mean success rate found here, was only 59.5%,

comparable to the 57.4% and 53.7% for the SVM with no reduction and the PLS-DA respectively.

Compared with the real classi�cation, where 34 features were found signi�cant for the full

dDNP data and 12 for the metabolite selected, the numbers found in the labelled shu�ed tests

were much lower. These wete between 7 and 19 for the full data and between 2 and 7 for the

metabolite selected. In the case where only a small number of features in the data were found to

support the separation, this could indicate an arti�cial separation.
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5.4 discussion and conclusion

Our investigation of the classi�cation between tumour and prostate tissue from the TRAMP mice,

con�rms that the dDNP SIRM �ngerprints do contain the information needed to separate between

degrees of aggressivity in prostate cancer, not just in the simple cell line case, as we saw in the

previous study, but also when working with extracts from complex tissue samples.

The RF+SVM method of feature ranking and classi�cation, were found to be ideally suited to

the sparse dDNP spectra, as this algorithm combination makes it possible to select the speci�c

signals that contains the information produced from our labelled tracer. This is obtained by

keeping the redundancy in the data low, and thus giving a better importance measure for some

metabolites, and by keeping the number of features low compared to the number of samples in

the study, and in that way limiting the possibility of over�tting.

The challenge of �nding metabolite features important for the classi�cation between tissue

types, was embarked upon, without a clear de�nition of what "important" really should entail. As

we have shown, the importance measured for one feature, with the RF algorithm used here, is

conditional to the importance of other features in the data set - a so called partial importance, in

contrast to marginal importance were each feature is taken as single predictor in it self. There

is no settled consensus on which of these perspectives is the "correct" - di�erent situations can

bene�t for di�erent ways of measuring importance.[108] No matter what, it is of course important

to be concious of how to interpret the results. Di�erent methods of ranking features in importance

using a permutation based scheme with RF have been shown to perform well, ours is relatively

simple, and improvements could be made.[109–111]

The tendency to over-�t on the larger datasets, could stem from an inherent problem with

the RF+SVM algorithm in its current form. While Leave-One-Out cross-validation is applied to

the SVM classi�cation, this part of the analysis builds on top of the feature ranking, which all

samples (including the one used to validate) were used to form. It was not feasible to build the

RF feature ranking into a cross-validation loop along with the SVM, as the RF algorithm already

took multiple hours to run, with its internal validation. Another solution could be to use larger

datasets, with sample size big enough that it could be possible to split it into two parts; one for

feature ranking with RF and the other for classi�cation with SVM. If a feature was both found

signi�cant by RF on the �rst data sub-set and improved classi�cation with SVM on the second,

we could be much more con�dent that it was not just selected due to random noise �uctuations.

With further improvements on the automation of the dDNP process, larger data sets will be easier

to produce in the future.
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Through the studies in this thesis, we have established dDNP SIRM �ngerprinting as a method

for metabolomics. We have combined the bene�ts of high SNR and high spectral resolution of

the dDNP NMR �ngerprint, with the ability to monitor metabolic production from SIRM. The

outcome is a method for easy identi�cation and quanti�cation of metabolites relevant for cancer

biology. We have also provided the �rst application for this method developed in a complete

study using prostate cancer tissue from animals.

Speci�cally, we found that the obtained dDNP SIRM spectra did contain su�cient information

for biological classi�cation between prostate cancer samples of di�erent degrees of aggressivity.

In the cell line study signals from four di�erent metabolites were found to support a 96.9%

successful classi�cation, and in the mouse tissue study, twelve features supported a 94.7% success

classi�cation with the RF+SVM algorithm.

The combination of RF for feature selection and SVM for classi�cation was found to work

well with the obtained data, when each feature was selected to represent a unique metabolite.

This approach yielded results directly interpretable with respect to the metabolism of the applied

tracer. On the larger, less curated datasets RF+SVM were found to over-�t, and be of less value

results in terms of feature selection.

Improvements made to the hardware between the two studies, in particular installation of

a cryoprobe and development of a transfer line between the dDNP and NMR magnets, proved

vital to obtaining signals of all but the most dominating metabolites in the mouse tissue study.

With this increase in sensitivity and decrease in transfer time, even the short T 1 carbons from

the protonated glucose tracer were measurable.

Further improvements to the dDNP SIRM �ngerprint assay can be made by implementing

available technological developements:

1. An increase in SNR up to an approximate factor of two can be obtained by polarizing the

extracted metabolite samples at higher �eld strength and lower core temperature compared

to the Hypersense (3.3 T and 1.4 K).[112]

2. Repeatability and accuracy could be improved for �eld sensitive metabolite signals by con-

struction of a magnet shielded transfer line. This would minimize di�erential polarization

loss of metabolite signals from the sample passing through low magnetic �eld areas.[81]

3. A shorter delay between sample dissolution and acquisition could be achieved with Hell-

manex treatment of the NMR tube. Such treatment has been shown to prevent microbubles

in the sample.[15]

Ideas for a completely di�erent dissolution process has been published. Speci�cally, a method

for transferring a hyperpolarized sample as a solid from the polarizer to the NMR magnet

at a rapid speed, before dissolution in the NMR magnet has been demonstrated.[113]. Such

59
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developments where the transfer time is much faster than the approx. 1s transfer in our method

could be interesting. It is however important to note that the high spectral resolution and high

repeatability in the dDNP SIRM �ngerprint method should not be compromised on the expense

of sample transfer speed.

A challenge with using the combination of RF+SVM for feature selection and classi�cation was

the size of the datasets, which prevented proper training, validation and testing of the algorithms.

There were simply not enough data points to make the needed data splits for such evaluation, since

dDNP SIRM �ngerprinting is not yet a high throughput method. Production of large scale dDNP

datasets are limited by a current 1.5 hour polarization time. Also, even with the automated transfer

line, dDNP is a hands-on procedure: A scientist has to be present to handle the sample insertion,

the initiation of the transfer and preparation for the next sample. Data acquisition cannot happen

automatically over-night. Although improvements to the polarization medium could cut down

polarization time, allowing for a higher sample throughput,[114] hardware improvements are

needed to improve sample turnover times. Design of multi-sample polarizers such as the clinical

polarizer, SpinLab, has been published.[115] Even more interesting is the new ideas about storing

frozen hyperpolarized samples in low �eld and cryogenic temperatures outside the polarizer

for dissolution.[116] Such method could separate the DNP process from dissolution and NMR

acquisition. Samples could be polarized and extracted for storage and sample accumulation. The

stored hyperpolarized samples could be melted and connected with fast NMR sample handling.

The �rst application work with the dDNP SIRM �ngerprint method using prostate cancer

tissue from mice to extract metabolic biomarkers pointed out the possible importance of assessing

several metabolites using a combination of
13

C tracers. Of particular note, fructose could be of

interest for further studies, as fructose metabolism has been found to be altered in an array of

cancers, including prostate cancer.[117] Further work should be performed to evaluate whether

combinations of the metabolites could have relevance as a biomarker for prostate cancer using

real-time dDNP NMR.

Metabolic pathway analysis could be performed with the data obtained in the mouse tissue

study. Since di�erent isotopomers were measured to have been produced as products of the

glucose tracer, this could be an avenue to evaluate the dDNP SIRM �ngerprint as a method for

�ux analysis.
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a b s t r a c t

Metabolic fingerprinting is a strong tool for characterization of biological phenotypes. Classification with
machine learning is a critical component in the discrimination of molecular determinants. Cellular activ-
ity can be traced using stable isotope labelling of metabolites from which information on cellular path-
ways may be obtained. Nuclear magnetic resonance (NMR) spectroscopy is, due to its ability to trace
labelling in specific atom positions, a method of choice for such metabolic activity measurements. In this
study, we used hyperpolarization in the form of dissolution Dynamic Nuclear Polarization (dDNP) NMR to
measure signal enhanced isotope labelled metabolites reporting on pathway activity from four different
prostate cancer cell lines. The spectra have a high signal-to-noise, with less than 30 signals reporting on
10 metabolic reactions. This allows easy extraction and straightforward interpretation of spectral data.
Four metabolite signals selected using a Random Forest algorithm allowed a classification with
Support Vector Machines between aggressive and indolent cancer cells with 96.9% accuracy, -
corresponding to 31 out of 32 samples. This demonstrates that the information contained in the few fea-
tures measured with dDNP NMR, is sufficient and robust for performing binary classification based on the
metabolic activity of cultured prostate cancer cells.

� 2020 Elsevier Inc. All rights reserved.

1. Introduction

Metabolomics, the profiling and study of the small molecular
products of a system, is a powerful tool for gaining insight into
the biochemical state of an organism [1]. The snapshot of metabo-
lites at a certain time point - the so-called metabolic fingerprint -
can be correlated to the phenotype of the organism and can there-
fore be used for diagnostic purposes [2]. Metabolic fingerprints
were, for instance, used as a basis for classifying the aggressiveness
of cancers [3]. Machine Learning (ML) algorithms are especially
useful for the classification of metabolic fingerprints as belonging
to distinct biologies [4,5]. Such algorithms can be applied to make
a feature based separation as well as to identify which measured
features are important for a successful classification [5,6].

Nuclear Magnetic Resonance (NMR) and Mass Spectroscopy
(MS) are the two most popular analytical techniques for generating
metabolic fingerprints. NMR is reproducible and quantitative
within a large dynamic range without need for authentic standards
and it provides specificity on an atomic level. It is however relative
to MS insensitive [7]. Metabolic fingerprints obtained with NMR

are most often acquired as a single sampling of metabolites
belonging to the investigated biological system. Biofluids or
extracts from cells or tissue are directly processed and metabolite
levels are quantified and compared. Such analysis provides a snap-
shot into a given biological system. Alternatively, biological func-
tion may be measured by profiling the metabolic activity in a
network of biochemical transformations. In this case metabolic
transformations may be traced by stable isotopes, e.g. 13C [8]. Such
method has been called stable isotope resolved metabolomics
(SIRM) [9,10]. Metabolite levels and pathway activities represents
complementary information about the biological system and both
are needed for metabolic understanding [11].

Due to its high sensitivity 1H NMR is widely used in metabolo-
mics. These NMR experiments are however challenging to use for
bio-marker identification due to extensive signal overlap that ham-
pers both metabolite identification and quantification. Issues that
are even more pertinent when traced metabolites are used for
analysis of pathway activity due to further signal overlap from cou-
pling satellites. In such studies NMR methods that take advantage
of the larger chemical shift ranges of low-gamma nuclear spins are
advantageous. These experiments, however, come with the penalty
of longer acquisition times with sample stability as a complication.

A sensitivity boost to NMR may be obtained by applying
dissolution Dynamic Nuclear Polarization (dDNP), where the polar-

https://doi.org/10.1016/j.jmr.2020.106750
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ization of the nuclei is enhanced ex situ before the NMR spectra are
recorded [12]. Using dDNP, the NMR signal can be enhanced sev-
eral orders of magnitude compared to room temperature equilib-
rium. We have recently developed a method combining dDNP
with isotope labelled metabolomics NMR. Specifically, we showed
that metabolic activity can be measured reproducibly and quanti-
tatively using [U-13C6, d7]D-glucose as a tracer for glycolytic activ-
ity in cancer cells from dDNP signal enhanced 1D-13C NMR spectra
of transformation products [13]. dDNP enhanced 13C NMR data has
been shown to meet the repeatability demands of metabolomics,
which further supports the methods potential as a complementary
analytical tool [14]. The dDNP 1D-13C NMR spectra are sparse and
metabolite signals are readily identified and quantified.

Machine learning (ML) is by now an integrated tool in metabo-
lomics where it is used e.g. for prediction of cancer progression
from discriminations based on metabolite levels [15]. ML is, how-
ever, not commonly used on isotope labelled metabolite data
reporting on metabolic transformations. Generally, NMR data from
studies involving tracing of isotope labelled metabolites are sparse
compared to those involving measurement of metabolite levels,
which should be taken into account when choosing an appropriate
ML algorithm: If an input data matrix (consisting of signal integrals
in a number of samples) contains more NMR signals than samples
this renders a proper validation of the separation and feature selec-
tion important for classification [5]. ML algorithms which are com-
monly used in such situations often perform worse in terms of
prediction accuracy than other classifiers when challenged with
lower number of variables [16].

The present study is the first study to evaluate whether dDNP
13C NMR may be used to provide fingerprints of metabolic activity
useful for classification of cancer cell phenotypes. The study goal
was three-fold: To investigate whether it was possible to make a
robust multi-class classification based on few NMR signals and
capture differences between four prostate cell lines. Secondly, to
evaluate if the use of metabolic activity measurements such as
those obtained with dDNP 13C NMR can be used to separate aggres-
sive cancer cell lines from indolent cancer cells in a binary classifi-
cation. And thirdly through a feature analysis to examine the
importance ranking of NMR signals for identified metabolites in
the binary separation.

2. Results

dDNP 13C NMR spectra were obtained from four different pros-
tate cancer cell lines: Two highly invasive, androgen independent
cell types: PC3 (metastatic, derived from bone marrow) and
DU145 (metastatic derived from brain), and two low invasive,
androgen dependent cell types: LNCaP (early metastasis derived
from lymph node), and PNT1A (PNT, immortalized cells from
healthy prostate). A total of 32 samples (8 from each cell type),
were made by the method described in Lerche et al. [13]. In brief,
cell samples were incubated with [U-13C6, d7]D-glucose for 30 min,
before metabolism was quenched and metabolites were extracted
with perchloric acid. The samples were lyophilized, and the meta-
bolic mixture was prepared for dDNP in a mixture of water, glyc-
erol and trityl radical with addition of a reference compound
(HP001, 1,1-bis (hydroxymethyl) cyclopropane) for referencing
and quantification. All samples were hyperpolarized with DNP
for 1.5 h, dissolved in phosphate buffer (pH 7.4) and directly trans-
ferred to a 9.4 T NMR magnet for recording of 1D 13C NMR spectra
(see suppl. Inform. for detailed methods). The carbon NMR signals
were straightforwardly identified as belonging to specific atoms in
energy/glycolytic metabolites by consulting available databases
[17]. This was done using distinct chemical shifts of carbonyl car-
bons and by comparing 13C–13C coupling constant pattern with

simulations using the NMR analysis tool MNova [18], since all
metabolite signals are derived from uniformly 13C-labelled glucose,
Fig. 1. In comparison to conventional SIRM NMR using 1D 1H NMR
with 13C-couplings for analysis the dDNP 1D 13C NMR spectra has
less overlap, SI Fig. S2. Whereas ten metabolites were directly iden-
tified and quantified in the dDNP 1D 13C NMR spectra only two of
these, alanine and lactate, could be unambiguously identified and
quantified from the 1D 1H NMR spectra.

The spectral features used for further analysis are listed in
Table 1. Signals representative of identified metabolites was
included in the ML analysis as quantified peak areas relative to
the internal standard. One carbon signal representative of each
identified metabolite was included in the analysis; in general long
T1 carbons (e.g. carbonyl atoms) and carbon signals with less over-
lap in the spectra were prioritized as representatives, as an exam-
ple of the latter PEP-C2, which lies completely isolated in the
spectra was included rather than PEP-C1.

On average, there were visible differences in the metabolite
production between cell lines. An analysis of variance (ANOVA)
test on the distribution of all measured integrals over 8 samples
for every cell type showed that there was a significant difference
between the four cell lines in the measured integrals of DHAP-
C2, ALA-C1 and PEP-C2. Although the data precision was generally
low the ANOVA test suggests that these metabolites may carry dis-
crimination value in a classification between the four prostate can-
cer cell types. Also, pairwise statistics were performed between
each cell line, for every metabolite with a T-test. This test showed
significant difference for the metabolite DHAP-C2 between the
aggressive cell type DU145 and the indolent PNT and LNCaP,
respectively (Bonferroni corrected significance, P < 5%), SI, Table S2.

Our first point of inquiry was whether a classification, using an
appropriate ML algorithm, could be made to identify each sample
to the cell line it came from. Contrary to conventional NMR, dDNP
NMR spectra, using 13C labelled glucose as tracer contain fewer
spectral features. Bearing this in mind, it was important to care-
fully choose the classification tools in order not to overfit when
the number of samples was similar to the number of features. Par-
tial Least Squares-Discriminant Analysis (PLS-DA) is widely used
for classification with NMR in metabolomics [4,19], but have been
shown to under-perform and over-fit, compared to other methods,
especially in situations with a low number of features [16,20–22].
To perform this multiclass classification on the dDNP 13C NMR data
we chose instead Principal Component-Discrimination Function
Analysis (PC-DFA). PC-DFA has been applied in a wide variety of
metabolomics studies and have been shown to perform robustly
with a small number of features [5,16,20]. Since PC-DFA is a para-
metric function and thus performs optimally on normal distributed
data, a box-cox transformation [23] was applied to the data-
matrix. In the first step of the PC-DFA, the Principal Component
Analysis (PCA), 7 principal components were needed to account
for 95.68% of the variance in the original data. These components
were applied in the second step of the algorithm where a super-
vised Linear Discriminant Analysis (LDA) was used to construct a
set of discriminant functions, which optimizes the distance
between the cell lines and minimizes the distance between sam-
ples of the same cell line. Leave-One-Out cross validation were
applied to the LDA. The results of the PC-DFA analysis are shown
in Fig. 2. The unsupervised principal component analysis repre-
sented in Fig. 2A by the first two PC of the linear transformation
of the scaled data is clearly not sufficient to separate the metabolic
fingerprints by cell line. There is a tendency for the PNT and LNCaP
samples to collect in the upper left of the plot, the DU145 samples
to be near the middle and PC3 to generally be to the lower right.
With supervision this improved and all data points (8 samples
for each of the 4 cell lines) confined within two standard deviation
point clouds of the respective cell lines, except two from the PNT
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cell line and one from the PC3 cell line, Fig. 2B. The success rate
measured as accuracy (the sum of true positives and true negatives
divided with the total number of observations) was for this model
with leave-one-out cross validation the success rate of prediction
from this model was 78.125% (25 out 32 samples). The encoun-
tered prediction errors were between cell lines characterized by
being aggressive (PC3 and DU145) or between those characterized
as indolent (PNT and LNCaP) respectively, Table 2.

These results prompted our second point of enquiry using the
dDNP 13C NMR data to discriminate cell lines by their aggressive-
ness. The PC-DFA algorithm was merely instructed to separate
individual cell lines and not to separate for cell line aggressiveness,
so the fact that the prediction errors were made only between cell
lines of similar aggressiveness suggested that a binary classifica-
tion of the data may be more robust. An accurate discrimination
between aggressive and indolent cancer at the time of diagnosis
is a pressing clinical need in managing prostate cancer [24]. Taken
together this encouraged us to make a binary classification with
the aim to separate between the highly invasive (DU145 and
PC3, grouped as aggressive) and low invasive (PNT and LNCaP,

grouped as indolent) cell lines. The LNCaP cell line is an early
metastasis and as such not per se seen as a non-aggressive cell line.
It is however androgen dependent and show a low invasiveness
[25]. Since samples from this cell line separated with PNT in the
multiclass separation it was therefore sorted together with PNT
samples as an indolent cell line. A binary separation allows the
use of Support Vector Machines (SVM) as a classifier. SVM has been
shown to be particularly robust towards overfitting, compared
with other classification methods commonly used in metabolomics
[5]. This algorithm is non-parametric and thus enable data analysis
without the need for transformations other than mean centering
and scaling [5,22]. With the SVM algorithm a plane is found in
the feature-space to maximize the separation between samples
belonging to the two classes. Prior to the data analysis with SVM
it is useful to make a dimensionality reduction, this has been
shown to be particularly beneficial for small training datasets
[26]. The dimensionality reduction was performed by the Random
Forest (RF) algorithm. This algorithm provides at the same time a
means to perform feature ranking. RF uses multiple decision trees,
each made from a subset of features and samples, using the
remaining samples for internal validation. The feature importance
is measured directly by judging the importance of each individual
feature in building the trees to separate the classes. By comparing
the different forests to data with shuffled classes, a feature ranking
is obtained which is unbiased to the covariance of the features.

The feature ranking made from classifications of the dDNP 13C
NMR data with RF (see SI for details on method) is shown in Fig. 3.

From this feature ranking it can be seen that only signals repre-
senting DHAP, G3P, lactate and alanine contribute positively to the
classification of aggressive vs. indolent prostate cancer samples.
Data from the remaining metabolites are either unnecessary or
creating noise in this algorithm. It is important to note here, that
the feature selection of RF is not perfect, especially when variables
differ in scale [27], such as the lactate signal did in this study. How-
ever, the ranking is useful when as here it is used for constructing
feature sets for classification with the SVM algorithm. Following

Table 1
List of spectral features for which integrals were used as input in the ML algorithm.
Chemical shifts were referenced to an added internal standard compound HP001 at
25.7 ppm. The abbreviations reflect the carbon position. Due to overlap the signals
from amino acids, serine and glycine were integrated together.

Chemical shift (ppm) Assigned compound Abbreviation

214.6 Dihydroxyacetone phosphate DHAP-C2
185.3 Lactate LAC-C1
184.2 Glutamate GLU-C5
181.5 3-Phosphoglycerate 3PG-C1
180.6 Unidentified amino-acid U178
178.8 Alanine ALA-C1
175.5 Serine and Glycine SER-GLY-C1
173.3 Pyruvate PYR-C1
152.9 Phosphoenolpyruvate PEP-C2
92.1 Glyceraldehyde 3-phosphate G3P-C1

Fig. 1. Carbonyl region of dDNP 13C NMR metabolic fingerprint. One representative spectrum of metabolite extracts from each of the four prostate cell types (PNT, LNCaP,
DU145 and PC3) are shown. Full spectra are shown in SI Fig. S1. Identification of the signals as belonging to specific carbon atoms are indicated above the top spectrum, see
Table 1 for name identification. * indicates that bicarbonate (BIC) was not reliable as a labelled metabolite in the analysis due to the applied extraction method and thus not
included in the analysis.
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this feature ranking using the RF algorithm an SVM classification
was performed, based on the features with high importance
selected from the feature importance analysis.

Prediction successes from SVM are shown in Table 3. With
leave-one-out cross validation a classification using all features,
accurately predicted the aggressiveness of 93.75% (30 out 32) sam-
ples. When including only the four features found to have positive
impact on the RF predictive power, DHAP, G3P, lactate and alanine,
the highest observed success rate, 96.88% (31 out of 32) samples,
was achieved. This high prediction success rate was kept eliminat-
ing DHAP but keeping G3P, Lactate and alanine. Any other combi-

nation of three features resulted in a success-rate level identical to
the test with all features included. If only one feature was included
the best prediction was found using DHAP (90.63% success rate)
whereas alanine alone performed the worst with a 62.5% success
rate. A similarly low prediction success of 75% was obtained when
lactate was used as the only feature.

The SVM analysis showed that information on as few as three or
four metabolites, G3P, lactate and alanine or these metabolites plus
DHAP were needed for highest observed prediction value among
the tested data sets. It could be expected that lactate would be a
decisive metabolite based on the numerous studies suggesting
diagnostic value of this metabolite for detection of prostate cancer
malignancy both in animal studies [28,29] and in clinical studies
[30]. However, the SVM analysis was significantly worse including
only lactate in the analysis suggesting that accumulation of DHAP
and G3P and lower alanine production adds crucial diagnostic
information about the metabolic strategy of aggressive prostate
cancer cells. Accumulation of the trioses, DHAP and G3P may pro-
vide evidence for a flexible glycolytic strategy of highly proliferat-
ing prostate cancer cells. This notion is supported by recent reports

Table 2
Error matrix for PC-DFA classification, with Leave-One-Out cross validated
predictions.

Predicted: PNT LNCaP PC3 DU145

Actual:
PNT 6 2 0 0
LNCaP 3 5 0 0
PC3 0 0 7 1
DU145 0 0 1 7

Fig. 2. A) Illustration of PCA on box-cox transformed data. First PC contains 34.47%
of the variance in the data and second PC 26.65%. A total of 7 components were
needed to explain more than 95% of all data variance. B) Plot of the two first PC-DFA
functions, illustrating the results of separation between cell lines. The data has been
Box-Cox transformed and normalized, before PC-DFA was performed, with 7
features used from PCA capturing 95.68% variance of the original data. Colored
eclipses represent 2 standard deviations of point clouds. PC3 (red) and DU145
(orange) are aggressive prostate cancer cell lines and PNT (cyan) and LNCaP (blue)
are characterized as indolent. (For interpretation of the references to colour in this
figure legend, the reader is referred to the web version of this article.)

Fig. 3. Feature importance measured as the change in predictive power of Random
Forest (RF) classification when compared to randomized values in testing data sets.
A positive score (in red) means the classification became worse when the testing
values were shuffled. Black bars are the standard error. (For interpretation of the
references to colour in this figure legend, the reader is referred to the web version of
this article.)

Table 3
Leave-One-Out cross validating (n = 32) results of classification with SVM for different
sets of metabolite integrals. The tested sets of metabolite integrals were chosen on
the basis of a RF feature ranking.

Features included Success rate

all 93.75%
DHAP, G3P, LAC-C1, ALA-C1 96.88%
DHAP, G3P, LAC-C1 93.75%
DHAP, G3P, ALA-C1 93.75%
DHAP, LAC-C1, ALA-C1 93.75%
G3P, LAC-C1, ALA-C1 96.88%
DHAP, G3P 90.63%
DHAP, LAC-C1 90.63%
DHAP, ALA-C1 90.63%
G3P, LAC-C1 81.25%
G3P, ALA-C1 93.75%
ALA-C1, LAC-C1 81.25%
DHAP 90.63%
G3P 84.37%
LAC-C1 75.00%
ALA-C1 62.50%
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on strict regulation of ATP production by the presence of a less
active isoform of pyruvate kinase (PKM2) to keep an increased gly-
colytic activity in highly proliferating cells [31]. Also accumulation
of DHAP suggest a shift in glucose catabolism to glycerol, which fit
well with the ability of late stage prostate cancer cells to be pro-
ducers of de novo lipids independent on androgen regulation [32].

Although it is early days for the dDNP 13C NMR metabolomics
method it is promising as a complementary method to conven-
tional SIRM NMR. The dDNP 13C NMR spectra allowed easy identi-
fication and quantification of the trioses important for the
metabolomic classification. These metabolites would not have
been identified in a conventional SIRM 1D 1H NMR spectrum due
to spectral overlap, (SI, Fig. S2). NMR methods that take advantage
of the larger chemical shift ranges of low-gamma nuclear spins
could solve some of these issues with spectral overlap. An experi-
ment such as high resolution 1H–13C-HSQC where 13C–13C-
coupling information is available could prove to be an alternative
valuable method [8]. These experiments crave however long acqui-
sition times and thus puts demand on sample stability. While
promising ultra-fast NMR acquisition methods with detection on
1H are developing for metabolomics [33], schemes for correspond-
ingly fast 1H–13C-HSQC are still in their early stage [34]. For the
dDNP 13C NMRmetabolomics method to make its way into broader
application in the field of metabolomics it will in the future be
important to make a dedicated comparative study to conventional
metabolomics tools such as 1D 1H NMR and 2D 1H–13C-HSQC to
understand the comparative benefits and challenges of each
method.

This study showed that carefully chosen ML methods robust
against overfitting and tailored the classification problem allowed
both a semi successful multi-class separation and a highly success-
ful binary discrimination of prostate cancer cell types. In particu-
larly it was shown that metabolic fingerprints obtained with
dDNP 13C NMR provided sufficient information to successfully clas-
sify 31 of 32 prostate cancer cell line samples as belonging to the
aggressive or indolent cell type. Subsets of only three or four of
the measured features (assigned to (DHAP), G3P, lactate and ala-
nine) were sufficient to support this classification. A caveat to note
with the design of this study, is however, that the assumption of
independence between each sample is not met, since they are
taken from the same four cell lines, and not e.g. individual animals.
The method should therefore be further evaluated in a study
involving relevant tissue samples. On such basis this method is
expected to meet requests in the field of metabolic imaging [35]
and provide identity of metabolic activities important for selection
of agent(s) central to specific diseases.
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Supporting information 

Stable Isotope Resolved Metabolomics Classification of Prostate 

Cancer Cells using Hyperpolarized NMR Data 
 

Anne B. Frahm, Pernille Rose Jensen, Jan Henrik Ardenkjær-Larsen, Demet Yigit, 
and Mathilde Hauge Lerche. 

Center for Hyperpolarization in Magnetic Resonance, Department of Health Technology, Ørsteds plads 
349, 2800 Kongens Lyngby, Denmark.  

Methods: 

Sample preparation:  

The experimental protocol was adapted from (Lerche et al., 2018).[1] All cell lines were purchased from 
ATCC: PC3, CRL-1435; DU145, HTB-81; LNCAP, CRL-1740; PNT1A, no longer available at ATCC but can be 
purchased from Sigma-Aldrich. All chemicals including 13C-labelled compounds and cell medium were 
purchased from Sigma-Aldrich.  

Human prostate cells of the types PC3 (grade IV prostatic adenocarcinoma derived from bone 
metastasis), DU145 (carcinoma derived from brain metastasis), LNCaP (carcinoma derived from 
lymph node metastasis) and PNT1A (normal, immortalized cell line) were grown to 
approximately 90% confluence in 175 cm2 flasks, kept in an environment with 5% CO2, at 37 °C 
in regular RPMI-1640 medium with FBS and antibiotics. The cells were harvested by 
trypsination, washed and resuspended in 40 mM phosphate buffer with pH 7.3. Cells were 
counted using an automatic cell counter and diluted to a concentration of either 20 or 40 million 
cells/mL, Table S.1.  

Table. S.1. Number of cells per experiment for different cell types. 

Number of cells/Cell line PC3 DU145 LNCAP PNT1A 
20 mill cells/ml 5 3 3 4 
40 mill cells/ml 3 5 5 4 

 

500 µL of this cell suspension (10 or 20 mio. cells) in 2 mL Eppendorf tubes were placed in a shaking 
thermostat, kept at 37°C. 100 μL of [U-13C6, d7]D-glucose (120 mM) was added and the cells were 
incubated for 30 minutes. Cell samples analyzed with conventional NMR was instead incubated with [U-
13C6]D-glucose. Following the 30 min. incubation the metabolism was stopped and metabolites extracted 
by addition of perchloric acid (PCA): 400 µL of 2.2 M PCA solution, kept ice cold. The metabolism 
quenched samples were then kept on ice for at least 10 min, before soluble metabolites were extracted 
by centrifugation (10 min, 10,000 rpm, 4°C). The supernatant was pH neutralized with 3 M potassium 
hydroxide (KOH), kept on ice for at least 10 min for effective metabolite extraction and centrifuged. The 
neutralized supernatants were freeze-dried.  
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dDNP sample preparation:  

The lyophilized samples were dissolved with 150 µL of polarization medium (70 mg trityl radical OX063, 
1227 mg glycerol, 944 mg Milli-Q water, 28.8 mg Gadoteridol (100 µmol/g) and 5 µL of 1-13C-HP001 (1.1-
bis (hydroxymethyl) cyclopropane), 50 mM). The latter was added as an internal standard and used for 
referencing and quantification. 

SIRM 1D-1H NMR sample preparation: 

A subset of samples was used to acquire conventional SIRM NMR before dDNP SIRM NMR. The 
lyophilized samples were dissolved in 250 ul 40 mM deuterated phosphate buffer with DSS as a standard 
(40 mM, 0.2 mM DSS, 100% D2O, pH 7.5) and 300 µl D2O. The pH was subsequently adjusted to 7.5 
using solutions of NaOD or D2SO4. Following analysis with conventional SIRM NMR, see below, the 
samples were lyophilized and re-prepared for dDNP, see above. 

dDNP and NMR: 

dDNP were performed in a HyperSense polarizer at 3.35 T and 1.4 K, with microwave irradiation at fμw = 
94 GHz and Pμw = 100 mW, for 90 min. Samples were then dissolved in 5 mL phosphate buffer (40 mM, 
pH 7.4) and transferred to a 5 mm NMR tube in the NMR spectrometer. Transfer time was 
approximately 12 s. 13C 1D NMR spectra were measured with a 9.4T Varian Inova spectrometer at 
approx. 50°C, with a 90° pulse, Figure S1.  

 
Figure S1. Representative hyperpolarized 13C 1D NMR spectra of each of the four included cell types in the analysis. From top the non-invasive 
PNT1A and LN-CaP followed by the invasive cell types DU145 and PC3. The Signal from glyceraldehyde-3-phosphate (G3P) is pointed out with the 
arrow at 92.1 ppm. 

  

G3P
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For SIRM 1D 1H spectra, a standard Bruker pulse sequence noesygpr1d for a 1D NOESY was used (TD 
32768; interscan delay (d1) 4 s; acquisition time 1.7 s, number of scans 256). In total each spectrum took 
approx. 25 min. to acquire. All spectra were acquired at 298 K on an 800 MHz Avance III NMR 
spectrometer (Bruker, Switzerland) with a TCI z gradient CryoProbe. 

 

Comparison between SIRM 1D dDNP 13C-NMR and SIRM 1D 1H-NMR 

Samples prepared for conventional NMR were used to acquire SIRM 1D 1H-NMR, Figure S2A and 
hereafter lyophilized and used to acquired SIRM 1D dDNP 13C-NMR, Figure S2B. Currently the dDNP 
NMR spectra takes approx. 3 times longer to acquire than the SIRM 1D 1H-NMR and the equipment used 
to perform the dDNP part of the experiments is less abundant than high field NMR spectrometers. 
Tracer tracking with direct 1D 13C NMR such as that in the 1D dDNP 13C-NMR is however for most 
metabolic reactions more straight forwardly analyzed and quantified than in 1D 1H NMR spectrum. 
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Figure S2. 1D NMR spectra of a representative extract from 10 mill cells of the prostate cancer type DU145. A) 1D 1H-13C-NMR spectrum 
referenced to DSS at 0 ppm. The excerpts show an area of the spectrum where 13C-satelites are easily identified and quantified, top: lactate, as 
well as two areas of the spectrum where 13C-satelites were expected to be found for signals belonging to 3-PG and DHAP, respectively but not 
identifiable and quantifiable due to spectral overlap. B) 1D dDNP 13C-NMR spectrum referenced to HP001 at 25.7 ppm. The excerpt shows the 
carbonyl area in which 10 metabolites are readily identified and quantified based on their unique chemical shift and in some cases their coupling 
constant pattern. 

 

Peak picking and preprocessing data: 

The spectra were analyzed in Mnova, a line broadening of 3 Hz was added, they were manually phased, 
and a Bernstein baseline correction was applied. The spectra were referenced to HP001 at 25.7 ppm.  

The ten signal integrals used for ML analysis were chosen as representative peaks belonging to 
identifiable products derived from the glycolysis, which did not overlap with other peaks in the spectra. 
Exceptions were U178 included as an unspecified amino acid and serine/glycine included together 
because they overlapped in the spectra. Signals were fitted using the peak fitting tool in MNova to guide 
the integral and where overlap existed half of the signal was integrated and multiplied with 2. For 
metabolites with multiple well-separated peaks, only one signal was included (selected as the longest T1 
signal in the molecule).  

Integral values were measured relative (normalized) to the HP001 signal and collected in a data matrix. 
For the samples containing only 10 mio. cells, values were doubled.  

Figure S3 provide a distribution of the measured integrals for the ten signals used in the statistical 
analysis with standard deviations over 8 samples for each cell type.  

B 
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Figure S3 Average of integral values of peaks representative of the 10 identified metabolites, listed in Table 1. Cell lines are presented as PC3 
(red), DU145 (orange) LN-CaP (light blue), and PNT1A (dark blue). Integrals were normalized to the internal standard. n = 8 for each cell line. 
Black bars are standard deviation. Lactate is scaled down by a factor of ten. 

 

Univariate statistical analysis:  

Table S2 ANOVA test results for differences between cell lines for each metabolite, with Bonferroni corrected significance levels. 
 

F value P value Bonferroni corrected 
significance 

DHAP-C2 15.70 3.52E-06 Significant > 99% 
LAC-C1 4.52 0.01047 Not significant 
GLU-C5 0.2952 0.8285 Not significant 
3PG-C1 3.371 0.03235 Not significant 
U178 3.572 0.02639 Not significant 
ALA-C1 5.336 0.004917 Significant > 95% 
SER-GLY-
C1 

2.597 0.07214 Not significant 

PYR-C1 0.6675 0.5791 Not significant 
PEP-C2 5.652 0.003705 Significant > 95% 
G3P-C1 4.874 0.00751 Not significant 

 

Machine Learning: 

PC-DFA analysis 

All statistical analysis where done with Python(Python Language Reference, n.d.) using SciPy[2] and 
scikit-Learn.[3] The function for generating a standard deviation cloud in the PC-DFA plot is 
error_eclipse.py.[4] 
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As PC-DFA is a parametric function and thus performs optimally on normal distributed data, a box-cox 
transformation was applied prior to the application of the PC-DFA algorithm. In the box-cox 
transformation the λ parameter was optimized for the data, afterwards the data was scaled by subtraction 
of the mean and division of the standard deviation for each feature. 

95% accumulated explained variance was chosen as the limit for how many PCA components to include 
in PC-DFA analysis. 

RF analysis 

Random Forest feature ranking was done with RFs of 500 trees (with gini as impurity measure, no 
maximum depth), applied to a set made of 70% of the data randomly picked but stratified so that ratio of 
aggressive to less aggressive was preserved. Then by shuffling the values in the remaining 30% of data 
points, a comparison was made between unshuffled and shuffled classification success. This process was 
repeated 1000 times over to get the importance ranking.  

SVM analysis 

SVM was applied to data scaled by subtracting the mean and dividing by the standard deviation for each 
feature. Linear, polynomial and radial basis function kernels were tested for SVM, but for all feature 
subsets linear performed as good or better than the others. The regularizations parameter (C) was set to 
1. 

Public available scripts and data 

The data and Python scripts are available through this link: 

https://github.com/Afrhm/SIRM-classification-2020 
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Abstract  
 
Hyperpolarized 13C isotope resolved spectroscopy boosts NMR signal intensity, which improves 
signal detection and allows metabolic fluxes to be analyzed. Such hyperpolarized flux data may 
offer new approaches to tissue classification and biomarker identification that could be translated in 
vivo.  
 
Here we used hyperpolarized stable isotope resolved analysis (SIRA) to measure metabolite 
specific 13C isotopic enrichments in the central carbon metabolism of mouse prostate. Prostate and 
tumor tissue samples were acquired from transgenic adenocarcinomas of the mouse prostate 
(TRAMP) mice. Before euthanasia, mice were injected with [U-13C]glucose intraperitoneally (i.p.). 
Polar metabolite extracts were prepared, and hyperpolarized 1D-13C-NMR spectra were obtained 
from normal prostate (n=19) and cancer tissue (n=19) samples. Binary classification and feature 
analysis was performed to make a separation model and to investigate differences between samples 
originating from normal and cancerous prostate tissue, respectively. 
 
Hyperpolarized experiments were carried out according to a standardized protocol, which showed a 
high repeatability (CV=15%) and an average linewidth in the 1D-13C NMR spectra of 2±0.5 Hz. 
The resolution of the hyperpolarized 1D-13C spectra was high with little signal overlap in the 
carbonyl region and metabolite identification was easily accomplished. A discrimination with 95% 
success rate could be made between samples originating from TRAMP mice prostate and tumor 
tissue based on isotopomers from uniquely identified metabolites.  
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Hyperpolarized 13C-SIRA allowed detailed metabolic information to be obtained from tissue 
specimens. The positional information of 13C isotopic enrichments lead to easily interpreted features 
responsible for high predictive classification of tissue types. This analytical approach has matured, 
and the robust experimental protocols currently available allow systematic tracking of metabolite 
flux ex vivo.  
 
 
Introduction 

For studies of metabolic activity in intact biological systems, tracking of metabolites originating 
from isotopically enriched tracer molecules has been the method of choice for decades. Such 
isotopic profiling has been applied in vivo to interrogate dynamic activities of metabolic pathways 
[1-3] and to evaluate contributions of individual enzymatic reactions to production or consumption 
of specific metabolites [4,5]. Biological interpretations are supported by the isotopic patterns 
contributing to group discrimination [6]. In particular, isotopic profiling studies take advantage of 
unsupervised, multivariate statistical classification (such as principal component analyses) to 
discriminate strains or conditions based on 13C-labeling data, without a priori knowledge of the 
metabolic system [7,8].  

Metabolic activity can be quantitatively studied with nuclear magnetic resonance (NMR). By 
performing NMR in conjunction with 13C-isotope enriched tracers, specific metabolic pathways can 
be investigated [9,10]. In recent years real-time analysis of metabolic flux in intact cells and whole 
organisms has become possible with magnetic resonance spectroscopy (MRS) developed in 
conjunction with hyperpolarization of 13C enriched tracers. Such hyperpolarized 13C metabolic 
MRS tracers enable non-invasive monitoring of tumor progression [11] and cancer treatment 
efficacy [12]. In particular, hyperpolarization of 13C isotopic labelled pyruvate provides a sensitivity 
boost that allows its metabolic transformation to be followed in vivo in humans after an intravenous 
injection of this molecule [13,14]. In humans, this technology has currently only been clinically 
approved for a single substrate (13C pyruvate), however, biomarker identification is likely to push 
for clinical approval of additional substrates [15]. 

Identification of biomarkers in biological samples is a major challenge that is addressed by 
metabolomics [16]. The vast majority of NMR metabolomics studies use 1H for quantitative high 
throughput analysis. This is due to a high sensitivity of 1H NMR owing to the large gyromagnetic 
ratio of 1H, as well as its abundance in biological tissues. The detection limit of 1H NMR is in the 
order of µM concentrations and furthermore it has shown high reproducibility and specificity [17]. 
In biomarker studies, however, the benefits of 1H NMR are compromised by severe signal overlap 
due to a narrow chemical shift scale and couplings. The main challenge is to identify relevant and 
related signals amongst a background of complex biology that results in overlapped spectral 
patterns. Great efforts have been devoted to address this challenge, including the development of 
dedicated 1D and 2D NMR methods combined with databases, as well as statistical methods based 
on correlations or ratio analysis [18]. Also, recently, sensitivity enhancement with hyperpolarization 
techniques have allowed direct detection of nuclei such as 13C and 15N in metabolite extracts [19-
22]. These methods exploit the much larger chemical shift dispersion of nuclei with low 
gyromagnetic ratios to resolve individual metabolite signals.   

Combining isotopic labelling with hyperpolarized 1D-13C NMR provides for a highly sensitive, 
specific, and quantitative method to identify biomarkers in biological systems [23,24]. This method 
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has been named hyperpolarized 13C-stable isotope resolved analysis (13C-SIRA). Comparable 
results between this ex vivo method and the in vivo real time flux applications using hyperpolarized 
13C-MRS implies that the discovery of important biomarkers ex vivo using 13C-SIRA could also be 
regarded as important biomarkers in vivo.  

Inspired by this possibility, we wanted to evaluate the 13C-SIRA method for tissue classification and 
biomarker identification in a relevant model of human disease. With ongoing clinical trials and 
published studies of real time hyperpolarized 13C metabolism in prostate cancer patients [25-26,13] 
we decided to make the ex vivo study in a model of prostate cancer. To this end we chose the 
transgenic adenocarcinoma of mouse prostate (TRAMP) model, which has gained widespread 
attention for its ability to mirror disease pathogenesis of the human prostate [27]. TRAMP mice 
spontaneously develop autochthonous prostate tumors following the onset of puberty [28]. The 
tumor progression is androgen-driven and developmentally regulated [29] which could challenge a 
discrimination between tumor and prostate tissue. In addition, the TRAMP model has been used in 
several real-time metabolic MRS studies [30,31]. 

In this study, we used the hyperpolarized 13C-SIRA method on tissue extracts from TRAMP mice 
administered with isotopic labelled [U-13C]glucose by intraperitoneal injection. This resulted in a 
highly repeatable, fast, easily interpretable, and generally applicable method for extraction of 
metabolic information from a complicated biological system. Having established the methodology, 
it was successfully applied to the challenging task of discriminating between normal and cancerous 
prostate tissue from TRAMP mice. Furthermore, since signals in the hyperpolarized 1D-13C NMR 
spectrum could easily be identified as belonging to specific metabolites, the features that were 
responsible for tissue classification could be evaluated and related to reported in vivo findings. 

 
Materials and Methods 

 
Materials and ethics 
 
[U-13C]glucose (99%) and deuterium oxide (99.9%) was purchased from Sigma-Aldrich.  
All other chemicals were the purest grade available from Sigma-Aldrich. 
 
Prostate tissue was collected from TRAMP mice, which were genetically modified from C57BL/6 
mice (Jackson Labs, USA) and bred on the same background in NTNU’s comparative medicine 
core facility. The genotype of the mice was confirmed using PCR, and the animals were regularly 
monitored for general health status. Breeding, daily care, and experimental work were approved by 
the Norwegian National Animal Research Authority (FOTS ID 11843).  

 
 In vivo experiments 
 
Male TRAMP mice selected for the experiments were 24 – 48 weeks old.  The mice were 
anaesthetized using 1.5% to 2.5% isoflurane with a flowrate of 0.5 l/min; 5 to 1 air to oxygen 
mixture, before intraperitoneal administration of 10 mg/gram body weight [U-13C]glucose in saline. 
The mice were kept anaesthetized for 30 minutes before sacrifice by cervical dislocation and 
dissection of the prostate tissue. It has previously been reported that prostate cancer in TRAMP 
mice can be classified into two groups: well-differentiated (WD) and poorly differentiated (PD) 
[32,33]. WD tumors are histologically similar to low-grade prostate adenocarcinomas in humans, 
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whereas PD tumors resemble carcinomas of neuroendocrine origin [34], which is rarely seen in the 
clinic. In this project, we chose to study WD tumors as their phenotype resembles the most 
prevalent human prostate cancer. Prostate lobes were dissected and defined as normal or WD based 
on a visual examination during dissection, where overall size, irregular shape and 
discoloration/hypervascularization were the criteria used to identify cancerous tissue. Cancers 
located in the seminal vesicles were also included in the experiment. Due to a minimum sample 
weight requirement of 50 mg wet weight for the hyperpolarized 13C NMR analysis, normal prostate 
lobes were combined together to form a single sample, whereas WD samples were large enough to 
be separated individually.  
 
Tissue metabolite extraction 
 
Perchloric acid (HClO4) extraction was carried out as described previously [35]. Briefly, HClO4 
(7% v/v) solution was added in a 1:4 w/v tissue:HClO4 ratio to the frozen tissue that was 
homogenized using a mortar and pestle (while keeping the tissue-HClO4 sample cold on ice). 
Soluble metabolites were extracted by centrifugation (10 min, 10000 rpm, 4 °C). Supernatant was 
pH neutralized with KOH, centrifuged, and supernatant was freeze-dried. Tissue metabolite extracts 
were stored at − 80 °C until prepared for nuclear magnetic resonance spectroscopy. 
 
Conventional NMR on tissue metabolite extracts 
 
Lyophilized tissue metabolite extracts for individual samples were dissolved in 250 µl 40 mM 
deuterated phosphate buffer and 300 µl D2O. The pH was adjusted to 7.90±0.05 with NaOD or 
sulfuric acid in D2O. The samples were transferred to 5mm NMR tubes. 
 
1H NMR spectra were recorded at 300 K on a Bruker Avance III 600 MHz (Bruker BioSpin GmbH, 
Rheinstetten, Germany) spectrometer, equipped with a 5 mm QCI CryoProbe. Samples were 
analyzed in automation using a SampleJet autosampler and IconNMR running under Topspin 3.5 
pl6. One-dimensional nuclear Overhauser effect (NOE) spectra (pulse program “noesygppr1d”) 
were recorded with 64k data points, 20 ppm spectral width and 128 scans. For residual water 
suppression, low power (25 Hz) presaturation of the water resonance was applied during relaxation 
delay (4 s) and mixing time (10 ms). Spectra were Fourier transformed to 128k data points using 0.3 
Hz line broadening. 
 
Following conventional NMR the samples were transferred to eppendorf tubes and freeze dried 
before preparation for 13C-hyperpolarization. 

 
13C-hyperpolarization with Dynamic Nuclear Polarization on tissue metabolite extracts 
 
The lyophilized metabolite samples were dissolved in 50 mg of polarization medium (77 mg trityl 
radical OX063, 1533 mg glycerol-d8, 1085 mg D2O, 35 mg gadoteridol (100 μmol/g)), and 5 μl of 
HP001 (50 mM, 1.1-bis (hydroxymethyl)-[1-13C]cyclopropane)) was added as an internal standard.  

DNP was performed at 3.35 T and 1.4 K in a HyperSense polarizer with microwave irradiation at 
fμw = 94 GHz and Pμw = 100 mW. Samples were polarized for 90 min.  

Hyperpolarized 1D-13C-NMR of tissue metabolite extracts 
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All hyperpolarized tissue metabolites samples (38) were washed out of the polarizer with 5 mL of 
deuterated phosphate buffer (50 mM, pH 7.4), the front of which dissolved the sample (approx. 1.5 
ml). An amount (550 ± 10 μL) of the dissolved sample was automatically transferred from the 
polarizer to an 11.7 T Bruker NMR spectrometer equipped with a cryoprobe for recording of 1D 
13C-NMR spectra. 

NMR parameters: 13C 1D NMR spectra of hyperpolarized metabolite samples were acquired using 
an automated trigger signal after sample arrival to the spectrometer and 3 seconds preacquisition 
delay. The 1.088 s acquisition time was set at 1.088 s, at 300 K (27 °C) with a 90° pulse. Proton 
decoupling was applied during acquisition.  

Sample transfer: A custom-made sample transfer device was designed to work as an add-on to the 
Hypersense polarizer based on published principles [36], see supp. info. Figure S5 for details. The 
following delay settings were used: Pre-acquisition delay of 3s and a stabilization delay of 305 ms. 
The travel time between the two sensors were experimentally determined (dependent on tube 
diameter, sample viscosity and transfer pressure) and was in this study observed to be approx. 800 
ms. In total the sample transfer time including stabilization was thus approx. 4.1 s.  

Sample preparation for precision measurements and metabolite identity verification 
 
Metabolite samples (10) originating from prostate tissue, redundant and split from samples included 
in the main study, were dissolved into one batch in 5 ml water. This batch sample was then divided 
into 10 samples of 500 μl metabolite extract and freeze dried. Of these samples 8 were prepared and 
hyperpolarized as the samples included in the main study, see above. The remaining samples were 
used for conventional NMR (1H-13C-HSQC and 1H-13C-HMBC) to aid metabolite identification 
between overlapping carbonyl signals (between glutamine C1 and aspartate C4 and between glycine 
C1 and serine C1). 

NMR data processing  

All spectra were processed in Mnova [37]. 
 
Hyperpolarized 1D-13C NMR: spectra were Fourier transformed to 128K points with a 64K points 
zero filling and 0.3 Hz line broadening, subsequently manually phased, and a Whittaker smoother 
baseline correction was applied. The spectra were referenced to HP001 at 25.4 ppm (corresponding 
to lactate C1 at 185.2 ppm). 

Proton NMR: 1D NOESY spectra were processed with Bruker TopSpin version 4.0.7. The phase 
was manually corrected. No baseline correction was found to be needed. The spectra were 
referenced to the TSP peak at 0 ppm in MatLab [38]. An area of interest was set from 0.05 to 10 
ppm with the area of the water peak removed (4.59 to 5.04 ppm). ICOshift (version 3.0) was used to 
align the spectra [39]. The spectra were autobinned with bin size of 0.02 ppm. Noise filtering was 
performed by choosing a representative bin with high level noise (5.27-5.29 ppm) and removing all 
bins with no values higher than the values in this noise bin, leaving 298 features in the dataset. 

2D NMR: The NMR signals were identified as belonging to specific atoms in energy/glycolytic 
metabolites by consulting available databases [40]. This was done using distinct chemical shifts of 
carbonyl carbons and by comparing 13C-13C coupling constant pattern with simulations using the 
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NMR analysis tool box in MNova based on the knowledge that all 13C-labelled metabolite signals 
are derived from uniformly [U-13C]glucose. The assignment for especially glycine and glutamine 
for which the carbonyl chemical shift is close to serine and aspartate, respectively, were further 
verified with 1H-13C HSQC and 1H-13C HMBC spectra acquired on a sample from the repeatability 
study. 

 
Data analysis 
 
Data-matrices of hyperpolarized 13C NMR spectra: Two datasets were created named “full 
spectrum” and “metabolite spectrum”, respectively. Both datasets were made by manually 
integrating individual NMR signals in the 38 overlaid spectra and normalizing these integrals to 
sample weight and to the internal reference (HP001) for the individual spectra. 

 
In the “full spectrum” dataset all NMR signals with an SNR above 3.3 were included, except for 
signals belonging to the polarization medium, deuterated-glycerol and internal standard (HP001) 
and impurities from these compounds, as identified from a hyperpolarized spectrum of these. In the 
“metabolite spectrum” dataset ideally only one unique carbon signal from each metabolite was 
included. Carbon signals with long T1 (non-protonated carbons) were prioritized. Where several 
isotopomers of the carbon were identified, a carbon signal representing each isotopomer was 
included.  
 
All multivariate statistical analysis was done with Python [41]. Available at http://www.python.org 
using algorithms from Scikit-Learn [42] and SciPy [43]. Retrieved from https://scikit-learn.org/ and 
http://www.scipy.org/. 
 
Prior to Principal component analysis (PCA), the data was mean subtracted and scaled to unit 
variance.  
 
Feature analysis with random forest algorithm (RF) 
 
Random Forest feature ranking was performed with RFs of 600 trees (with gini as impurity measure, 
no maximum depth), applied to 70% of the randomly picked but stratified so that the ratio of prostate 
to tumor samples was preserved. Then by shuffling the values in the remaining 30% of data points, a 
comparison was made between unshuffled and shuffled classification success. This process was 
repeated 10.000 times over to obtain the importance ranking. No independent testing was done for 
the RF analysis, and all the data points were included. 
 
Each features importance was calculated as the mean decrease in accuracy when it was shuffled, with 
the standard error on the mean (SEM) subtracted. A feature was deemed as significantly important if 
its measured importance was at least 5% of the importance of the highest ranked feature. 
 
Classification with support vector machine algorithm (SVM) 
 
Features found significantly important were mean subtracted and scaled to unit variance before 
being used as input for a linear SVM analysis. The SVM soft margin parameter (C) was optimized 
in a grid search, ranging   C = [2-5, 2-4 … 25 ]. Leave-one-out cross validation was applied.  
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Results and discussion 

 
Isotopic labelling and dissection of prostate tissue from TRAMP mice 

 
Experimental design 

 
A pilot study was performed to evaluate critical parameters in the study design including tracer 
choice, administration route, incubation time and the possibility to perform thermal NMR and 
hyperpolarized 1D-13C NMR analysis on the same samples. The data from this pilot study is 
presented in supp. info and Figures S1-S3.  

 
To probe the central carbon energy metabolism, [U-13C]glucose was chosen as a tracer. The short 
carbon T1s of protonated glucose (0.6-1.2 s, 11.2 T, 37 ºC) have previously led to the use of fully 
deuterated carbon labelled glucose when applied in hyperpolarization studies [44]. The pilot study, 
however, showed that an automatic transfer of extracted hyperpolarized [U-13C]glucose allowed 
quantification with high precision despite short carbon T1s. The protonated carbon labelled tracer 
made it possible to collect thermal NMR spectra on the extracted tissue metabolite samples before 
acquiring hyperpolarized 1D-13C NMR spectra. The pilot study also allowed optimizing the amount 
of metabolic labelling. We injected 300 mg/ml [U-13C]glucose intraperitoneal (i.p.) into the 
abdominal cavity of sedated mice followed by a 30-minute waiting time before sacrifice. Mice 
remained under isoflurane anesthesia during the 30-minute waiting time and were euthanized by 
cervical dislocation prior to tissue collection. This protocol gave a robust isotopic labelling in 
prostate tissue of high concentration metabolites (lactate, alanine and glutamate). A similar timing 
profile for i.p. injections in mice has previously been reported [45] and was in accordance with 
labelling from intravenous injection (i.v.) protocols [46]. 

 
Tissue sample collection and characterization 
 
TRAMP mice from a c57BL/6 background (n=23) with ages varying from 24 to 48 weeks were 
included in this study. In total, 38 samples were included: 19 from prostates and 19 from tumors. 
The tumors originated either from the prostate (8 samples) or from the seminal vesicles (11 
samples). Tumor bearing mice were identified by palpation. Palpable tumors are reported to be 
present in 80% of 32 weeks old TRAMP mice, whereas only about 10% have palpable tumors at 22 
weeks of age [48]. Similarly, in our study we had few mice with palpable tumors at early age (none 
before 22 weeks). The ages of the included mice fell into two groups: 22-32 weeks (15 prostate 
samples and 10 tumor samples) and 36-48 weeks (4 prostate and 9 tumors), Figure 1.A. The tissue 
sample sizes varied from the smallest tumors (40 mg wet weight) to the largest tumor (> 1g wet 
weight), Figure 1.B. In order to standardize tissue amounts, all samples above 240 mg were split to 
obtain at least 120 mg tissue per split sample. There was no apparent correlation between mouse 
age or tissue weight and tissue grouping, supp. info. Figure S4. Thus, all samples were treated as 
belonging to one cohort. 
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A)                                                                   B) 

      
Figure 1. Stacked histogram showing age (A) and weight (B) of the mouse for each sample. 
 
 
In this study, we chose to study WD tumors due to their more clinically prevalent phenotype. The 
two PD tumors that were found (in mice of 25 and 26 weeks of age, respectively) were accordingly 
excluded from the study. Generally, characterization of prostate cancer tissue in TRAMP mice is 
non-trivial due to the gradual progression from prostate to tumor tissue. We chose to combine 
tumors found in the prostate and in the seminal vesicles into one group - tumors - partly due to the 
number of available tumors and partly due to uncertainty in characterization of the tumor origin in 
two mice. Characteristics of the different types of tissue samples included in the study can be found 
in Table 1. 
 
Table 1. Characteristics of grouped tissue samples. Variance is given as standard deviations. 
Grouped tissue 
type 

Number 
of 
samples 

Average 
mouse age 
(weeks) 

Average 
received [U-
13C]glucose 
dose (ml) 

Average 
original 
excised tissue 
size (mg) 

Average sample 
size for 
hyperpolarized 1D-
13C NMR (mg) 

Prostate 19 31.4±5.5 1.14±0.10 271±74 149±26 
Tumor from 
prostate 8 33.8±8.1 1.16±0.12 93±53 93±53 

Tumor from 
seminal vesicle 11 34.3±6.7 1.14±0.09 179±134 119±37 

 
 
Analytical performance of hyperpolarized 13C-SIRA of tissue extracts 
 
Building on a published protocol for dissolution Dynamic Nuclear Polarization (dDNP) NMR 
measurement of cell extracts [23], we developed a method for dDNP NMR measurement of tissue 
extracts. Critical parameters to be improved were identified including sample preparation and 
sample transfer time between dissolution of hyperpolarized sample and NMR detection. To address 
the latter, we built a sample transfer system based on published principles [36]. Details on the set-
up can be found in supp. info. and Figure S5.  
 
With this device, sample transfer time between the polarizer and the NMR detection magnet was 
significantly reduced to 1.10 ± 0.05 s compared to manual transfer (approx. 12s). Once inside the 
NMR magnet an additional 3s delay was added before data acquisition to stabilize the sample, 
resulting in a total transfer time of 4.1s. An added benefit of the automated transfer was a 3-fold 
concentrated sample, see supp. info. and Figure S6. The spectral quality of a hyperpolarized 1D-13C 
NMR spectrum acquired on an extract from TRAMP prostate is shown in Figure 2.  
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Figure 2. Carbonyl region of hyperpolarized 1D-13C NMR spectrum of prostate extract from TRAMP mouse injected i.p. 
with [U-13C]glucose 30 minutes prior to tissue harvest. A full spectrum is shown in supp. info. Figure S7. Characteristic 
isotopomer patterns, highlighted for Alanine C1 as an example, are generally measurable in the spectrum due to a narrow 
line shape and the large spread of carbon chemical shifts.  

A transfer time of 1.1s over a distance of 4 meters is good compared to current published protocols 
for water dissolved samples [22,48]. Further reduction in the waiting time (currently 3s) may be 
achieved by coating the receiving NMR tube with Hellmanex® (Hellma analytics), which has 
shown to reduce microbubbles and improve signal line shape [22]. 
 
To assess the performance of the improved sample preparation and transfer we performed a 
repeatability study on the established tissue extract 13C-SIRA assay. Redundant samples from the 
main study were pooled and made into identical samples of 135 mg wet tissue each (corresponding 
to 1 mg dry powder). Samples (8) were prepared for DNP and processed with the established assay. 
The average precision was CV=15% for all signals above Limit of Detection (LoD, defined as SNR 
3.3). The linewidth of representative signals in the carbonyl region was 2±0.5 Hz. Such high 
repeatability is comparable to what was found in studies with hyperpolarized natural abundance 
13C-spectra of extracts from tomato fruit [20]. 
 
Classification of tumor and prostate tissue based on isotopic fingerprints 

1D 13C NMR spectra were acquired from 38 samples hyperpolarized with dDNP. From an initial 
visual inspection, the spectra originating from prostate and tumor tissue appear very similar (supp. 
info, Figure S8). Also, the mean and variance of the three highest metabolite signals did not clearly 
divide the two types of samples, prompting a more extensive data analysis, Figure 3. 
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A)                                                       B)                                              C) 

 

Figure 3. Box plots for high signal metabolites, A) lactate C1, B) glutamate C5 and C) alanine C1. Signal areas were 
measured as summed integrals over all isotopomers and referenced to the internal standard, HP001. Values are in 
arbitrary units and represents total integral over the C1 position for lactate and alanine and over C5 for glutamate. 
The metabolites were identified based on chemical shift and 13C-13C coupling constants. 

 
Full spectrum analysis of hyperpolarized 1D-13C NMR spectra 
 
Initially, we wanted to understand whether the hyperpolarized 1D-13C NMR spectra as a whole 
contained sufficient information to separate prostate and tumor samples into the groups they 
originated from. A dataset was constructed with the measured integral value of all signals above the 
LoD in the 38 spectra. Peaks that did not originate from the extracted tissue samples were excluded, 
i.e. the internal standard and signals from the glass former, deuterated glycerol. In total, this amounted 
to 129 signals, each normalized to the internal standard and the sample weight. 
 
The normalized signal integrals were first subjected to a Principal Component Analysis (PCA). PCA 
is a commonly used multivariate data analysis technique in metabolomics [17], which transforms the 
multidimensional dataset into a two-dimensional dataset. To get an overview of the biological 
variance in the data and a visual on the separation between prostate and tumor samples, we made a 
plot of the first two PCA components, Figure 4.A. Point proximity indicates sample similarity. A 
separation could be seen along both the first-principal component (PC1, explained 36.3% of the 
variance) and along PC2 (explained 15.6% of the variance) between prostate and tumor samples. The 
much bigger spread seen within the tumor samples in the PCA analysis is to be expected since 
biological variability may be high based on the complexity of the TRAMP model, where progression 
from prostate to tumor metabolism is gradual [29].  
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A)                                                                      B) 
 

          
 
Figure 4. Full spectrum analysis of hyperpolarized 1D-13C NMR spectra A) Score plot of PCA analysis. Each point 
represents a single sample, the coordinates of which are determined by the collective contributions of all sample 
corresponding signal integrals. Data was mean centered and unit variance scaled before PCA was applied. The PC1 x 
PC2 plan accounted for 51.9% of total variation among data points. B) Feature ranking performed with the Random 
Forest (RF) algorithm. 34 signals contributed positively to the discrimination between tumor and prostate tissue, 30 of 
these are shown). Six signals had a relatively higher importance than the rest. 
 
 
To understand if it was possible to make a model that could separate prostate from tumour samples, 
a binary classification analysis was performed with Support Vector Machines (SVM) as a classifier 
based on all signals in the hyperpolarized 1D-13C NMR spectra. In a previous study, this algorithm 
proved robust towards small datasets [24]. With the SVM algorithm, a plane was found in the 
feature-space to maximize the separation between samples belonging to the two classes, prostate or 
tumor. Prior to the data analysis with SVM we performed a dimensionality reduction by means of 
feature ranking using the Random Forest (RF) algorithm. Figure 4.B shows the result of the feature 
ranking of the 129 normalized integrals included in the dataset. 
 
Several signals (n=34) contributed positively to the discrimination and resulted in a 97% success 
rate. Of these signals, six had a high relative importance. Performing the discrimination using only 
the 6 most important signals allowed a discrimination with 95% success rate between tumor and 
prostate tissue samples. 
 
An inspection of the six signals that allowed a 95% successful discrimination showed that these 
signals carried little information about metabolites originating from isotopic labelled glucose: Three 
signals (including two carbamates, 162.1 and 162 ppm) had very low SNR (< 5) and were singlets. 
This indicated that they originated from non-isotopic labelled signals. One additional singlet was 
not identified (107.2 ppm, SNR<10). The last two signals were from a singlet originating from the 
lactate C2 isotopomer and from glucose C4a. Although highly valuable as a tool to discriminate 
between tissue samples with similar origin, this full spectrum analysis without prior knowledge did 
not provide clear information to be extracted about metabolites originating from the isotope labelled 
substrate.  
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Since the most commonly used data type for NMR metabolomics is 1H NMR data, we chose to 
cross examine the supervised classification of the tissue samples based on full spectrum 
hyperpolarized 1D-13C NMR with a similar analysis performed with 1H NMR data collected on the 
same samples. A full account on the 1H NMR spectral analysis can be found in supp. info and 
Figure S9. The signals in the 1H NMR spectra were binned into 298 spectral areas (0.02 ppm/bin). 
In general, the errors in the RF analysis were high, however one bin that included a signal at 7.13 
ppm was significantly more important than the rest and an SVM analysis with this feature alone 
allowed a 97% discrimination. Including additional two bins (signals at 6.81 and 7.11 ppm, 
respectively) allowed a perfect discrimination of 100%. These chemical shifts suggest that the 
metabolite behind includes a phenol group, where para-cresol or p-hydroxyacetic acid are likely 
candidates. Both of these metabolites are bacterially produced and constituents in urine. While these 
metabolites could separate the two sample groups included in this study, they are not likely to 
originate from the molecular 13C-tracer. 
 
Isotopic labelled metabolite information and interpretation  
 
To investigate the value of molecular 13C-tracer related metabolites for discrimination between 
prostate and tumor tissue, we created a metabolite selective dataset. The resolution of 13C 
resonances is much higher than for 1H due to the large chemical shift range of 13C (250 ppm vs. 14 
ppm) resulting in well separated metabolite signals. The isotopic labelling of metabolites 
originating from [U-13C]glucose further allows biochemically related metabolites to be identified in 
a background of unlabelled metabolites, which can be two orders of magnitude lower in signal 
intensity. The uniform isotopic label, if transferred into the metabolite, also results in 13C-13C 
couplings that, along with the chemical shift of the 13C signal, generally permit an unambiguous 
assignment of the signal as belonging to an isotopomer of a specific metabolite. Thus, a metabolite 
selected dataset could be created using this prior knowledge that allowed direct interpretation of 
isotopic labelled signals important for classification. 
 
Metabolite based analysis of hyperpolarized 13C-SIRA spectra 
 
A dataset was constructed with integral values of identified metabolite signals from the carbonyl area 
of the spectra in the 38 included spectra. One carbon position was included per metabolite selected 
from the carbonyl region representing the longest T1 carbons. For most metabolites both a doublet 
and a singlet isotopomer were present in the spectrum, Figure 2. Both isotopomer signals were 
included with the 13C-13C doublet represented in the dataset by one of its signals. In total this 
amounted to 35 signals, each normalized to the internal standard and the sample weight. 
 
A plot of the first two PCA components, Figure 5.A, showed less variance between the prostate and 
tumor group compared to the full spectrum dataset (Figure 4.A.) even though the total explained 
variance was greater (58.1% vs. 51.9%). It could seem from this group separation that there were 
two fractions of tumor samples. We thus investigated if the PCA plot could indicate a separation 
between the tumor samples e.g. into tumors found in the prostate and tumors found in the seminal 
vesicles, supp. info. Figure S10. However, the study sample number did not support such 
separation. 
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A)                                                                B) 

                 
Figure 5. Metabolite analysis of hyperpolarized 1D-13C NMR spectra A) Score plot of PCA analysis. Data was mean 
centered and unit variance scaled before PCA was applied. The PC1 x PC2 plan accounted for 58.1% of total variation 
among data points. B) Feature ranking performed with the Random Forest (RF) algorithm. 12 signals contributed 
positively to the discrimination between tumor and prostate tissue. Two signals had a relatively higher importance.  
 
 
With the supervised model, 12 signals contributed positively to the discrimination. Two signals had 
a high relative importance as seen from the RF analysis, Figure 5.B. Using only these two features, 
a discrimination with 92.1 % success rate could be obtained, whereas including the 12 highest 
ranked signals allowed a discrimination with 95 % success rate between tumor and prostate tissue 
sample. This success rate did not increase further by including the remaining 6 signals that showed 
positive ranking from the RF analysis. The identity of the 12 signals, which allowed a 95 % 
successful discrimination is shown in Table 2.  
 

Table 2. Identity of 12 features with highest rank in an RF analysis of the metabolite dataset. The score is 
given as the success rate obtained when including the metabolite and all previous metabolites, i.e. a 92.1 score 
is obtained when including both lactate C1 and glutamate C5.  

Feature # RF Ranking Score (%) Chemical shift Identity 
1 0.044±0.0010 81.6 184.96 lactate C1, doublet 
2 0.031±0.0008 92.1 184.05 glutamate C5, singlet 
3 0.007±0.0006 89.5 100.82 beta fructofuranose, singlet 
4 0.006±0.0008 92.1 175.01 serine C1, doublet 
5 0.006±0.0006 92.1 104.22 alfa fructofuranose, singlet 
6 0.004±0.0006 92.1 180.63 glutamine C5, doublet 
7 0.004±0.0004 92.1 180.10 aspartate C1, singlet 
8 0.003±0.0004 92.1 175.44 glycine C1, singlet 
9 0.003±0.0005 92.1 175.20 glycine C1, doublet 
10 0.003±0.0003 92.1 165.54 urea 
11 0.003±0.0004 92.1 178.61 alanine C1, singlet 
12 0.002±0.0004 94.7 178.39 alanine C1, doublet 

 
Whereas metabolites originating from the molecular 13C-tracer is straightforwardly identified in the 
hyperpolarized 1D-13C NMR spectra it is difficult to make use of such prior knowledge from 
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analysis of 1H NMR spectra. Administration of [U-13C]glucose significantly increase the signal 
overlap on the narrow 1H chemical shift scale due to the carbon proton couplings, which at the same 
time are those that carry the valuable biochemical information. Usually only a few metabolites, 
such as high concentration metabolites in less crowded spectral regions, e.g. alanine methyl and 
lactate methyl groups and proton attached to C2 in lactate, can be unambiguously identified and 
quantified in a 1H NMR spectra [50,24]. For this reason, we did not attempt to make a comparison 
to 1H NMR performance using a dataset where only tracer specific metabolites had been selected. 
 
Biomarker identification 
 
In Table 2 it was seen that isotopomers from several metabolites could play a role in the 
discrimination of prostate and tumor tissue from TRAMP mice. We further investigated their 
individual and relative contribution to a separation using a PCA loading plot, Figure 6. The loading 
plot showed that fructo-furanoses mostly influences PC2. Lactate, aspartate and glutamate have 
almost equal weight on both components and the remaining metabolites mostly contributes to PC1. 
Not surprisingly, the two fructo-furanoses have identical impact. The signals from lactate and 
aspartate are closely and positively related but negatively correlated to the fructo-furanoses. The 
rest of the signals correlate positively in two groups. Serine and alanine signals in one group and 
glutamine, glutamate, glycine and urea in another group. A box-plot analysis of these 12 metabolite 
isotopomers, supp. info. Figure S11, showed lactate and serine to be increased in tumor tissue 
whereas the fructofuranoses, glutamate, glutamine and urea were lower in tumor tissue compared to 
prostate tissue.  
 

A)                                               B)                                                    C) 

            
 
Figure 6. PCA plots using only the 12 RF selected highest ranked features. A. Score plot of PCA analysis. Each point 
represents a single sample, the coordinates of which are determined by the collective contributions of all sample 
corresponding signal integrals. Data was mean centered and unit variance scaled before PCA was applied. The PC1 x 
PC2 plan accounted for 62.11% of total variation among data points. B. Loading plot of PCA analysis. The Impact and 
correlation of the 12 features listed in Table 2 are shown. Interpretation: Projection of vectors to the respective axes 
infer their weight on the PCs. Close proximity of vectors, forming a small angle between them, suggest positive 
correlation between the features whereas vectors meeting at 90º suggests no correlation and vectors with larger angles 
infer negative correlation. Shorter length vectors suggest less importance (ser and gly,s). Here shown for the PC1 x 
PC2 plan, why interpretation could be influenced by including more dimensions. C. Box-plot for Lactate and beta 
fructofuranose. Values are in arbitrary units and represents integral over the specific isotopomer included in the 
analysis. Box-plot for the remaining 10 high ranking metabolites are shown in supp. info. Figure S11. 

Lactate was expected to contribute to discrimination between prostate and tumor tissue from 
TRAMP mice. Several metabolic imaging studies of prostate and tumors in TRAMP mice have 
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shown how lactate signal increase with tumor progression [30,31]. Using lactate alone for the 
discrimination between prostate tissue and WD tumors gave however a success rate (81.6%) similar 
to what could be obtained by chance for the metabolite dataset (highest score from randomizing 
tumor and prostate samples was 79%). The success rate could be significantly increased to 92.1% 
by including at least one of the other 11 features discussed above.   

The finding that fructose is negatively correlated with lactate in the discrimination of WD tumor 
tissue from normal prostate tissue is especially interesting to include in further biomarker 
investigations. Fructose metabolism is emerging as important in cancer biology, which can be 
explained by an increased intake of this nutrient in cancers [50]. Although most fructolysis takes 
place in the liver, both normal prostate cells and prostate cancer cells take up and metabolize 
fructose. GLUT5 is a specific transporter of fructose and it has been reported to be overexpressed 
both in normal human prostate and in prostate cancer [51].	The so-called polyol pathway consists of 
two reversible reactions; using sorbitol as an intermediate it allows conversion of fructose to 
glucose, or alternatively allows for an endogenous production of fructose from glucose. The latter 
makes it possible for cells to bypass glycolytic regulation and increase the glycolytic rate [52]. The 
polyol pathway has been reported as active both in normal prostate and prostate cancer [53]. 
Fructose is also connected to lipogenesis, which is another important requirement of proliferating 
cancer cells. The large fructose signal in TRAMP prostate tissue seen in our study could, due to a 
30 min. circulation time of the molecular 13C-tracer, result in production of 13C labelled fructose in 
the liver rather than directly in the prostate. In that case the difference in fructose signal between the 
two tissue types would be due to uptake capability rather than production.  

Hyperpolarized 13C-fructose has already been developed as a real time metabolic imaging marker 
and tested in TRAMP mice for spectroscopic imaging of PD tumors [54]. With an improved 
understanding of fructolysis in different stages of the prostate cancer development it is likely that a 
biomarker could be developed with a combination of 13C-pyruvate and 13C-fructose. Such combined 
tracer would target lactate derived from pyruvate and fructose metabolism simultaneously and thus 
potentially improve the diagnostic accuracy of prostate cancer compared to focusing solely on 13C-
lactate derived from pyruvate.  
 

 
Conclusion 

In this study, we used the hyperpolarized 13C-SIRA method to collect 1D-13C NMR data on normal 
and cancerous prostate tissue extracts from TRAMP mice administered with isotopic labelled [U-
13C]glucose.  

With a combination of a random forest algorithm applied to evaluate signal importance and support 
vector machines for classification it was possible to make a discrimination with 95% success rate 
between tumor and normal prostate tissue.  

Signals in the hyperpolarized 1D-13C NMR spectrum could easily be assigned to specific 
metabolites. The signals that were responsible for tissue classification could be evaluated and 
related to reported in vivo findings. In particular, the evaluation suggested that targeting pyruvate 
and fructose metabolism in combination could provide additional information compared to pyruvate 
alone for prostate cancer diagnosis. 
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1. Pilot study 
 
Two small pilot studies were performed to evaluate 1) if an intraperitoneal injection could 
efficiently distribute [U-13C]glucose and 2) the needed distribution time for a reliable measurement 
of isotopical labelled metabolites. 
 
Pilot 1  
 
Two mice were injected with 13C labelled glucose (with 150 mg/ml ) one in the tail vein and one 
Intraperitoneal (in the abdominal cavity). The mice were kept under anesthesia and terminated after 
15 minutes (i.v.) or 30 minutes (i.p.). Four types of tissue (prostate, brain, liver, kidney) was 
immediately harvested and placed in vials labelled with their empty weight and immediately frozen 
in liquid nitrogen and stored at -80 ℃. The weight of tissue filled vials was measured and tissue 
weight was found by subtraction. Metabolites were extracted and freeze dried according to the 
protocol described in the main article. 1H-13C-HSQC and 1H NMR spectra were acquired on all 
samples. Afterwards the samples were freeze dried and prepared for and measured with 
hyperpolarized 1D-13C-NMR. 
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Administration of 150 mg/ml [U-13C]glucose either intravenously (i.v.) or intraperitoneal (i.p.) into 
the abdominal cavity resulted in comparable amounts of isotopic labelling in prostate tissue of high 
concentration metabolites (lactate, alanine and glutamate), Figure S1.  
 
A)            B)    
  

           
Figure S1. Amounts of metabolites in tissue from i.p. injected mice relative to i.v. injected mice. All 
data are extracted from 1H-13C-HSQC spectra collected for samples from the different tissue types 
and have been corrected for amount of tissue. A) Relative amounts of three 13C-labelled metabolites 
(lactate, glutamate and alanine) in all analysed tissue types. B) Relative amounts of substrate (13C-
labelled glucose) in all analysed tissue types. All values, except for brain tissue are higher than 1 
showing that i.p. injection is more effective (in the given concentration and time) than i.v. injection 
for most tissue types. 
 
Availability of [U-13C]glucose in the different tissue types was higher when injected i.p. but was 
generally low in prostate tissue, Figure S2.  
 

 
Figure S2. Glucose signal measured in the different types of tissue from the two mice injected with 
[U-13C]glucose (i.p., 1666 µmol for 30 min or IV, 166 µmol for 15 min) compared to the glucose 
signal measured in an experiment using 10 mill prostate cancer cells in culture (120 µmol for 30 
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min). The latter were conditions used in a previously published study [1]. The available glucose in 
prostate tissue is relatively low.  
 
Unless the low glucose signal in prostate tissue was due to low uptake in the prostate, we could 
expect to increase it by prolonging the waiting time between administration and sacrifice or by 
administrating a higher glucose concentration. These parameters were tested in a second pilot study. 
 
Pilot 2  
We tested different waiting times (15, 30 or 45 min) between i.p. administered [U-13C]glucose and 
animal sacrifice for tissue excision. The isotopic labelling into high concentration metabolites 
increased from 15 to 30 minutes but was similar between 30 and 45 minutes. 
 
Lastly, we investigated whether it was feasible first to collect thermal NMR data on tissue extracts 
and afterwards freeze dry the samples and reformulate them for dDNP NMR. Effects of re-
formulation for dDNP NMR of samples which had been analysed with thermal NMR was assessed 
by comparing relative amounts of isotopic labelling in high concentration metabolites (lactate and 
glutamate) measured in three different excised tissue types from i.v. and i.p. administered U-13C-
glucose, respectively, Figure S3A. and by ratios between i.v. and i.p. administered U-13C-glucose 
recovered as isotopic labelled lactate in four tissue types, Figure S3B. 
 
A)         B) 

           
Figure S3. Measurement of isotopic labelling with thermal NMR and dDNP NMR of the same 
samples. A) Glutamate versus lactate signal measured by 1D-13C dDNP NMR and 1H-13C-HSQC, 
respectively. B) Lactate signal given as the ratio between the i.p. and i.v. signal, measured by 
dDNP NMR, 1H-13C-HSQC and 1H NMR. Differences between measured isotopic labelling with 
thermal NMR methods and dDNP NMR suggest that no notable effect could be detected of the re-
formulation (average and standard error between samples measured with dDNP NMR 0.065±0.024 
and those measured with 1H-13C-HSQC 0.061±0.022 were similar. There is no indication that the 
extra sample handling step included before the DNP analysis impact this analysis negatively. 
 
To prolong T1 usually deuterated glucose is applied in dDNP NMR studies [2] (T1 increase from 
0.6-1.2 s in protonated U-13C-glucose to 10-14s in deuterated U-13C-glucose at 37 °C and 9.4 T) 
however in order to be able to perform thermal NMR on the same samples protonated U-13C-
glucose was used as substrate. This choice affected the substrate signal in the dDNP NMR spectra 
(which was low for all samples), however the non-protonated carbons of the measured metabolites 
in the dDNP NMR spectra were detected in comparable amounts to the 1H-13C-HSQC and the 13C-
satelites in the proton spectrum. 
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2. Tissue sample collection and characterization 
 
All samples were treated as belonging to one cohort based on no apparent correlations to mouse age 
nor sample weight, Figure S4. 
 

A)                                                                         B) 

       
 
Figure S4. Sample correlation with mouse age (A) and tissue weight (B).  
 
 

3. Analytical performance of hyperpolarized 13C-SIRA of tissue extracts 
 
Sample transfer system design 
 
A custom-made sample transfer device was designed to work as an add-on to the Hypersense 
polarizer based on published principles [3]. The designed sample transfer system is sketched in 
Figure S5. 
 

A)                                                                                                                              B) 

           
Figure S5. Automated Sample Transfer System A) Sample transfer system set-up. This custom-made 
device was designed to work as an add-on to a Hypersense polarizer type. The maximum driving 
and stabilization pressure was set to 10 bar, which made the system compatible with a conventional 
“thin wall” 5mm NMR tube and water injection. The main principle of operation is to collect the 
dissolved sample in a loop attached to an injection valve set to the load position, sense the presence 
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of the liquid using an optical sensor (sensor 1) and subsequently inject the “front” part of the loop 
in the NMR tube by switching the valve to injection position. The transfer is stopped by engaging 
the stabilization pressure after a preset injection delay following detection by sensor 2. B) Zoom on 
actual sample tube filled with sample. 
 
Sequence of Events using the Automated Transfer System – The user sets up the system by 
assembling the NMR tube holder and initializing the transfer system. Initialization means that the 
NMR tube is pre-pressurized with 1 bar, the injection valve is in the LOAD position and the 
transfer system waits for the sensor 1 signal. Subsequently, the dissolution procedure on the 
polarizer is initiated. As the dissolved liquid exits the polarizer, it is collected in the sample loop 
and its presence is sensed by sensor 1, which triggers the switching of the injection valve from 
LOAD to INJECTION position. The content of the sample loop is then driven by a 10-bar pressure 
through the transfer line to the injector. Sensor 2, placed at the end of the transfer line, senses the 
position of the liquid and engages the stabilization pressure after a preset injection delay (305 ms 
for 50 mg of polarized sample, a loop size of 3.25 ml and a transfer line of approximately 4 m). For 
this study, the average travel time between the two sensors was found to be ca. 800 ms.  
 
Sample transfer system performance and protocol adjustment 
 
Metabolite relaxation was minimized by the faster transfer and a three times higher sample 
concentration was obtained with the automated sample transfer compared to a manual transfer. This 
translated into a total increase in carbonyl carbon signals of an approx. factor of 8, Figure S6. A 
side effect of concentrating the sample using the same solid state sample preparation protocol is the 
threefold increase of the radical concentration, which could increase paramagnetic relaxation. We 
therefore reformulated the solid-state extract sample and managed to reduce the amount of 
paramagnetics by a corresponding factor of three. Additionally, the glass former, glycerol, which 
was included in the sample formulation for optimal DNP, gave ringing artifacts in the NMR 
spectrum upon proton decoupling. We exchanged glycerol with deuterated glycerol to circumvent 
this problem and allowed proton decoupling during acquisition. 
 

 
Figure S6. Comparison between 1D 13C dDNP NMR spectrum of metabolite extracts from prostate 
tissue after a manual (A) and automatic transfer (B). 
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Figure S7. A full spectrum for each of the tissue classes. The spectra are sparse, with little overlap 
in signals. The largest signals, positioned as a triplet at 74 ppm and a quintet at 64.3 ppm, are from 
the deuterated glycerol, added to the samples to form the polarization matrix. The largest 
metabolite peaks are, by far, the ones produced by lactate, where all three signals are easily visible 
and identifiable.  

 
Figure S8. zoom in on carbonyl region for each of the tissue types. 
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4. Analysis and classification with proton NMR 

 
A Principal Component Analysis (PCA) was used to investigate the separation between tumor and 
prostate samples. The plot of the two first components of the PCA on Pareto scaled NOESY data is 
shown in Figure S9A. It can be seen that, apart from two tumor samples, there is a separation between 
a loose cluster of tumor samples and a somewhat closer cluster of prostate samples. Still, the distance 
between the clusters is much smaller than the distance between points inside the clusters. 

 

A)                                                                                                   B)  

              
Figure S9. Results from analysis of the NOESY data. A) PCA plot, with 40.44 % of the variance in 
the data in the first component and 30.24 % in the second. B) Relative feature importance 
calculated with RF, for 20 features with positive mean importance. Black bars indicate Standard 
Error on the Mean (SEM). 

 

Random Forest was applied as described for the dDNP data, except with 500 trees in each forest and 
repeated 3.000 times over.  

The results of a feature ranking performed using Random Forest (RF) on un-scaled NOESY data is 
shown in figure S9B. The importance score is in arbitrary units, and a positive score for a feature 
indicates that the RF algorithm performs worse if the values for that feature are shuffled; thus, 
indicating that the feature is important for the separation between prostate and tumor samples. In the 
NOESY data, 20 features were found to have a significant, positive importance. The SVM algorithm 
was run on the data, using only a subset of the features of the full data: First with only the highest 
ranked feature found with RF, then the two highest rank data and so on. In this way we find that the 
best classification, with 100% correct, leave-one-out cross-validated, classification of prostate vs. 
tumor samples is made by using the top 3 features from RF: 7.13, 6.81 and 7.11 ppm.  
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5. Metabolite based analysis of hyperpolarized 13C-SIRA spectra 
 
We chose to combine tumors found in the prostate and in the seminal vesicles into one group - 
tumors. This was due to the number of available tumors and also due to uncertainty in 
characterization of the tumor origin in two mice. However, when making a separation based on 
identified molecular 13C-tracer related metabolites it looked as though it could be possible to 
separate the tumors into more groups had we had more samples, Figure S10. 
 

 
Figure S10. Metabolite analysis of hyperpolarized 1D-13C-NMR spectra. Score plot of PCA 
analysis. Data was mean centered and unit variance scaled before PCA was applied. The PC1 x 
PC2 plan accounted for 58.1% of total variation among data points. Samples are colored 
according to tissue characterization. Red: Prostate tissue, blue: tumor tissue from tumors found in 
the prostate, green: tumor tissue from tumors found in the seminal vesicles and orange: tumors for 
which it was not possible to determine from where it originated.  
 
 

6. Biomarker identification 
 
 
A box-plot analysis of the 12 highest ranked metabolite isotopomers used to obtain a 95% 
discrimination of tumor and prostate tissue is shown in Figure S11. 
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Figure S11. Box plot of 12 highest ranked features in RF analysis of metabolite dataset.  
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