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Abstract. Management of electric power balance requires accurate forecasting 

of load and generation, especially in the context of renewable energy adoption. 

In this context, forecasting electric load requires more attention to decrease the 

uncertainties in the system operation. There have been many studies under this 

context, however, the effect of the lookback window for both deep learning and 

regularization techniques has not been fully investigated in the literature. In this 

study, we developed a comparative study based on 4 typical deep learning tech-

niques, namely MLP, 1D-CNN, LSTM, and a hybrid model that is a combination 

of 1D-CNN and LSTM to forecast the electrical load. The effect of both regular-

ization methods and lookback window length has been investigated in detail and 

found that they improved the forecasting performance based on the complexity 

and features of the networks. The methods are evaluated in terms of 4 different 

metrics namely MSE, MAE, MAPE and, R2. The results show LSTM outper-

formed the other methods in general, and the increase of lookback length im-

proved its performance with the average MAPE less than 2%. 

Keywords: Deep Learning, Load Forecasting, Regularization, Lookback win-

dow. 

1 Introduction 

Energy consumption has been increasing in the last decades while the trend will con-

tinue in the forthcoming period, especially in the light of electrification of the transpor-

tation sector. In accompany to this is the increasing adoption of renewable energy 

sources such as solar and wind [1]. The variability and uncertainty in the generation 

and consumption challenge the security of the power supply. It is therefore necessary 

to develop accurate forecasting models on these quantities based on the relevant horizon 

to decrease the planning and operational costs and to ensure an efficient and reliable 
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power system operation [2]. Limited information about the data characteristics, dy-

namic frame, seasonality, and weather condition dependencies are the main factors of 

deficiency of energy management. Among these, weather dependencies are the major 

factors in the uncertainty of the data set [3]. These factors underpin the challenges of 

demand forecasting to enhance the power system operation.  The temporal correlation 

within the data contains valuable information which might yield better forecasting per-

formance. The decision of past data length which is expressed as lookback window 

length is another important decision to take. 

Load forecasting is a popular topic in recent years since accurate forecasting is cru-

cially desired for power system planning and operation. The most used methods are 

based on conventional statistical approaches such as Auto Regressive Moving Average 

(ARIMA) and linear regression. These methods are fast and easy to implement if there 

is a linear relationship between data points. However, these methods are not efficient 

when dealing with non-linear and more complex relationships in the data sets [4]. 

Therefore, Artificial Intelligence (AI) techniques, namely Artificial Neural Networks 

(ANNs), Support Vector Regression (SVR), and Fuzzy Logic (FL), have been used in 

literature. AI methods give relatively better performance since they can capture nonlin-

ear and more complex relations [4]. Among these forecasting techniques implemented, 

namely ARIMA and one of the most common techniques in the DL field which is Long 

Short-Term Memory (LSTM) are applied and compared for both one-step and multi-

step ahead load forecasting based on Open Power System Data set. It is identified that 

LSTM outperformed in both cases due to its high performance in time series forecasting 

[5]. 

Multi-Layer Perceptron (MLP), LSTM, and Convolutional Neural Networks (CNN) 

are commonly used DL-based ANNs in load prediction [6]. The paper demonstrated 

that deep learning neural networks (DNN) are superior to traditional methods namely 

Moving Average (MA), Linear Regression (LR), Regression Tree (RT), SVR and MLP 

for short-term load forecasting. By representing weekdays and weekends forecasting 

performance separately, the paper shows that DNN is more capable of predicting these 

particular daily characteristics [7]. The last category for forecasting is hybrid methods 

which combine various methods from different areas and gather their advantages for 

more accurate results [8].  

However, by increasing the number of layers and complexity of ANN, it can capture 

hidden information in the data set but can also cause overfitting problems [9]. The gen-

eral solution is to implement one of the regularization methods to negate this problem 

by making slight changes to the learning algorithm such as early stopping and dropout 

[9]. Zhu et al. illustrated that regularization implementation boosts air pollutant fore-

casting performance [10]. The major difficulty is specifying model features (inputs) 

which can change in a wide range for load forecasting. However, in general, the electric 

load data that is recorded in the past is used for almost every single technique as these 

consist series of knowledge relating to output. The significant difference in the way that 

is handled of recorded load data in the feature set brings various effects to the forecast-

ing performance. Also, if there are some weather data like temperature, wind speed, 

humidity and some other extracted data such as holiday, time, and month can be used 

[11]. In [12], the authors identified that “DropBlock” is a structured form of dropout in 
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convolutional networks and proved to have better accuracy and was more robust to 

hyper parameter selection than both dropout and without applying regularization. In 

this study, we focus on 1) the selection of deep learning network, which affects the 

overall electrical load forecasting performance greatly, 2) in addition to previous net-

works, the performance of the hybrid network by combining 1D-CNN and LSTM, 3) 

evaluation of different lookback window for each network by keeping all other hyper 

parameters same, and 4) application of various regularization methods to assess the 

effects on different deployed ANN models. The main contribution here is exploring a 

comprehensive observation by changing the length of the lookback window which is 

using parts of recorded load data as a feature for MLP, 1D-CNN, LSTM, and hybrid 

networks in addition to five regularization methods. The results show that adjusting the 

lookback window can tackle without increasing the network complexity. 

2 Proposed Methods 

In this section, we examine different types of DNNs under several network designs. 

One of the noticeable issues is selecting the DL method and deciding its hyper param-

eters. The network architecture is crucially effective for the performance of the net-

work. Many DL structures may work properly but they may also present poor perfor-

mance due to incorrect parameter selection or insufficient data set. In these situations, 

overfitting is a quite common case in DL literature. Thus, we also employ particular 

regularization techniques and examine the change of lookback window to check the 

structure and improve their working performance. 

 

2.1 Deep Learning Techniques 

MLP is one of the most well-known ANN structures. The main idea is to mimic the 

process of the brain by using perceptrons. The output (y) of the perceptron is equal to 

the multiplication of weights (w) and inputs (x). During the training, the network tries 

to learn correct weights which gives good performance for testing. The mathematical 

representation is given by Eq (1): 

  

𝑦𝑖 = 𝑤𝑖
𝑇𝑥  (1) 

Perceptron is generally sufficient enough for linear problems, but it lacks for more 

complex and non-linear problems. Therefore, MLP is applied as a first network. MLP 

has an input, output, and at least one hidden layer. The main difference is the hidden 

layer which has non-linear activation functions. If there is more than one hidden layer, 

then the network becomes deep.  

The training and updating of the weights start randomly, and the network aims to 

minimize the error in every epoch. Applying normalization to the feature set helps to 

improve the performance because various inputs in a different range can be inexplicable 
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for the network. We prefer to apply the following Z-score normalization technique in 

our feature set to avoid outliers: 

𝑥′ =
𝑥 − µ

𝜎   (2) 

which µ represents mean and σ is the standard deviation. During the training period, 

overtraining, creating complex models (high number of parameters, layers, neurons), 

memorizing the data, or employing a high number of epochs can see a decrease in the 

training error, but in many cases, it jeopardizes the validation performance since the 

network lost the generalization ability. That is why stopping criteria play a crucial role 

to keep the generalization ability of the obtained network by preventing overtraining 

and saving simulation time. It is one of the regularization ways to handle these issues. 

In the literature, there are different regularization techniques and, in this work, we im-

plement early stopping, weight decay, noise injection, dropout, and capacity reducing. 

MLP includes fully connected (dense) layers. Every neuron has a connection to all 

neurons in the next dense layer and the network tries to find optimum weights and bias 

terms to minimize the loss function of the network. Consequently, these bring a remark-

able number of parameters into the network. For this reason, the reduction in terms of 

parameters can be procured by using only local connections between the neurons in-

stead of having all the connections.  Thus, an alternative layer is introduced to a fully 

connected layer which calls a convolutional layer that helps to decrease the number of 

parameters for keeping computation more simplified. The resulted ANN is called CNN 

which is a powerful network that is commonly used in image processing. Additionally, 

CNN can also be used on a one-dimensional (1D) time-series signal. The general idea 

of CNN is the same for 1D, 2D, or 3D data. The difference is about their input dimen-

sion and the feature selection by a filter. In our problem, we use CNN for two sequential 

steps which are feature selection and time series forecasting. The feature extraction part 

generally includes convolution layers and pooling layers that help to extract major fea-

tures of input sets, afterwards the fully connected layers can use these selected features 

to learn and perform the forecasting task. Furthermore, we use 1D-CNN to build hybrid 

networks since the superiority of CNN networks is extracting features from a given 

input set [8]. 

Recurrent Neural Network (RNN) allows to include past or self-connections and it 

is widely used if there is sequential data in different relational architectures such as one-

to-one, many-to-one, one-to-many, and many-to-many in text, audio, and video appli-

cations [13]. The main difference of RNN from MLP is the output relations with past 

computations and past experiences which is called past memory in addition to current 

input at a particular time step. RNN uses BPTT (Back Propagation through Time), and 

it is good at capturing short-term dependencies, but computing and repeating the gra-

dient to the initial cell state causes exploding gradient problems if the values are bigger 

than one and vanishing gradient problems for values smaller than one. There are meth-

ods to treat this gradient problem which are mainly changing activation function to 
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Rectified Linear Unit (ReLU) function, returns the output as 0 for any negative inputs 

and same value if non-negative, initializing the weight matrix, but the most robust way 

is introducing gated cells namely LSTM and GRU [13]. We use LSTM which is better 

to handle gradient problems as well as tracking information for long-term dependen-

cies. Fig. 1. represents the LSTM model with its gates.  

 

Fig.  1. The representation of the LSTM model [14]. 

 

LSTM cells can follow the information throughout many steps, and they can detect 

and forget irrelevant past information by forgetting gates 𝑓𝑡 (Eq. (3)), keep the relevant 

new information to update by input gates 𝑖𝑡 Eq. (4) and having new potential cell state 

𝐶𝑡̃  by using tanh layer with Eq. (5), update previous information by update cell state 𝐶𝑡 

Eq. (6) and finally produce the output ℎ𝑡 by using output gate 𝑜𝑡 Eq. (7) and Eq. (8). In 

this way, LSTM can capture both long- and short-term dependencies. In the following 

equations, 𝜎 is the sigmoid layers, 𝑊 and 𝑏 are the weight and bias for the related gates. 

𝑓𝑡 = 𝜎(𝑊𝑓 , [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑓  (3) 

𝑖𝑡 = 𝜎(𝑊𝑖 , [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑖  (4) 

𝐶𝑡̃ = 𝑡𝑎𝑛ℎ(𝑊𝑐 , [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑐  (5) 

𝐶𝑡 = 𝑓𝑡 . 𝐶𝑡−1 + 𝑖𝑡 . 𝐶𝑡̃  (6) 

𝑜𝑡 = 𝜎(𝑊𝑜, [ℎ𝑡−1, 𝑥𝑡] + 𝑏𝑜  (7) 

ℎ𝑡 = 𝑜𝑡 . tanh (𝑐𝑡)  (8) 
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LSTM is a promising network for sequential data, as well as playing a key role in 

building hybrid network structures. We create a hybrid network by using an LSTM and 

a 1D-CNN network. The hybrid model is a combination of 1D-CNN and LSTM net-

works. While the integration of 1D-CNN aids feature selection, LSTM increases the 

capability of storing relevant past information. The model architecture can be seen in 

Fig 2. The CNN layer is followed by max-pooling and flatten layers to improve the 

feature extraction process.  

 
Fig.  2. Structure of the Hybrid Network 

 

2.2 Regularization Methods 

The regularization techniques are developed to ensure DNNs’ performance not only on 

the training set but also on the test data. Regularization includes various techniques, in 

this study we applied early stopping, weight decay, Gaussian noise injection, dropout, 

and reducing network capacity to the original model for every DL algorithm consti-

tuted. One of the most common techniques is early stopping. It interferes with the num-

ber of epochs by checking both training and validation errors whether they are decreas-

ing or not. If the decrease of validation error is stopped for one or more epochs while 

training error is still decreasing, the network is stopping the training to avoid overfitting 

and memorizing the network. Weight decay defends removing unnecessary connec-

tions by adding a penalty term to the training. Another simple implementation is noise 

injection during training, wherein this paper we tested Gaussian noise. Dropout is a fast 

technique that can be applied during training. It is mainly essential for large networks 

therefore here it is applied to compare the performance of the DNNs. During the im-

plementation of dropout, the various non-output units with defined probability are re-

moved in every epoch of the training process. The final method is dimensionality re-

duction, intending to reduce the number of parameters and complexity in the network.  

We use four error metrics to evaluate the model performances: Mean Square Error 

(MSE) which is also our loss function, Mean Absolute Error (MAE), Mean Absolute 

Percentage Error, and R2 which is the exposition of evaluating the feature set can ex-

press the output. If the R2 is close to 1, then it can be said the feature set is chosen 

appropriately. The equations are given by Eq. (9)-(12). While 𝑥𝑠 indicates the actual 

load consumption, 𝑥̂𝑠 represents the forecasted load consumption value. 

𝑀𝑆𝐸 =
1

𝐿
∑(𝑥̂𝑠 − 𝑥𝑠)2

𝐿

𝑠=1
 

 (9) 
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𝑀𝐴𝐸 =
1

𝐿
∑|𝑥̂𝑠 − 𝑥𝑠|

𝐿

𝑠=1
 

(10) 

𝑀𝐴𝑃𝐸 =
100

𝐿
∑

|𝑥̂𝑠 − 𝑥𝑠|

|𝑥𝑠|

𝐿

𝑠=1
 

(11) 

𝑅2 = 1 −
∑ (𝑥̂𝑠 − 𝑥𝑠)2𝐿

𝑠=1

∑ (𝑥𝑠 − 𝜇)𝐿
𝑠=1

2  (12) 

The lookback window is related to several previous time steps for forecasting the 

next step. The decision of the lookback length affects the network’s performance since 

the closest previous data express the behavior of the set. Thus, we investigate the net-

work performance under different lengths of lookback windows. 

3 Case Studies and Results 

3.1 Data Preparation 

There are 10 various features that are mainly based on the extracted load and tempera-

ture features from the data set. In detail, daily average load, maximum and minimum 

values for both load and temperature, weekend/weekday and hour of the day, the pre-

vious day, week, and average load. Temperature data is one of the most useful meteor-

ological inputs among all and the results are also supporting this point. It is worth men-

tioning that only historical temperature and load data were used as inputs, which means 

that we can execute the short-term load forecasting without having any problem. The 

data set includes 277 days. Fig 3. presents all electrical load consumption which is in a 

resolution of 15 minutes and the relevant extracted features from this set.  
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Fig.  3. Load consumption and other features are extracted from the load data set. 

The work in the paper was to implement various DL techniques incorporating the 

stated regularization methods and evaluate which method was more effective in terms 

of performance improvement. Furthermore, DNNs allowed to use of sequential histor-

ical data, and the length of the lookback window affected the forecasting performance 

as well. Thus, studies were developed based on selected network architectures and af-

terward the effects of the lookback window on performance were recorded. All the 

mentioned architectures were created using the Keras library in the Python environ-

ment. 

 

3.2 Implementation of Deep Learning and Regularization Techniques in 

Comparison with Lookback Window 

In the first stage, different DL techniques including various regularization methods are 

applied and then the best regularization is identified for individual DL architectures. In 

the second stage, the performances of the selected regularization methods for each 

model architecture are compared under various lookback window lengths.  

The MLP architecture contains one input layer, 4 hidden layers with 64, 64, 48, and 

24 neurons, and one output layer. The CNN contains input, 1D convolution, max pool-

ing, 3 fully connected, and output layer. The filter size is 16 and the kernel is 2. Simi-

larly, the LSTM network has an input layer, an LSTM layer, 3 hidden layers, which 

have the same number of neurons as the last hidden layers of MLP, and then the output 

layer. The hybrid network is constituted by using both 1D-CNN and LSTM layers.  The 
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CNN layer is followed by max-pooling and flatten then, the LSTM and output of the 

1D-CNN layer are concatenated to be used in the following 3 fully connected layers. 

 

We choose the default features as follows: the optimizer was Adam, the batch size 

was 32, the activation function was ReLU, and the epoch was 250 for every network. 

We then applied 5 regularization techniques for each architecture: early stopping, 

weight decay, noise injection, dropout, and capacity reducing. We compared all perfor-

mances with the one without implemented any regularization. We evaluated all the re-

sults based on 4 given criteria for training, validation, and test sets, which are divided 

into 80%, 10%, and 10%, respectively. We look back at the 24 steps for all networks. 

The set has 15-minutes intervals; thus, we mainly use the previous 6 hours in this case. 

The results are given in Table 1, the results show that the LSTM network outperforms 

the others without having any regularization. The Hybrid network demonstrated similar 

performance with the implementation of early stopping and capacity reduction.   Con-

sequently, although the LSTM network demonstrates good performance for time-series 

with its high complexity, the hybrid network can have accurate performance with less 

complexity and fast convergence performance.  The results also showed that dropout 

was not effective for any DL approach with this data set. The main reason is that the 

data set does not have considerable overfitting. The other regularizations improved for 

some specific cases. For instance, while early stopping help to improve the 1D-CNN 

and hybrid models, Gaussian Noise injection improved the performance for MLP and 

LSTM networks.  



 

Table 1. Deep learning model results under various regularization methods for training, validation, and testing. 

  1D-CNN MLP LSTM HYBRID (1DCNN – LSTM) 

  MSE MAE MAPE R2 MSE MAE MAPE R2 MSE MAE MAPE R2 MSE MAE MAPE R2 

Orginal 

Model 

Training 

Validation 

Testing 

3241.76 

3435.67 

3185.18 

44.61 

45.66 

44.53 

2.33 

2.38 

2.30 

0.98 

0.98 

0.98 

1633.97 

2079.28 

2083.81 

31.79 

36.11 

36.32 

1.65 

1.89 

1.68 

0.99 

0.99 

0.99 

816.34 

1184.20 

1205.12 

22.84 

27.78 

27.63 

1.21 

1.47 

1.45 

0.99 

0.99 

0.99 

5882.68 

5968.64 

5807.15 

56.76 

57.32 

56.93 

2.83 

2.88 

2.83 

0.96 

0.96 

0.96 

Early 

Stopping 

Training 

Validation 

Testing 

2721.53 

2957.44 

2754.48 

39.94 

41.76 

40.80 

2.03 

2.12 

2.07 

0.98 

0.98 

0.98 

2370.58 

2720.64 

2879.61 

36.02 

39.92 

40.41 

1.78 

2.02 

2.01 

0.98 

0.98 

0.98 

10735.99 

13522.50 

11032.59 

73.72 

76.05 

73.97 

3.76 

3.89 

3.78 

0.93 

0.92 

0.92 

1099.25 

1506.89 

1461.67 

26.34 

30.60 

30.35 

1.40 

1.63 

1.60 

0.99 

0.99 

0.99 

Weight 

Decay 

Training 

Validation 

Testing 

2868.53 

3222.23 

3159.23 

41.55 

43.77 

43.61 

2.13 

2.25 

2.22 

0.98 

0.98 

0.98 

1311.73 

1717.92 

1655.49 

28.45 

32.73 

32.20 

1.48 

1.72 

1.67 

0.99 

0.99 

0.99 

768463.75 

753222.69 

744978.62 

706.33 

704.61 

701.36 

38.11 

38.06 

37.55 

-4.29 

-4.04 

-4.23 

1805.35 

2036.73 

2027.21 

33.49 

35.46 

35.10 

1.72 

1.83 

1.79 

0.99 

0.99 

0.99 

Injection 

Noise 

Training 

Validation 

Testing 

3572.38 

3850.55 

3428.49 

44.79 

46.46 

44.34 

2.26 

2.35 

2.23 

0.98 

0.97 

0.98 

1301.25 

1713.31 

1747.02 

28.34 

33.25 

33.17 

1.47 

1.75 

1.72 

0.99 

0.99 

0.99 

804.41 

1213.51 

1210.84 

22.72 

28.08 

27.93 

1.20 

1.49 

1.46 

0.99 

0.99 

0.99 

5269.10 

5377.95 

4687.72 

53.48 

54.16 

51.58 

2.70 

2.72 

2.60 

0.96 

0.96 

0.97 

Dropout 
Training 

Validation 

Testing 

19041.84 

18456.02 

20724.70 

101.87 

100.39 

107.49 

4.65 

4.61 

4.91 

0.88 

0.88 

0.86 

19041.84 

18456.02 

20724.70 

101.87 

100.39 

107.49 

4.65 

4.61 

4.91 

0.88 

0.88 

0.86 

237659.22 

237959.42 

242222.45 

477.28 

477.23 

481.90 

24.41 

24.44 

24.46 

-0.61 

-0.57 

-0.69 

237807.97 

238208.52 

242810.34 

477.06 

477.01 

482.01 

24.36 

24.39 

24.42 

-0.61 

-0.58 

-0.70 

Reducing 

 Capacity 

Training 

Validation 

Testing 

3666.39 

3966.35 

3748.62 

44.97 

46.80 

46.12 

2.27 

2.38 

2.33 

0.98 

0.97 

0.97 

3666.39 

3966.35 

3748.62 

44.97 

46.80 

46.12 

2.27 

2.38 

2.33 

0.98 

0.97 

0.97 

2433.77 

2510.18 

2484.74 

38.17 

39.06 

38.23 

1.98 

2.03 

1.97 

0.98 

0.98 

0.98 

1227.29 

1506.01 

1509.34 

27.59 

30.93 

30.79 

1.45 

1.62 

1.61 

0.99 

0.99 

0.99 



 
Fig.  3. The performance change for capturing the load consumption under various regulari-

zation techniques for MLP, CNN, LSTM, and Hybrid networks. 

 

We take these architectures without making any change in network arrangements 

and move to the second part to obtain the simulations for observing the change of look-

back window for 6, 12, 24, and 36. The detailed results are illustrated in Table 2. 

In Fig. 4 the effect of the regularization techniques is demonstrated by plotting pre-

dictions and the actual load for representative 2 weeks. MLP has exhibited less variation 

under these techniques, while CNN and Hybrid network exhibit similar behavior under 

the regularizations, and especially dropout did not improve their performance at all. 

However, while LSTM was not imposed by both weight decay and dropout, it was 

affected positively by noise injection. Regularization methods are generally used to 

prevent overfitting. Here we do not see the effectual change since the set did not have 

an overfitting problem in the first place. However, we still observe the change in net-

works’ performance. Based on these results, we specify a regularization type for each 

DL model to use in the next application, which is an investigation of the lookback win-

dow. 

As can be seen in Table 2, changing the length of the lookback window has a realiz-

able effect on the forecast results. Fig. 5 presents the change of average MSE results 

under variation of 4 lookback window horizons. LSTM has outperformed all others 

except when the lookback was equal to 36 because it has caused a serious increase in 

the network complexity. The lowest forecasting performance belongs to 1D-CNN 

which tells the necessity of using it in Hybrid forms instead of operating separately for 

time series data forecasting. 



 

Table 2. Lookback window length results for DL architectures. 

lookback window  6 12 24 36 

  MSE MAE MAPE R2 MSE MAE MAPE R2 MSE MAE MAPE R2 MSE MAE MAPE R2 

1D-

CNN 

Training 

Validation 

Testing 

5629.40 

5687.34 

6230.14 

55.94 

56.47 

57.98 

2.81 

2.85 

2.91 

0.96 

0.96 

0.96 

5928.65 

5930.08 

6044.12  

56.51 

56.33 

56.88 

2.80 

2.80 

2.82 

0.96 

0.96 

0.96 

2721.53 

2957.44 

2754.48 

39.94 

41.76 

40.80 

2.03 

2.12 

2.07 

0.98 

0.98 

0.98 

2137.75 

2596.77 

2487.27 

36.22 

39.41 

39.05 

1.85 

2.01 

1.99 

0.99 

0.98 

0.98 

MLP 

Training 

Validation 

Testing 

2263.51 

2629.24 

2818.37 

37.48 

40.27 

41.22 

1.94 

2.07 

2.12 

0.98 

0.98 

0.98 

1878.37 

2145.07 

2382.00 

34.17 

34.17 

38.54 

1.76 

1.88 

1.98 

0.99 

0.99 

0.98 

1301.25 

1713.31 

1747.02 

28.34 

33.25 

33.17 

1.47 

1.75 

1.72 

0.99 

0.99 

0.99 

1322.01 

1765.66 

1797.43 

28.80 

33.15 

33.54 

1.51 

1.74 

1.75 

0.99 

0.99 

0.99 

LSTM 

Training 

Validation 

Testing 

853.66 

1288.98 

1410.18 

23.32 

28.37 

29.63 

1.23 

1.49 

1.54 

0.99 

0.99 

0.99 

803.08 

1243.18 

1237.09  

22.57 

28.01 

28.13 

1.19 

1.48 

1.47 

0.99 

0.99 

0.99 

804.41 

1213.51 

1210.84 

22.72 

28.08 

27.93 

1.20 

1.49 

1.46 

0.99 

0.99 

0.99 

2523.52 

3189.45 

2903.25 

38.09 

41.82 

41.16 

2.02 

2.23 

2.17 

0.98 

0.98 

0.98 

Hybrid 

Training 

Validation 

Testing 

1503.00 

1707.72 

1956.98 

31.16 

33.05 

35.77 

1.61 

1.71 

1.83 

0.99 

0.99 

0.99 

1071.96 

1441.20 

1450.27  

26.02 

29.87 

30.58 

1.37 

1.57 

1.59 

0.99 

0.99 

0.99 

1099.25 

1506.89 

1461.67 

26.34 

30.60 

30.35 

1.40 

1.63 

1.60 

0.99 

0.99 

0.99 

1736.66 

2054.11 

1908.43 

32.51 

35.31 

34.11 

1.69 

1.83 

1.76 

0.99 

0.99 

0.99 

 

 



 
Fig.  4. MSE change with respect to length of lookback window for deep learning techniques. 

 

 
Fig.  5. The forecast results after taking the best regularization method of each DL model for 

a day ahead when the lookback window is 24. 
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The length effect of the lookback window changes based on the data and problem. 

In general, the window size can be decided by implying grid search or evolutionary 

algorithms. Fig. 6 illustrates the forecasting results for 96 different steps by making 

one-step-ahead predictions of each proposed deep learning method with respect to the 

actual load. All the methods have converged to the actual values. However, we can also 

realize MLP and 1D-CNN seem to be less accurate in comparison with LSTM and 

Hybrid models. 

4 Conclusion 

Short-term load forecasting is getting more important not only for energy management 

in an optimal way, but also make reliable operations for the power system. In this study, 

MLP, CNN, LSTM, and integration of CNN-LSTM models are presented. The varia-

tions are presented when applying different regularization techniques to decrease the 

error. Each network is affected on a different scale. For instance, weight decay causes 

an increase in all network prediction performance, except for the LSTM. In general, 

LSTM is working successfully without applying any regularization which outperforms 

others, only Gaussian noise injection improved slightly the results. Next, we observe 

the effect of lookback window length over the forecasting performance. We specifically 

investigated the effect of historical data window length and resolution under various 

deep learning and regularization techniques. Naturally, increasing the historical data 

window length brings complexity to the network. Since the RNN architecture is already 

complex, the performance is affected negatively only when the length of the lookback 

window is adjusted to 36, we obtained improvement for the rest of the network perfor-

mance. Thus, in general, we observe that the inclusion of more steps in the past helps 

to improve prediction performance, especially if it is not a complex neural network. In 

addition, the results showed that each regularization technique has an impact on the 

forecasting result and the selection of both regularization and model architecture details 

are completely relevant subjective to the data set. Even though one of the most common 

techniques is dropout, it negatively affects the result for deep learning methods like 

LSTM and hybrid networks significantly.  Apart from these, numerical results show 

that forecasting error (MSE) can be under 2%. 

5 Future Work 

Load forecasting and deep learning have been developed and studied during the last 

few years. However, there is still much room for novel implementations and improve-

ments. In this study, we see that the design of DL architecture is crucial. Every data 

needs attention to choosing the best method and architecture design. Thus, in future 

studies, we will employ more robust preprocessing techniques to make sure they will 

give more robust results. Also, we can create many architectures, but the optimal way 

is to choose all these prominent hyper parameters wisely. We will employ a differential 

evaluation to choose these parameters to optimize the forecast performance. Lastly, the 
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lookback window decision should be taken by implementing different search algo-

rithms.   
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