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Abstract

In measurement-based quantum computation (MBQC), or cluster state computation, gates are
implemented on a multi-mode entangled cluster state by projective measurements. In the optical
continuous variable (CV) regime, such cluster state can be deterministically generated while a class
of measurements is e ciently implemented by homodyne detection. This immediately allows for
the deterministic implementation of Gaussian gates in a scalable optical computation platform.

In this thesis, work towards the realization of CV MBQC is presented. In MBQC, a cluster state
of at least two dimensions is required, and in this thesis, the generation of such two-dimensional
(2D) cluster state is proposed and experimentally demonstrated. Assuming the availability of
Gottesman-Kitaev-Preskill (GKP) encoded input qubits, a universal computation scheme for the
2D cluster state is proposed, and noise analysis of the computation scheme is carried out and
compared to other computation schemes on 2D cluster states. Following the proposed computation
scheme, a universal Gaussian gate set is implemented on the generated cluster state by projective
measurements, and to demonstrate the programmability, gates are combined into a small quantum
circuit. Gate noise, caused by nite squeezing, is characterized, and the requirements for fault-
tolerant computation are discussed. Finally, a new computation scheme is proposed where gates
are implemented on a three-dimensional cluster state allowing topological error correction. Taking

nite squeezing in both the cluster state generation and approximate GKP-states into account,
fault-tolerant computation is shown to be possible by simulation when the squeezing level is above
a certain squeezing threshold.

To aid the experimental implementations, the focus throughout this thesis is on temporal en-
coding where resources are reused in time minimizing the required spatial resources, i.e. time
multiplexing. To this end, the thesis starts with a demonstration of two-mode squeezed state
generation in two spatial modes from a single time-multiplexed squeezed light source using opti-
cal switching and delay. In this demonstration, multiple experimental techniques are developed,
including e cient free-space to ber coupling, in- ber phase control, and ber-based homodyne
detection, each of which plays important roles in the experimental demonstration of the following
cluster state generation and gate implementation.






Resume (danish)

I malebaseret kvanteberegning (MBQC), eller klyngetilstandsberegning, implementeres gates pa
en multimode sammenvinklet klyngetilstand via projektive malinger. | det optiske kontinuertvari-
able (CV) regime kan sadan klyngetilstand genereres deterministisk, mens en klasse af malinger
e ektivt implementeres med homodyne detektorer. Dette giver straks mulighed for deterministisk
implementering af Gaussiske gates i en skalerbar optisk beregningsplatform.

I denne afhandling pr senteres arbejde mod realisering af CV MBQC. | MBQC kr ves en klyn-
getilstand pa mindst to dimensioner, og i denne afhandling foreslas og demonstreres genereringen
af en sadan todimensionel (2D) klyngetilstand eksperimentelt. Under foruds tning af tilg ngelige
Gottesman-Kitaev-Preskill (GKP)-kodede input qubits foreslas en universelt beregningsprotokol
for 2D-klyngetilstanden, og st janalyse af beregningsprotokollen udf res og sammenlignes med
andre beregningsprotokoller pa 2D-klyngetilstande. Med den foreslaede beregningsprotokol imple-
menteres et universelt Gaussisk gate-s t pa den genererede klyngetilstand ved projektive malinger,
og for at demonstrere programmerbarheden, kombineres gates til et lille kvantekredsl b. Gatest j
forarsaget af begr nset klemning er karakteriseret, og kravene til fejltolerant beregning diskuteres.
Endelig foreslas en ny beregningsprotokollen, hvor gates implementeres i en tredimensionel klyn-
getilstand, der muligg r topologisk fejlkorrektion. Ved medregning af begr nset klemning i bade
klyngetilstandsgenerering og approksimative GKP-tilstande, vises fejltolerant beregning ved simu-
lering at v re mulig, nar klemmeniveauet er over en bestemt klemmet rskel.

For at simpli cere de eksperimentelle implementeringer, er der i hele denne afhandling fokuseret
pa tidsm ssig kodning, hvor ressourcer genbruges i tide og minimerer de n dvendige rumlige
ressourcer, dvs. tidslig multiplexing. Til dette formal starter afhandlingen med en demonstration
af to-mode klemte tilstand i to rumlige modes fra en enkelt tidslig multiplexet klemt lyskilde,
genereret vha. en optisk switch og optisk forsinkelse. | denne demonstration udvikles ere eksper-
imentelle teknikker, herunder e ektiv kobling fra fritgaende lys til optisk ber, fasekontrol i ber
og detektering med berbaseret homodyne detektorer, som hver is r spiller vigtige roller i den
eksperimentelle demonstration af f Igende klyngetilstandsgenerering og gateimplementering.
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Chapter 1

Introduction

Since proposed in 2001 by Raussendorf and Briegel [1], measurement-based quantum computa-
tion (MBQC) has been a viable strategy towards scalable quantum computation. In MBQC,
gates are implemented by local projective measurements on a multi-mode entangled cluster state,
circumventing the coherent dynamics required in traditional gate-based quantum computation.
The principle is sketched in Fig. 1.1a,b. In Fig. 1.1b a cluster state is prepared with nodes cor-
responding to qubits prepared in j+i / jOi + jli states and edges corresponding to entangling
controlled-Z gates, € = joih0j ([ +jlihlj 2. Here, [ and Z are the identity and Pauli-Z
operators, respectively. Multi-qubit input states are then connected to the cluster state, possibly
by controlled-Z gates or other entangling gates. By projective measurements, the input states are
teleported through the entangled cluster state, and depending on the measurement basis settings,
a desired quantum algorithm (Fig. 1.1a) is implemented on the input states when teleported. As a
result, all the coherent dynamics of implementing an algorithm is packed away in the preparation
of the multi-mode entangled cluster state. Given the preparation of a universal cluster state, this
approach has the advantage that the cluster state is independent on the algorithm. We can then
focus on preparing a high-quality cluster state while implementing di erent algorithms by local
measurements becomes easy. Here, a universal cluster state refers to a cluster state of some struc-
ture and topology that allows for implementing arbitrary algorithms by local measurements. To
this, a cluster state of at least two dimensions is required: One dimension for encoding the input
information, and one dimension for encoding the desired algorithm. Finally, the output states may
be measured as well to reveal the computation outcome.

In 2006, Menicucci et al. proposed MBQC in the continuous variable (CV) regime [2]. In
the CV regime, qubits are replaced by bosonic qumodes, or just modes, each being a harmonic
oscillator. Each node of the cluster state in Fig. 1.1b is then prepared in an eigenstate of the mo-
mentum quadrature operator, B, while edges correspond to the CV version of the controlled-Z gate,
¢~ = e® % with ® being the position quadrature. Similar to before, input states are teleported
through the cluster state by projective measurements with an applied algorithm dictated by the
measurement basis settings. In practice, this approach has advantages on optical platforms where
approximate CV cluster states can be deterministically generated, and a group of measurements,
speci cally homodyne measurements measuring in the quadrature bases, ise ciently implemented.
Here, an approximate cluster state refers to nite squeezing in the cluster state preparation: The
momentum quadrature eigenstates are non-physical since they require in nite squeezing and thus
in nite energy. In approximate cluster states, the ideal quadrature eigenstates are replaced by
momentum squeezed states, and the approximate cluster state goes towards an ideal cluster state
for increasing squeezing levels. The price of using an approximate cluster state for computation
is computation noise caused by the nite squeezing, which eventually leads to computation er-
rors. Similar to other platforms, including gate-based computation, fortunately, such errors can
be corrected using quantum error correction [3].

Prior to this thesis, since proposed in Ref. [2], theory on CV MBQC and CV cluster states
has been developed and matured [3{6], and a toolbox of graphical calculus of Gaussian states

1
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Figure 1.1: (a) A quantum algorithm, A, with multi-mode input states, j i, sketched in a gate-
based fashion. (b) The principle of MBQC, where input states are connected to a cluster state,
here in two dimensions, and teleported through the cluster state by projective measurements while
the desired algorithm is implemented depending on the measurement bases. (c) Schematics of
temporal encoded MBQC comprising a cluster state generator and a measurement device. Each
node of the generated cluster state, here temporally encoded in a single spatial mode, occupy a
temporal mode in time with entangling edges between temporal modes at di erent times. The
measurement device is reused in time to measure each temporal mode with di erent basis settings
dictating the implemented algorithm, and the measurement results are recorded to analyze the
computation outcome.

has been presented in Ref. [7], which is used extensively in this thesis. Several MBQC schemes
for cluster state generation and computation have been proposed [8{12], each of which utilizes
temporal or frequency multiplexing to keep the required spatial resources low, and error correction
in the CV regime has been proposed [13{15] and applied in CV MBQC [3]. On the experimental
side, small cluster states were rst generated [16{18], followed by the generation of large one-
dimensional cluster states based on time and frequency multiplexing [19{21], while quantum gates,
implemented by projective measurements, have been demonstrated on small cluster states [22{29].

In this thesis, comprising Refs. [30{34], | present both experimental and theoretical work further
towards the realization of CV MBQC. On the experimental side, this includes the demonstration
of a two-dimensional (2D) CV cluster state, implementation of a universal Gaussian gate set by
projective measurements, combining gates in a programmable fashion, and demonstration of optical
switching in a quantum setting. On the theoretical side, besides the theory behind 2D cluster state
generation and the derivation of a computation scheme for gate implementation, noise analysis of
di erent computation schemes on 2D cluster stated is carried out and compared, and a new fault-
tolerant computation scheme is proposed allowing topological error correction.

Throughout this thesis, the focus is on temporal encoded computation schemes where, by
temporal multiplexing, the number of required spatial resources is kept low [9]. This is mainly
to ease the proof-of-principle experiments of this work. A schematic of the principles in temporal
encoded MBQC is presented in Fig. 1.1c. The implementation consists of two parts: A cluster state
generator, generating a temporal encoded cluster state in few spatial modes, and a measurement
device that is reused in time to perform projective measurements on the spatial modes in which the
cluster state is encoded in time. For temporal encoded cluster states, the cluster state generator
often comprises optical delays, interfering beam-splitters, and an optical switch for coupling input
states into the cluster state. Depending on the con guration, cluster state in one, two, or more
dimensions can be generated with each dimension \folded" in time, such that cluster state edges
exist in time between di erent temporal modes. In Fig. 1.1c, for simplicity, the generated cluster



state is sketched to occupy a single spatial mode, while for most schemes proposed, the temporal
encoded cluster state is generated in two or four spatial modes. Scalability of the cluster state size,
and thereby the computation size, is immediately obtained in the cluster state generation by scaling
optical delay lengths, while the number of spatial modes required remains xed. As an example, in
this thesis, a 2D cluster state is generated with a cylindrical topology [31]. Here the cylinder length
and circumference represent the two dimensions, and while the length in principle is unlimited, the
circumference is increased by adjusting optical delays in the generation. Finally, each temporal
mode is measured using a measurement device with a number of inputs that equals the number of
spatial modes in which the cluster state is temporally encoded. By adjusting the measurement basis
for each temporal mode, a desired computation algorithm is implemented depending on the basis
settings, and the measurement result for each measurement is read out to analyze the computation
outcome classically. Note that no changes are required to the measurement device when scaling
the temporal encoded cluster state.

While temporal encoded MBQC has advantages with a xed number of spatial resources when
scaling up the computation, temporal encoding, as well as frequency encoding, also possesses some
limitations that eventually limit the possible computation size. In temporal encoding, the maxi-
mum delay length that can be used for scaling up is naturally limited by propagation losses leading
to computation noise. Above a certain delay length depending on the quantum error correction
to be applied, fault-tolerant computation is no longer possible. To keep scaling up, the temporal
mode duration is shortened, such that more temporal modes t into the longest possible delay.
This, on the other hand, requires increasing bandwidths of squeezing sources and experimental
control, which as well is limited. For frequency-encoded computation, it is the same limitation of
the squeezing bandwidth, together with spectral resolution, that limits scalability. Nevertheless,
temporal and frequency encoding allows for near-term realizations and applications using relatively
simple experimental setups, and scaling is straightforward until optical losses become detrimental
and the setup is operated with a maximum possible bandwidth. As of today, we are far from
this limit. Assuming realizations with recent experimental demonstrations of large detection and
squeezing bandwidths [35, 36] in the tera-hertz regime, and assuming comparable experimental
control (though this may be challenging), temporal encoded computation schemes can potentially
perform computation on information encoded in millions of modes.

During the work presented in this thesis, the eld of CV quantum computation has advanced
rapidly aiding CV MBQC. In the following, | list few examples that are relevant to this thesis (note,
this is far from a complete list of all the exciting work carried out within CV quantum information
during the work of this thesis). On the experimental side, in parallel with 2D CV cluster state
generation in this work, a similar 2D cluster state was demonstrated using temporal encoding in
Ref. [37], while single-mode Gaussian gates were implemented by projective measurements on a
temporal encoded one-dimensional cluster state in Ref. [25]. As mentioned above, large bandwidth
detection and squeezed light sources have been demonstrated for temporal encoded computation
schemes [35, 36]. On the theoretical side, excess anti-squeezing in mixed squeezed states was shown
in Ref. [38] to not a ect the squeezing threshold for fault-tolerant MBQC. To correct for nite
squeezing, Gottesman-Kitaev-Preskill (GKP) encoding [14] is widely accepted as a favorable qubit
encoding introducing the required redundancy for error correction. For such encoded GKP-qubits,
qubit magic states are shown in Ref. [39] to be distillable with only Gaussian gates, rendering
non-Gaussian gates unnecessary for universal quantum computation [40], and in Ref. [41] this
approach is even shown to be preferable over implementing the non-Gaussian cubic phase gate on
GKP-qubits. In Ref. [42] a GKP quadrature correction scheme suitable for optical platforms was
proposed, dispensing the need for on-line active coupling to ancilla GKP-qubits. While using GKP
quadrature correction to correct CV noise with the cost of inducing qubit errors, in Ref. [43] GPK
quadrature correction was proposed combined with topological qubit error correction to achieve
fault-tolerant computation with realistic squeezing thresholds. Such implementation requires three-
dimensional cluster states, and besides the proposal in the work of this thesis, such schemes were
proposed with frequency encoding in Ref. [44], temporal encoding in Ref. [45], and spatial encoding
in Ref. [46].



4 CHAPTER 1. INTRODUCTION

1.1 Thesis structure

This thesis is a compilation of Refs. [30{34], and each of the chapters 2{6 can be read independently.
As such, some of the same introduction and motivation is repeated in each chapter, while notation
may vary from chapter to chapter. The thesis is organized as described in the following:

Chapter 2 presents the paper \Fiber coupled EPR-state generation using a single temporally
multiplexed squeezed light source™ of Ref. [30], in which two-mode entangled states in two
spatial modes are prepared from a single temporal multiplexed squeezed light source.

Chapter 3 presents the paper \Deterministic generation of a two-dimensional cluster state" of
Ref. [31] where a simple temporal encoded 2D cluster state generation scheme is proposed
and demonstrated.

Chapter 4 presents the paper \Architecture and noise analysis of continuous-variable quantum
gates using two-dimensional cluster states™ of Ref. [32] where a computation scheme on the
cluster state in chapter 3 is presented. Furthermore, a noise analysis of the computation
scheme is carried out together with three other relevant computation schemes on 2D cluster
states, and their performances are nally compared.

Chapter 5 presents the paper \Deterministic multi-mode gates on a scalable photonic quantum
computing platform™ of Ref. [33] where, following the proposed computation scheme in chap-
ter 4, Gaussian gates and a small quantum circuit is implemented on the cluster state of
chapter 3.

Chapter 6 presents the paper \A fault-tolerant continuous-variable measurement-based quantum
computation architecture"” of Ref. [34], where a new scheme for generation and computa-
tion on a three-dimensional cluster state is proposed. The proposed scheme supports GKP
quadrature correction and topological qubit error correction, and fault-tolerant computation
is shown to be possible.

Chapter 7 summarizes and concludes the results, and an outlook of future work toward the
realization of CV MBQC is presented.

Besides these chapters, appendix A, B, and C of this thesis includes additional technical information
complementing the supplementary information in chapter 3 and 5, describing the experimental
setup for cluster state generation and gate implementation. The information in these appendices
is not published elsewhere.



Chapter 2

Fiber coupled EPR-state
generation using a single
temporally multiplexed squeezed
light source

In this chapter, the paper \Fiber coupled EPR-state generation using a single temporally multi-
plexed squeezed light source™ of Ref. [30] is presented. This paper is authored by Mikkel V. Larsen,
Xueshi Guo, Casper R. Breum, Jonas S. Neergaard-Nielsen, and Ulrik L. Andersen, and published
in npj Quantum Information 5, 46 (2019).

In this work, we prepare two-mode squeezed states in two spatial modes by interfering two
single-mode squeezed states from a single temporal multiplexed squeezing source. This is done
by utilizing an optical switch for guiding di erent temporal modes of the squeezing source into
di erent spatial modes, and further using an optical delay for aligning temporal modes in time.
As such, this is an experimental work, demonstrating the combination of temporal and spatial
multiplexing, as well as demonstrating optical switching and delay in a quantum setting with
quantum entanglement being a gure of merit.

On the practical side, experimental techniques are developed and demonstrated, including e -
cient coupling of free-space light into optical ber, e cient in- ber phase control, and ber-based
homodyne detection. These techniques have shown ot be useful in the following experimental
work and plays an important role in the experimental realizations of chapter 3 and 5 [31, 33].
Besides this, compensation of systematic electronic noise is demonstrated, while a useful model is
developed taking seed-noise in the squeezing source into account in the quadrature squeezing spec-
tra, and allows for more accurate estimation of squeezing levels, e ciencies, and phase uctuations.

From npj Quantum Information 5, 46 (2019).

2.1 Abstract

A prerequisite for universal quantum computation and other large-scale quantum information
processors is the careful preparation of quantum states in massive numbers or of massive dimension.
For continuous variable approaches to quantum information processing (QIP), squeezed states are
the natural quantum resources, but most demonstrations have been based on a limited number of
squeezed states due to the experimental complexity in up-scaling. The number of physical resources
can however be signi cantly reduced by employing the technique of temporal multiplexing. Here,
we demonstrate an application to continuous variable QIP of temporal multiplexing in ber: Using
just a single source of squeezed states in combination with active optical switching and a 200 m

5
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Figure 2.1: Quantum information processing architectures using optical switching and optical
delay. (a) Switching and delay lines applied to a single squeezed state resource in order to generate
multiple time-synchronized squeezed state. (b) Switching between homodyne detection and the
more demanding cubic-phase gate-teleportation measurement with j i being an ancillary cubic-
phase-state [12]. (c) Example of switching temporal modes into or out of a cluster state [58]. (d)
Loop-based architecture for fully temporally encoded MBQC utilizing switching and delay [60].

ber delay line, we generate ber-coupled Einstein-Podolsky-Rosen entangled quantum states.
Our demonstration is a critical enabler for the construction of an in- ber, all-purpose quantum
information processor based on a single or few squeezed state quantum resources.

2.2 Introduction

The realization of quantum computation (QC) with demonstrated quantum supremacy requires a
scalable platform of quantum resources [47, 48]: Usually hundreds of logical qubits, or thousands
of physical qubits, are needed to reach this longstanding goal [49]. In one-way measurement based
quantum computation (MBQC) [1, 50], universal computation is performed with only single-qubit
projective measurements of an entangled cluster state [51]. Thereby, scalability is relaxed to the
generation of a cluster state of suitable size [5]. Cluster states of multiple modes of light are readily
accessible in continuous variable optical platforms, but most demonstrations have been limited
by the amount of spatial resources [52{56]. However, by time and frequency multiplexing with
squeezed states of light, large cluster states can be deterministically generated as demonstrated
with 60 frequency modes in [18, 20] and 108 temporal modes in [19, 21]. This allows for excellent
scalability, thereby rendering the need for spatially distributed resources unnecessary.

MBQC based on temporally encoded cluster states [9, 12] from a single squeezed state resource
[57] requires optical switching and passive optical storage (such as an optical delay line) in dif-
ferent con gurations as illustrated in Fig. 2.1. Multiple time-synchronized squeezed states can
be generated in the network illustrated in Fig.2.1a, allowing 2D cluster state generation from a
single squeezing source [9, 12]. Moreover, in MBQC, sequential measurements are performed on
the cluster in which each measurement strategy is adaptively changed based on previous measure-
ment outcomes. In some cases, switching between completely di erent measurement schemes, e.g.
homodyne detection and a non-Gaussian measurement, is required [12] (Fig. 2.1b). As an alter-
native to switching between Gaussian and non-Gaussian measurement schemes, one might x the
measurement setting to Gaussian homodyne detection and switch ancillary non-Gaussian states
into selected modes of the cluster state [58] (Fig. 2.1c). Finally, it is possible to realize MBQC by
applying optical switching in loop-based architectures [59, 60] as illustrated in Fig. 2.1d. No mat-
ter which of the strategies is chosen, switching and delay lines are key functionalities in managing
temporal modes in optical MBQC.

In this article, we demonstrate optical ber switching combined with an optical ber delay in
a continuous variable (CV) quantum setting in the telecom band. This enables us to generate
an Einstein-Podolsky-Rosen (EPR) state [61] between two ber modes by time multiplexing of a
single source of squeezed states of light. Our demonstration of optical switching and optical delay
ina CV, ber-integrated and low-loss setting is a critical step towards the realization of a scalable
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Figure 2.2: Schematics of the experiment. Bright amplitude squeezed states of light are generated
using type-0 parametric down conversion in an optical resonator (OPO) at the wavelength of
1550 nm, seeded with a coherent beam for phase locks. The squeezed states of light are coupled
into a single mode ber network (marked by blue lines) in which the generation of two-mode
squeezing takes place: Using a ber switch, two consecutive temporal modes (marked by green
and purple) are guided in di erent directions. Subsequently, the two modes are synchronized by a

ber delay of 200 m in one of the modes. Finally, the two spatial modes interfere in a 50:50 ber
coupler, thereby forming a two-mode squeezed state in the output as the phase di erence of the
two input modes are locked to =2 (using active feedback to a ber-stretching device described
in the methods section 2.5). The quadratures of the two-mode squeezed state are measured with
two ber-based homodyne detection stations, Alice and Bob. A typical measurement output in
time-domain is shown in the inset together with illustrations of the corresponding states in phase
space, alternating between two-mode squeezed states and vacuum states.

platform for CV quantum information processing and ultimately universal quantum computation.

2.3 Results

The quadrature entangled EPR-state is an important resource in numerous quantum information
and sensing protocols ranging from CV teleportation [62] and cryptography [63] to CV computing
[2]. The most wide-spread realization of quadrature entanglement is based on cavity-enhanced
spontaneous parametric down-conversion in an optical parametric oscillator (OPO). Correlations
can be established between di erent polarization or frequency modes from a single non-degenerate
OPO [64{71], or by combining the squeezed state outputs of two degenerate OPOs onto a balanced
beam splitter [62, 72{74]. Here we use the latter approach of combining two squeezed states on a
beam splitter, but instead of using two OPOs, we exploit time multiplexing of a single source.

2.3.1 Experimental setup

The experimental setup is sketched in Fig. 2.2. We inject a single 7dB squeezed beam into a
ber switch that alternately guides the squeezed beam into two di erent bers at a frequency of
500 kHz; thereby delaying one mode by 1 s with respect to the other. To compensate for the
delay and thus synchronize the two modes in time, the mode ahead propagates through a 200 m
ber spool. The two modes interfere with a relative phase shift of =2 in a balanced ber coupler,
thereby forming a two-mode squeezed state.

For state characterization, we sample on an oscilloscope the quadratures of the ber coupler
outputs measured by two homodyne detection stations, Alice and Bob. Typical time traces of such
measurements are shown in the inset of Fig. 2.2. A single data set consists of 16 000 time traces
triggered by the switching signal. Each time trace is a ected by a frequency dependent response
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of the detector giving rise to the negative slope seen in the inset of Fig. 2.2, and a noisy oscillatory
response of the ber switch. Besides this, there is a variation in the slope of each time trace
due to spurious interferences { both e ects occur from the coherent amplitude of the initial bright
squeezed state together with limited detection, switching and feedback bandwidths. However, since
these e ects are systematic, repeatable and synchronized with the switching process, they can be
tracked and compensated in the data processing { see methods section 2.5.

We have striven to reduce the loss of all components to maintain as much of the non-classicality
as possible. We used an anti-re ection coated graded-index lens to couple the squeezed light into
the ber with an e ciency of 97% (by matching counter-propagating light in the OPO cavity),
we spliced together all ber components to minimize ber-to- ber coupling losses and by using
the wavelength of 1550nm, ber propagation loss was negligible: Even through the 200m ber
delay (standard SMF-28e+ ber), the propagation loss is  1%. The largest loss contribution is
caused by the ber switch (Nanona by Boston Applied Technologies Inc.), where light is coupled
into a bulk electro-optic material and back into ber leading to 17% loss. Including OPO escape
e ciency, detection e ciency and various tapping for phase locks, the total transmission from the
squeezed state source to the detected signal becomes 68% (for more details see methods section
2.5).

2.3.2 Experimental results

To perform partial tomography of the generated two-mode squeezed states, we measure the quadra-
turesGa( ) Gs( )and ga() dGs( =2) as a function of the local oscillator phase . Here
6i( ) =xjcos +pisin where R; is the amplitude and p; the phase quadrature at Alice (i = A) and
Bob (i = B). The resulting noise variances at the 3 and 10 MHz side band frequencies are shown
in Fig. 2.3 together with theoretical predictions. We observe a maximum shot noise suppression of
3:8dB. The very small discrepancy of the measurements at 3 MHz results from technical noise of
the seed beam as well as additional noise added in the delay line | both noise e ects are discussed
and analyzed below and in the supplementary information section 2.6.4.
The variances of §a( ) ds( ),

h @a()+8s( )i

=2 h Ricos? +h Riisin? ;
h @a() de( )i

=2 h plicos? +h plisin® ;

(2.1)

associated with the maximally squeezed and anti-squeezed quadratures, respectively, are seen to
be constant with , indicating symmetric two-mode squeezing. This is expected as the individual
single mode squeezed states in the direct (%1; 1) and delay (%;;p.) line originate from the same
squeezing source, that ish %%i =h RZi and h p%2i =h p3i. From the data setsat =0 and
90 , entanglement can be veri ed by the inseparability criterion [75] which reads

h Ra+Re)%i+h (Pa Pe)ii =172V <4Vg: (2.2)

at 3MHz, and 2:42Vy < 4V at 10 MHz. Here Vj is the variance of the vacuum state.
When measuring the variances of

aa( )  ds( =2) = RacC0S  Rgsin

+pasin  Pgcos (2:3)

as a function of , we trace out one speci ¢ projection that in particular realizes the squeezed
and anti-squeezed quadratures. Maximum squeezing and anti-squeezing are measured at = 45
where correlations are strongest, corresponding to the measurements of §a( ) fs( ). At =0
and 90 we expect no correlations and measure the variances (h R%i+h p2i+h R3i+h p3i)=2
corresponding to the added noise of thermal states at Alice and Bob when tracing out one mode.
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Figure 2.3: Partial tomography of the generated two-mode squeezed state. We plot the noise
variance (normalized to the shot noise variances) of the quadratures §a( o) @s( ) With A
restricted to Ao = and g restricted to g = (blue and red), and g = =2 (green and
black). Each point corresponds to one dataset of 16 000 processed time traces as in Fig. 2.5. To
extract the 3 and 10 MHz frequency modes, each time trace is digitally mixed with a 3 or 10 MHz
sine curve and integrated to one value. The noise is then the variance of these 16000 values,
added/subtracted for Alice and Bob. With the time trace length of about 900 ns, the frequency
mode bandwidth is around 1 MHz. The solid and dashed line shows theoretical noise predicted
from measured e ciency, OPO bandwidth, pump power and tted phase uctuations in Fig. 2.4.
The predictions include 1:7 phase o set. The inset illustrates the measured quadratures in a
phase-space diagram.

From the partial tomography, we reconstruct the covariance matrix of the two-mode squeezed
state at the 3MHz side band frequency [76]:

0 1
436 - 3:84 0:36
_ - 443 045 3:92§ _
—VO% 384 045 417 - K- (24)
0:36 3:92 - 426

Here, the entries with ‘-’ were not measured as it would require a more elaborate measurement
scheme, but they should in principle be zero due to the symmetry of the states. However, due
to uncertainties in the phase control and non-perfect phase-space alignments, the values will in
practice be slightly di erent from zero. This is also clear from the o -diagonal correlation terms
h&apPei and h&gpai which in practice are non-zero as seen in the measured co-variance matrix
but in theory should be zero for a perfectly aligned system (see supplementary information section
2.6.6). Finally, from the covariance matrix we determine the conditional variances between Alice
and Bob’s measurements from which we test the EPR-criterion [77]:

mtRAE i Pajs = 0:69V5 < V{; 25)
frReja  nrPeja = 0:64V5 < V(

where 2@ = mingh (& ofy)%i =h @i hdeyi’=h @i is the conditional uncertainty in
predicting ¢ when measuring €. Since both conditional variance products are below V¢, the
generated states are EPR entangled in both directions.

As seen from Eqg. (2.1) for =0 and 90 , the measured two-mode squeezing is equivalent to
the squeezing of the single mode states in the direct and delayed paths, respectively. The spectra of
such measurements are shown in Fig. 2.4. The squeezing spectra are Lorentzian and resemble that
of the OPO cavity. Furthermore, the anti-squeezing is seen to be symmetric, while the squeezing
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Figure 2.4: Spectril_{n of squeezing. Noise spﬁgyum of &1 = (Ra + kB):pﬁ, P = (Pa + pB):pZ
R = (Pa Ps)= 2and P, = (Ra %Re)= 2 relative to shot noise. Solid points correspond
to the average of Fourier transformed time traces in the measured datasets §a( ) @s( ) for

= 0 and 90 . Here, coloured points are with pumped OPO, while gray points are the seed
noise when blocking the pump. Hollow points are the result of tting a squeezing spectrum with
phase uctuations ; and » in the direct and delay line respectively. From the t, the solid lines
indicates the expected squeezing when compensating for seed noise, while the dashed lines indicates
the expected squeezing in case of no phase uctuation, and thus the best squeezing achievable with
the given e ciency.

has degraded slightly in the delay line due to additional phase noise. To characterize this, we
measure the seed spectrum by blocking the pump to the squeezing cavity. The low frequency noise
that can be observed in the direct line results from technical noise of the seed beam. Even more
low frequency noise is apparent in the squeezed state of the delay line. We believe it originates
from phase noise generated by the 200m ber and amplitude noise from the ber switch which is
most prominent at 5{6 MHz.

To infer the phase uctuations, j, associated with the direct (i = 1) and delay (i = 2) line, the
squeezing spectra including a normal distributed phase with ; standard deviation, approximated
toh %R%icos?( + ;)+h pfisin?( + ;)for =0and =2[78],is tted with ; astheonly tting
parameter. Here, following [79] with additional seed noise coupled into the OPO and Vg = 1=2,

o1 2" K
h@?.:i T ")g+!2; (2.6)

where g = x;p, " is the pump rate, is the total OPO decay rate, is the overall e ciency and
! is the angular frequency, while Kq =4 < j(h 62i  1=2) with s being the decay rate due
to the seed beam coupling mirror and h ¢2i is the seed beam quadrature noise before injection
into the OPO (for detailed derivation see supplementary information section 2.6.5). We nd a
decay rate of =2 = 8:1 MHz by measuring the OPO intracavity losses (0.55%), the cavity length
(320 mm) and the transmissivity of the coupling mirror (10%), and we estimate the pump rate to
"=2 = 5:2MHz for a pump power of 350 mW and a measured OPO threshold power of 833 mW.
K is estimated as Kq = ( 2+ 12)(h 4%i 1=2) where h €3i is the quadrature noise measured
with no pump ("' = 0, gray points in direct line of Fig. 2.4). Finally, to include excess noise of the
delay line, the seed noise di erence of the direct and delay line is added to the tin the delay line.
The tis shown as hollow points in Fig. 2.4, and is seen to t very well with the measured data.
The resulting phase uctuations obtained from the tare ; =19 1.2 and , =4:1 0:6 with
uncertainties estimated as the 95% con dence interval. These values are included in the theoretical
model used for Fig. 2.3.

From the theoretical model with tted phase uctuations, the solid lines in Fig. 2.4 indicate
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the expected squeezing spectra if the seed beam were shot noise limited and no additional noise
existed in the delay line. In that case, we can expect more than 4dB two-mode squeezing. The
phase uctuation in the delay line, , = 4:1 0:6 , is more than double that in the direct line,

1 =1:9 1:2 . This is mainly due to limited phase control bandwidth of the ber delay and low
signal-to-noise ratio of the feedback signal. Finally, the dotted line in Fig. 2.4 shows the squeezing
spectrum we would expect if we had perfect phase control, and thus the optimum squeezing we
may measure with the given e ciency.

2.4 Discussion

The fast switching frequency of 500 kHz demonstrated here is suitable for encoding temporal modes
of megahertz bandwidth and is thus applicable in the optical schemes in Fig. 2.1. Similarly, the
low loss of the 200m ber allows for an e cient delay of almost 1 s, compatible with the temporal
modes de ned by the switching. However, the 17% loss of the particular switch used here, as well as
the phase uctuations of 4 standard deviation in the ber delay, leads to decoherence and results
in some limitations when used in quantum settings: For cluster state generation from a temporal
multiplexed source, as in Fig. 2.1a, or when switching modes in and out of a cluster state, as in
Fig. 2.1c, the switching loss and phase uctuation leads to limited entanglement even when large
amount of initial squeezing is available. Yet, it does not accumulate through the cluster state as
the loss and phase uctuation on each mode is local, and so it does not limit the cluster state size.
It will be more detrimental in loop based architectures, as in Fig. 2.1d, where a temporal mode
passes through the same switch and delay line multiple times, and so the switch e ciency and
delay phase uctuations limit the number of passes possible and thereby the computation depth.

High e cient fast switching is demonstrated in free-space [80], while one can imagine more
compact ber coupled switching based on Mach-Zehnder interferometry. However, in either case
care must be taken not to compromise the high switching frequency, as this leads to longer delay
lines necessary and thereby larger phase uctuations. In work towards temporal encoded optical
quantum information processing, faster switching is preferable as it minimizes the required delay
lengths and increases the computational speed. Thus the ideal switch, besides being e cient, is as
fast as the detection or squeezing source bandwidth.

In conclusion, using a single squeezing source with optical switching and delay, we have suc-
cessfully generated in- ber EPR-states with nearly 4dB of two-mode squeezing, characterized by
ber-coupled homodyne detection. Our setup has great scalability potentials: Adding an additional
delay line, it is possible to extend the setup to generate one-dimensional cluster states [19, 21],
and by adding a multi-port switch and more delay lines, two-dimensional cluster states [9, 12] can
be generated from a single squeezing source. Moreover, by inserting the switch inside a loop, as
in Fig. 2.1d, combined with dynamical control, various entangled states can be generated and in
principle universal quantum computation can be realized. Since all switches and delay lines are
ber components, the setup remains very small and exible despite the increasing complexity in
generating more complex states. Moreover, since ber propagation losses are extremely low at the
operating wavelength of 1550 nm, decoherence is not a big issue despite the increasing number of
ber delays. The largest decoherence source in the current setup is the optical switch which intro-
duces a loss of 17%. However, with future developments of the optical switch, we expect that the
in- ber temporal multiplexing technique demonstrated here will play a signi cant role in reducing
the resources in future large-scale photonic circuits for continuous variable quantum information
processing, including quantum computing [5], qguantum teleportation [81], distributed sensing [82]
and multi-partite quantum key distribution.
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2.5 Methods

Squeezing source

The experimental setup is outlined in Fig. 2.2. As squeezing source, we use an optical parametric
oscillator (OPO) based on a periodically poled potassium titanyl phosphate (PPKTP) crystal in
a bowtie shaped cavity, locked by a counter propagating coherent beam. A pump beam at a
wavelength of 775nm is used to drive the parametric process and thus produce squeezed light at
1550 nm via type-0 phase matching. The OPO has a bandwidth of = = 16 MHz. Stable phase
locking at di erent stages of the experiment is facilitated by an excitation of the squeezed state,
realized by injecting a bright seed beam into the OPO. To lock the phase of the input pump beam to
the deampli cation point of the parametric process, thereby producing amplitude squeezed states,
we tap 0 and detect 1% of the excited squeezed beam for feedback to a piezo-mounted mirror in
the pump beam. This, as well as all other feedback controls in the experiment, is realized by the
open-source software package PyRPL [83] running on Red Pitaya boards that integrate an FPGA
system-on-chip with fast ADCs and DACs.

In- ber phase control

For locking the =2 relative phase di erence when interfering the two beams of bright squeezed
states in a balanced ber coupler for EPR-state generation, 1% is tapped o one of the ber coupler
output arms, and fed back to a homemade ber stretcher in the delay line based on [84]. Here,
using a piezoelectric actuator, a phase shift is induced by stretching the ber. For more details,
see the supplementary information section 2.6.2. The optical transmission e ciency is near unity,
as it simply depends on the ber which has negligible loss at 1550 nm wavelength. This allows
high-e cient in- ber phase control, and the same design is used for phase control of the local
oscillators in the homodyne detection.

Fiber-coupled homodyne detection

To detect quadratures of the in- ber generated EPR-state, we developed a ber-coupled homodyne
detector (HD) where signal and local oscillator (LO) is interfered in a balanced ber coupler before
detection. For schematics and details, see supplementary information section 2.6.2. This has the
bene t of being mobile, and the visibility between signal and LO is easily optimized to near unity
due to the single mode nature of the ber used.

The ber coupler is not exactly symmetric, but has a coupling ratio of approximately 48:52. To
compensate for this, the HD is balanced by attenuation in the ber coupler output arm of stronger
LO by inducing bending losses. With an asymmetry of 4% in the ber coupler, after balancing
this leads to 4% loss.

Finally, to couple and focus light from the ber onto the HD photo diodes of 100 m diameter
(Laser Components Nordic AB), anti-re ective coated graded-index (GRIN) lens are used in front
of the diode, leading to a free-space waist diameter of 13 m at 5mm from the GRIN lens facet.
The quantum e ciency is measured to be 97%, and so together with 4% loss from balancing and
99% visibility, the total HD e ciency achieved is 91%.

Overall e ciency

With the OPO escape e ciency of 95%, and 1% tapping for gain lock, the e ciency in free-space
before ber coupling is 94%. In ber, including 97% ber coupling e ciency, 17% loss in the

ber switch and 1% tapping for phase control, the e ciency is 80%. Finally, with 91% detection
e ciency, the overall e ciency becomes

=0:94 0:80 0:91=068%: 2.7
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Figure 2.5: Temporal Itering by data processing. (left) Temporal histogram of a data set with
16000 time traces associated with amplitude quadratures of a two-mode squeezed state at Alice
(red) and Bob (blue) compensated for slope variations and decaying detector response. The solid
lines show the dataset average time trace indicating the remaining repeating oscillations from
the switching process. (right) Temporal histogram of the dataset in (left) compensated for any
systematic and repeatable noise responses from the switching process. Here, the solid lines indicate
a single pair of synchronized time traces (at Alice and Bob) in which quadrature anti-correlations
are visible (note the inverted axis on Bob).

Temporal data processing

To recover two-mode squeezing from the acquired time traces a ected by a frequency dependent
detector response (leading to a negative slope), spurious interference (leading to slope variations)
and an oscillating response from the switch, we use the statistic of 16 000 time traces in a dataset
synchronized with the switching process. To compensate for the negative and varying slope of each
time trace, linear regression lines (as the dashed lines in the inset of Fig. 2.2) are subtracted from
each individual trace of the dataset. The result is shown in Fig. 2.5(left). Here, the repeatable
oscillating noise is visible, and compensated for by subtracting the average time trace of the dataset
from every single time trace. The nal processed dataset is seen in Fig. 2.5(right) with a constant
temporal histogram and a single time trace at Alice and Bob showing anti-correlations as in [85].
For detailed discussion on the data processing, see supplementary information section 2.6.3.

2.6 Supplementary information

This section includes the supplementary information of Ref. [30].

2.6.1 Quadrature relations

To generate two-mode squeezed states from a single squeezer, two amplitude squeezed states from
the same squeezing source, but in di erent temporal modes, are guided into two di erent spatial
modes, synchronized in time by a delay in one spatial mode, and nally interfered on a symmetric
beam splitter with a =2 phase di erence. The phase-space in the two spatial modes after the
temporal modes of squeezing are synchronized, after =2 rotation, and after interfering the two
modes, are illustrated in Fig. 2.6a. In the following quadrature relations of the generated two-
mode squeezed states are derived, assuming the input states being squeezed vacuum, perfect phase
control, and the beam splitter (or ber coupler) being symmetric.

After synchronization, the two spatial modes ] the direct (X1;p1) and delay (xz;p2) line | are
both amplitude squeezed states, i.e.

h R2i;h R35i<Vo ; h p2i;h psi> Vo
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@)
(b)

Figure 2.6: (a) Quadrature transformations of the two-mode squeezed state generation, where si-
multaneous amplitude squeezed states in the direct and delay line are interfered at a symmetric
beam splitter ( ber coupler) with a =2 phase di erence in the delay line. (b) Quadrature covari-
ance in Eqg. (2.11) with red and blue indicating areas of correlation and anti-correlation respectively,
and solid coloured lines indicates maximum correlations. The two measured sets of quadratures
for partial tomography are marked by the black solid and dotted line forset1 ( g = a) and set
2(g= B =2) respectively.

where Vg is the vacuum variance. After a =2 phase-space rotation in the delay line, the new
quadratures read

Rl =% ;=0
=P ; h=%:

Finally, after a beam splitter transformation of the symmetric ber coupler, we get

A= PR =P B) i ba= P (h+H) = B (04 %)
(2.8)
Re= P =P Gutl)  be=P-(h =P )

Thus, when measuring the noise of XA + R = pikl and fa fs -—pf)ikz, the squeezing ng R1
and R, are visible, while when measuring the noise of 8o %R = 20, and pa + P = 204,
the anti-squeezing of Py and P, are visible. Or in other words: R and Rg are correlated while
Pa and Pg are anti-correlated, both below the standard quantum limit demonstrating quadrature
entanglement.

The two modes of the two-mode squeezed state at the ber coupler output are sent to two
homodyne detection stations, Alice and Bob, where an arbitrary quadrature, §i( i), is measured
depending on the local oscillator phase ; at Alice (i = A) and Bob (i = B),

. 1 1 .
Ga( A) =RaCOS A +Pasin o= Ps (R1 P2)cos A+ P (BL +R2)sin A (2.9)
. 1 1 .
fe( B) =%gC0Os g +Pgsin g = Bs (Ry +p)cos g + P (1 Rg)sin g (2.10)

The quadrature entanglement can then be illustrated as correlations, or covariance, between a( a)
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and da( e):
covFda( a)ifs( 8)g = hlq‘s( Ae( 8)i ha( A)inds( &)i =hgal a)fa( o)i
=2 [ P)cos A+ (B +Ro)sin 4] _
[Ri+p2)cos g+ (f1  Rp)sin g]
=% hR2i  he2i cos A cOS B+% h2i hR2i sin asin s
=% h %I h PRI cos ACOS B % hoR2i h (R0 sin asin B

where it is used that hga( A)i = hds( g)i = 0 for two-mode squeezed states, hgy i = 0 for
61 = (R1;P1) and ¢ = (R2; B2) since the amplitude squeezed states before interfering are separable
squeezed vacuum states, hRijpiji = 0 for i = (1;2) as amplitude and phase quadrature are indepen-
dent for squeezing exactly along % or p, and h  d2i =hd2i  hdyi® = h¢2i for g = (x;p) and i = (1;2)
as héyi = 0 for squeezed vacuum. Thus, since h p%i;h p2i > h RZi;h RZi, we expect strong
anti-correlation when both A and g equals n with n being an integer number, while strong
correlation when both A and g equals (n+1=2). This is easier seen in the ideal case where the
direct and delay line are identical so thath ®%i=h ®%i Viandh p2i=h p3i V,, in which
case the above covariance can be simpli ed using cos( + ) =cos cos sin sin :

VT A)ia( B)0 = 1A ()i =3 (x Vp)aos( A+ 8):  (211)

The quadrature covariance for the ideal case in (2.11) is shown in Fig. 2.6b. Here, two-mode
squeezing and anti-squeezing can be measured in areas of strong correlations, and is constant along
constant A + pg. As a result, for partial tomography of the generated two-mode squeezed state,
we measure two sets of quadratures (Ga( a); Gs( B)): Set 1 along constant correlation (maximum
squeezing and anti-squeezing) with o = g = ; set 2 perpendicular to constant squeezing
(across maximum squeezing and anti-squeezing) with o = g+ =2 = . Both set are measured
with in the range from 0 to =2, and is marked in Fig. 2.6b. By adding and subtracting ¢ and
fs of these two measured sets, we observe two-mode squeezing, anti-squeezing and all in between.

When adding/subtracting quadratures from Alice and Bob measured inset1 ( g =  a), from
Eq. (2.9-2.10) the added and subtracted quadrature noise becomes

h @a()+8s( )N?i=2h R%icos® +h Risin® ; (2.12)

h (Ga() Gs( ))?i=2h peicos? +h Pisin? ; (2.13)

and thus we expect to measure two-mode squeezing and anti-squeezing for all , and constant
squeezing levels in the case of symmetric two-mode squeezing where h R2i =h R%iandh p%i =
h pai.

Finally, when adding/subtracting quadratures from Alice and Bob measured in set 2 ( g
A =2) we obtain

ga( ) s( =2) = XA COS + P sSin Rp co0s( =2) pPgsin( =2)
= RAC0S + fasin R sin Pe cos
For = =4 we extract again two-mode squeezing and anti-squeezing:
h Ga( =4)+Gs( =4 =2))%i= %h Ra+pPa+Rs Pe)’i=2h &i+h 23 ;

:2))2i:%h Ra+pPa Re+pPe)li=2h pi+h pai ;

1
~

h ga( =4)  da(
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@ (b)

Figure 2.7: (a) Schematics of the ber coupled homodyne detection (HD) setup, where blue lines
indicates single mode ber. (b) Illlustration of the homemade ber stretcher consisting of a top
and bottom part around a piezoelectric actuator. Pre-load can be applied by tightening the screw
with O-rings attaching the top part to the bottom part.

using (2.8). Moving away from = =4 we measure less and less two-mode squeezing and anti-
squeezing, until =0 or =2 where, using (2.8),

h (Ga(0) @s(0 =2))’i=h (Ra ﬁs)zi)=% h &fi+h pai+h pli+h 25 ;
h (Ga( =2) (=2 =2))%i=h (Pa xB)Zi):% h p2i+h R2i+h R2i+h pai ;

and we simply measure added uncorrelated noise at Alice and Bob corresponding to thermal states
when tracing out one mode of the two-mode squeezed state.

2.6.2 Experimental methods

The experimental setup is outlined in section 2.3.1. In Fig. 2.7a schematics of the ber-coupled
homodyne detection (HD) is seen. Here, the local oscillator (LO) phase is controlled by a ber
stretcher illustrated in Fig. 2.7b, and mixed with the signal in a 50:50 ber coupler. The HD is
balanced by inducing bend loss in one ber coupler output arm: The ber is coiled up in between
two plates, which are squeezed towards each other with a micrometer screw. Finally, light is
coupled from ber onto the photo diodes using anti-re ective coated graded-index (GRIN) lenses.
The ber stretcher based on [84] is illustrated in Fig. 2.7b. With a piezoelectric actuator the
ber stretcher top and bottom part are pushed away from each other, stretching a single mode
ber coiled around it. The bandwidth is set by the mechanical resonance frequency of the top part
and optimized to 2:5kHz by applying pre-load. This can be improved by a lighter design of the
top-part, but it is su cient for our purpose.

2.6.3 Temporal data processing

As two-mode squeezing is generated by temporal multiplexing a single squeezing source, we need to

Iter temporal modes for analysis. Due to the switching and synchronization of temporal modes,
two-mode squeezing at the 50:50 ber coupler output is only present half of the time in a switching
period (whereas vacuum is present the other half time, which is the cost of using a single squeezing
source).

The HD signal from Alice and Bob is shown in Fig. 2.8a (left) as function of time, where the
two-mode squeezing is seen with an o set due to the coherent seed beam transmitted through the
setup for phase locks. Here we can select time traces of 900 ns well within the temporal region of
two-mode squeezing with 1 s length. Doing so, one measurement set consist of such 16 000 time
traces, with the temporal histogram shown in Fig. 2.8a (center). The quadratures measured in
Fig. 2.8 are R and ®g, and thus by adding and subtracting the measured quadrature traces, we
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Figure 2.8: Example of the temporal post processing procedure of measured data, here of X4 and
Re. (a) Raw data with HD signals from Alice and Bob shown in (left), temporal histogram of 16 000
time traces of 900 ns length as indicated in (left) shown in (center), and spectrum of added and
subtracted signals in (right). (b) Data in (a) compensated for non-zero slope by subtracting linear
regression lines as shown in (a,left). (c) Data in (b) compensated for repeating noise by subtracting
the average of the 16 000 slope compensated time traces shown as solid lines in (b,center). Here, the
solid lines in (center) is a single time trace from Alice and Bob indicating quadrature correlations,
while the nal two-mode squeezing spectrum after processing is shown in (right).
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expect squeezing and anti-squeezing according to Eq. (2.12{2.13). However, as seen in Fig. 2.8a
(right) where the Fourier transform of X4  Rg is shown, this is not the case. This is due to the
slope seen on each time trace in Fig. 2.8a (left) and (center), which is caused by a decaying detector
response when the coherent seed beam is turned on and o in the detector.

To compensate for the non-zero slope on each time trace, we cannot simply high pass Iter the
HD signals, as the slope includes frequency components in the MHz-regime, and we would Iter out
the two-mode squeezing. Instead, we subtract the slope from each individual time trace. However,
due to spurious interference of the coherent seed beam and small phase uctuations, the slope
of each time trace varies, and we cannot subtract the same slope from each time trace. Instead,
assuming the decaying detector response is linear on this time scale, a linear regression line is tted
to each time trace, as shown on the last three pulses in Fig. 2.8a (left), and subtracted.

The result of compensating for non-zero slope on each time trace is shown in Fig. 2.8b, where
the HD signals in (left) are e ectively high pass Itered without a ecting the squeezing spectrum,
and two-mode squeezing below added shot noise is visible in (right). Yet, peaks are seen in the
spectrum due to oscillations visible in the temporal histogram in Fig. 2.8b (center). These are
caused by the switching process and maybe oscillating detection response. However, since they are
repeating with the switching process, they can be compensated for by subtracting an average of
the 16 000 time traces, indicated by the solid lines in Fig. 2.8b (center).

Finally, the result of compensating for the repeating noise is shown in Fig. 2.8c, where in
(center) the temporal histogram is seen to be nicely constant, and a two-mode squeezing spectrum
in (right) resembling the OPO spectrum without additional noise peaks. Here the degrading of
squeezing in the rst frequency component shown is due to the coherent seed beam not being shot
noise limited, and limiting bandwidth of 1 MHz due to the 900 ns short time traces. The solid line
shown in Fig. 2.8¢ (center) is a single time trace at Alice and Bob showing quadrature correlations.
To observe stronger correlations, only frequency components within the OPO bandwidth should
be observed, which is the case in Fig. 2.3.

2.6.4 Sources of noise and theoretical prediction

To theoretically predict the measured two-mode squeezing, we include several sources of noise.
Besides the squeezed vacuum noise itself, the seed beam transmitted through the optical parametric
oscillator (OPO) contains noise, while additional noise is added after the OPO. Besides this, due
to phase uctuations, when measuring one quadrature, noise of the other quadrature is observed
as well. Finally, electronic noise is also considered. When adding and subtracting the measured
R- or p-quadrature of the two-mode squeezed state at Alice and Bob, the single mode squeezed
states in the direct or delay line is extracted according to (2.12-2.13) for =0 and =2. So, for
simplicity, in the following discussion we consider the case of measuring single mode squeezing in
the direct and delay line. The di erent sources of quadrature noise are summarized in Fig. 2.9 as
a function of the pump power.

Electronic noise is present in both measured quadratures and shot noise. It is independent on
pump power, and we deal with it by subtracting the electronic noise variance from both measured
quadrature variance and shot noise variance. However, the electronic noise is less than 20dB
relative to shot noise, and can in principle be neglected.

Noise unrelated to the squeezing process is characterized by measuring the seed spectrum by
blocking the pump to the OPO, and the result is seen in Fig. 2.4 (grey points). From the direct
line, low frequency noise resulting from technical noise of the seed beam is observed. Even more
low frequency noise is apparent in the squeezed state of the delay line, and we believe it originates
from phase noise generated by the 200m ber, and amplitude noise from the ber switch which is
most prominent at 5-6 MHz.

The measured seed beam noise undergoes squeezing in the OPO, and thus depends on the
pump power. The squeezed and anti-squeezed quadrature noise spectrum from the OPO including
the noisy seed beam is derived below in section 2.6.5 to be

h¢2i=% ( 2.'.')2+!2+( 'l'§3+!2 Ca=Xp; (2.14)
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(a) (b)

Figure 2.9: lllustration of quadrature noise when measuring single mode squeezing in the direct
or delay line, including vacuum squeezing, squeezing of seed beam noise, added noise after the
OPO and electronic noise. (a) llustrates how the di erent noise sources behave in the squeezed
quadrature when increasing the pump power, and in (b) the anti-squeezed quadrature is illustrated.
The sources or noise shown here are not to scale.

where " is the pump rate, is the total OPO decay rate, is the overall e ciency and ! is the
angular frequency. The rst two terms corresponds to vacuum squeezing when subtracted and anti-
squeezing when added (with 1=2 being the vacuum variance), while the third term corresponds to
squeezing/anti-squeezing of the seed beam noise h ¢2i with Kq =4  s(h 42i 1=2), where s
is the coupling rate of the mirror through which the seed beam is leaked into the OPO. From the
measured seed beam spectrum when blocking the pump (" = 0), K, can be estimated as

Ke=( 2+ 1) @i 1=2);

where h  63i then corresponds to grey points in the direct line of Fig. 2.4. Notice how the squeezed
vacuum in (2.14) (the rst two terms) goes towards O for* ¥ and =1at ! =0, while the seed
beam noise goes towards (h §3i 1=2)=4, and thus the seed beam noise can only be eliminated
when h §3i = 1=2 is shot noise limited. The OPO decay rate is estimated to =2 8:1MHz by
measuring the OPO intracavity losses (0.55%), the cavity length (320 mm) and the transmittivity
of the coupling mirror (10%), while we estimate the pump rate to " = 2 5:2 MHz for a pump power
of 350 mW and an estimated OPO threshold power of 833mW. The overall e ciency is = 68%
as discussed in section 2.6.2.

To predict the squeezing, the direct line Eq. (2.14) is su cient, since negligible noise is added
after the OPO. However, as apparent in Fig. 2.4 and discussed above, both amplitude and phase
noise is added in the delay line, and is independent on the pump power. To encounter this, the
di erence in measured noise spectrum in the direct and delay line when blocking the pump (grey
points in Fig. 2.4) is added to Eq. (2.14) for the squeezing spectrum in the delay line.

Finally, phase uctuations are included by applying a normal distribution P( ; ) of width
to the measured quadrature as

Z

h 22()i= P(:; ) h ®R%icos®> +h plisin? d
h %%icos?( + )+h pisin®( + );
and similar for h p?i with cos( + ) and sin( + ) interchanged, and with the the approximation
valid for small  [78]. Since we expect di erent phase uctuations in the direct line and the 200 m

long delay line, di erent normal distributions of width ; and 5 are used respectively. By using
1 and , as tting parameters, the theoretical predicted squeezing in Eq. (2.14), with additional
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Figure 2.10: Schematic model of the OPO as squeezing source. Here, . is the decay rate due to
the cavity coupling mirror of 10% transmission, while ¢ is the decay rate due to the high re ective
mirror through which the seed is leaked into the cavity. The internal cavity loss is modelled by
a beams splitter transformation leading to the decay rate ;. & is the annihilation operator of
the cavity mode, &; for i = in;out;s; | are annihilation operators of modes mixing with the cavity
mode, and " is the e ective pump intensity which is treated classically. Dotted line corresponds to
modes with vacuum.

added noise in the delay line, is tted to the experimental data, and shown as hollow points in
Fig. 2.4. From the ttingwe get ; =19 1.2 and , =4:1 0:6 (uncertainty estimated as
95% con dence interval), and the theoretical prediction is seen to agree excellent with measured
data.

2.6.5 Squeezing spectrum with seed beam noise

In order to derive the squeezing spectrum of the OPO in Eq. (2.14) with a seed beam leaked
into the cavity, we follow the approach in [79] where the spectrum is derived from the quantum
Langevin equations of a cavity. However, in [79] the leakage of a seed beam into the cavity is
not considered, and so the model is here extended for this purpose { a schematic of the model is
sketched in Fig. 2.10.

Treating the pump power classically with the e ective pump intensity ", and frequency of
double the cavity resonant mode frequency !, the system Hamiltonian of the OPO cavity mode
is

|qsys — ~!ana+% ng i2lotgy2 o gi2lotp2 ;

where & is the annihilation operator of the cavity mode. Here the second term is the Hamiltonian
of the parametric down conversion process of the pump in a second order non-linear crystal,
and the pump is assumed non-depleted (i.e. far below the OPO threshold). Using [&; Iqsys] =
~1oa+ i~"e 12%taY the Langevin equations becomes

da _

i A
at —[& Asys] &+

(2.15)

i!0a+"e i2!0tay a+/\,

where is the cavity damping rate, and ™ is the noise operator. Cavity damping is caused by
out coupling of the cavity mode, internal cavity loss, and leakage through the high re ective
mirror through which the seed is coupled, each leading to corresponding decay rates ., ;and ¢
respectively so that = .+ |+ 5. Where light is coupled out, vacuum in the mode &;,, is coupled
in. Similar, the cavity internal loss can be modelled by a beam splitter transformation coupling
vacuum in mode 4, into the cavity mode lanally, WIIB the seedpbeam in mode & leaked through

a high re ector, the noise operator is 2 Aint+ 2.8 + 2 s&. With the mirror between
&5 and & being hlgh B ective, v*g have ¢ ¢, 1and so ¢+ 1. However, we cannot choose
=0 so that " 2 &n + 2 &, as then no seed beam leaks into the cavity mode and the

model simpli es to that in [79].
Moving to a rotating frame with frequency !,

dﬁ | | E ae ilot :dé ilgt

at ¢

] ilot .
dt dt Hoée ’

aumae Mot .
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Eqg. (2.15) simpli es to

e (A 1a+"; (2.16)
where N
A 0 " A_
a= A= . Ay
Eqg. (2.16) is easiest solved in frequency domain, and by the Fourier transform,
1 %1
a(t) = p=— a(le "1 ;
2 1
1 41 ; 1 41 ;
a(t) = p— A (1e''tdl = p— & 1e "1 ;
2 1 2 1
Eqg. (2.16) becomes
oA AL D
ila=(A 1la+",; (2.17)
!
so A Ao ()
a1 =788
Solving for & in (2.17),
A . 12
a= (A+(i! )D) ;
leads to the solution N .
Ay = (G0 )"(1) "YC )|
A (L IS
@ )Y n ) e
Ave gy~ (! ! 1
A N (T I I

of the annihilation and creation operator of the cavity frequency modes.
With the solution of the Langevin equations in (2.18), and writing the e ective pump intensity
as " =j"je' , the cavity mode quadrature in frequency domain, &,( ), becomes

G()=pP- e TR +e (1)
2y i h

N . N . N . N I
et )T e YO +e Gt )TN e TR
- b3 A a7 i

(' )8 e P +e (1) gy e 1 T+ DT 1)
- PG )2
_@ RO JRC ).
iPGr )2 '
Here,
GO =85 e Smre YD
h i
=8 e Pranm+"zam-" 780
L Py Py,
+e 28 ( H+ 2.8 H+ 21

p

=P 6.0+ 780+ 780
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Figure 2.11: Illustration of the phase space transformation under squeezing with arbitrary (grey).
Red illustrates how noise initially in the ®-quadrature is mixed into the p-quadrature when squeez-
ing, and similar (by blue) how noise in the p-quadrature is mixed into the ®X-quadrature.

is a weighted sum of quadratures in the modes of the noise operator . Writing the noise operator
quadrature in terms of amplitude and phase quadrature, § ( ) =% cos +§ sin , the amplitude
and phase quadrature of the cavity mode becomes

6 _am_ (1 & O g () _ G j"jcos )& jUjsin
Ra=&O ="y = TG (2.19)
A a1 )E(=2) Ui ( =2) _ (it +j"jcos )F  j"jsin &
Pa = ta( =2) = i Gr )2 = R AREDE ;. (2.20)
where it is used that & ( =2) =% sin  p cos . Inconclusion, when =0or the cavity

mode amplitude quadrature does not depend on the external noise phase quadrature, and similarly,
the cavity phase quadrature does not depend on the external noise amplitude quadrature. This is
expected, as for =0and we have squeezing exactly along the p- and X-quadrature respectively.
However, when that is not the case ( & 0; ), the quadratures mix as the phase space is stretched
in some direction not along % or p. This is illustrated in Figure 2.11.

In the experimental setup, we have squeezing in the p-quadrature, = , and (2.19) and (2.20)
simplify to
o = ' o4 £ _
TR Gy +n
A il i"oa L R _
N T T

The output eld mode, agyt, is related to the cavity mode by agyt = p2 ca ain [79], and the
quadrature of the electric eld coupled out of the cavity through the coupling mirror becomes

A pzi Q A _ C | s "+i!/\_ + 2F)Cl A+ 2K)CS N .
xOUt = c T |! X|n —_ T |! n +" i! xl +" i!XS|
A _pr é\ A _ cC I S+"+|!A_ + 2I:)cl . chs AL
Pout = cﬁ Pin = T Bin gt B T Ps -

Finally, when the cavity output eld is detected by homodyne detection, where %oyt and fout are
measured in the rotating frame, it is the photo current we measure. Here, the photo current is
a direct measure of X,,t and Pout, and the photo current power spectrum is proportional to the
spectral density Sq(!) of the quadrature q( ) de ned by Sq(1) (1 + !%) = h&(1)&(1%)i [86]. Using
that hd;dyi = hdyihdi for independent modes i and j, and that the only input mode to the cavity
which is not simply vacuum is the seed, i.e. hni =hji =0andh §2i=h @fi=1=2forq=x;p,
the spectral density of X,y and Poue becomes, after some cumbersome simpli cation,

WD A .1 2" 4c s 2. 1
Sk (D) =Mool Di=5 oty PR 3 0 @D
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So(1) = WDl Di= 5+ sy ey N B ¢ @2
In conclusion, for the seed beam simply being vacuum or a pure coherent state, i.e. h R2i =
h p2i = 1=2, (2.21) and (2.22) reduces to the well known squeezing spectra, where the rst term is
the vacuum noise, to which the second term add or subtract to form an anti-squeezed or squeezed
spectrum respectively. However, for seed beam noise larger than the vacuum noise, the third term
in (2.21) and (2.22) becomes positive and adds to the squeezing spectra. To encounter any loss in
experimental setup, the decay rate . in the numerators of the two last terms in (2.21) and (2.22)
can be replaced by , where is the total e ciency of the experimental setup, ranging from the
OPO escape e ciency, .= , to the homodyne detection e ciency.

In the experimental setup, even with the mirror through which the seed beam is coupled into
the cavity being a high re ector ( s being small), the seed beam noise is large enough for the third
term in (2.21) and (2.22) to be visible. To take this into account when predicting the squeezing
spectra, we need to estimate s and h §2i for ¢ = x; p. To do this the spectral density of % and
are measured without pump power in the cavity ("' = 0), Sg(!), leading to

1 4 1 1 K
01y — s ; — 4 g =y
Sq(!)—§+4m h @i 5 T3t zaq o 4TXP
m
.1 2 2 0 1
Ko=4 o 0 @i 5 =(°+1) (1) 5 (2.23)

where the total e ciency, , of the setup is included. Here, since ¢ i b

P P
N L L L X

with T, = 10% coupling mirror transmission, L = 0:55% intracavity losses and a OPO round trip
time of =320mm=(3 10°m=s). Thus by measuring SJ(!) and we get K from (2.23), we
predict the squeezed and anti-squeezed spectra as

1 2" K
Sqe(H) =3 et ")g+!2 A ESY

2.6.6 Bound on covariances

From measurements we got the covariance matrix for the operators = (Ra;Pa;%e;Pe)’ to be

0 1
4:36 a 3:84 0:36
— a 443 045 3:92§ _
_V(’% 3:84 045 417 b A (2.24)
0:36 392 b 4:26

where Vo = 1=2 is the vacuum variance.

In the experiment, we aim at setting the phase angles such that a =b = 0, but since a and b are
not directly measured they could in principle deviate from zero. In the following we rst estimate
the allowed range of values for a and b using the uncertainty relation and given the actual measured
entries of the covariance matrix. Second, we investigate how a phase o -set of the individually
squeezed beams will lead to non-zero values of a and b.

To determine the bounds of a and b for  to be physical, we use the covariance matrix uncer-
tainty relation [87]

+- 0 (2.25)
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Figure 2.12: Numerical calculations of the eigenvalues of + 5 for the covariance matrix shown
in (2.24).

where the elements of  are given by the commutator relations [ j; j] =1 ij, hence
0 1
0 1 0
B 10 o0 o§ _
= % 0 0 o0 1A° (2.26)
0 0 10

From (2.25), all eigenvalues of + % must be non-negative. In Fig. 2.12 the 4 eigenvalues of
+% for aand b in the range of 2 to 2 is shown. In this interval only the rst eigenvalue is seen
to limit a and b in (2.25). The bounds of a and b are seen not to be independent, but they both
share an absolute lower bound of zero (corresponding to the ideal case of X and p being completely
uncorrelated). The lower and upper bound of a (depending on b) and b (depending on a) is

a2 1:24;1:17] (2.27)

b2[ 1:10;1:21]: (2.28)

It is thus clear that by using a bona de criterion for the covariance matrix, the range of
possible xp-covarainces is quite large. In the following, we instead estimate the potential values
for a and b by propagating a phase o -set of the input squeezed state through the system. We
consider the setup in Fig. 2.13. Two squeezed states undergo a phase rotation, , andloss,1
and interfere on a balanced beam splitter 90 out of phase to produce a two-mode squeezed state.
If the phase o -set is zero, the xp-covariances will be exactly zero. However, for a phase rotation,
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Figure 2.13: Two modes of vacuum, R3; 92 and ®9; 99, are squeezed by S(r;) and S(r;) before they
are subjected to loss (1 pand 1 2) and some phase change ( ;1 and ). Finally they are
interfered on a beam splitter to form two-mode squeezing. Here, mode 1 and 2 corresponds to the
direct and delay path in the experimental setup. Notice, in the experimental setup the two modes
1 and 2 share the same temporal multiplexed squeezing source, such that the squeezing parameters
r, =ro.

the quadratures are transformed as

f= Prergd U1 umb cos s Poenge T apk sin g
th = pTe g9 g 1 1# sin o+ pilerlpg"'p 1 apr cos 3
fo= Poenad TT b s . Pae n@e’ T apk sin .
b= Paensd PT o&% sin o+ Pge me" T ok cos 2
and with Ra = B5(R1 +%o); R = B5(R1 Ro); Pa = B5(01 +P2); P = B5(P1  P2), we nd the

correlation

1 ) .
Caips = 3 (h&Ryp1l hRop20)

1 . 1 .
=5 1(e 2 e?)Vycos 1sin 1+ o(e 22 @?"2)Vycos ,sin o
It is thus clear that a phase o -set of the individually squeezed modes results in non-zero xp-
covariances. Interestingly, the covariances are identical to the intra-mode covariances:

Crapn =Crops =Crups = Crepa

which means that the expected o -set values of a and b should be similar to the measured values
for Cg,p. and Cyg, p, under the above mentioned assumptions. We have now seen how a phase
0 -set will give rise to non-zero covariances. It is however important to note that symmetric phase
di usion noise centered around the perfectly aligned phase will not produce non-zero values of the
covariances.
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Chapter 3

Deterministic generation of a
two-dimensional cluster state

In this chapter, the paper \Deterministic generation of a two-dimensional cluster state" of Ref. [31]
is presented. This papers is authored by Mikkel V. Larsen, Xueshi Guo, Casper R. Breum, Jonas S.
Neergaard-Nielsen, and Ulrik L. Andersen, and published in Science 366, 369 (2019) back-to-back
with a similar work by Asavanant et al. in Ref. [37].

In this work, we propose and demonstrate generation of a continuous-variable cluster state in
two dimensions. With the motivation being scalable measurement-based quantum computation
without requiring similar scaling of spatial resources, the cluster state is generated using temporal
multiplexing of a minimum of spatial resources. As such, this work is partly experimental, and
partly theoretical. The experimental setup is mainly based on optical ber components operated
at the telecom wavelength, and we utilize experimental techniques presented in chapter 2 [30].

While two-dimensional cluster state generation is realized in this work, computation on this
cluster state is only discussed brie y in this chapter. In chapter 4 [32] an e cient computation
scheme on the cluster state generated here is proposed, while in chapter 5 [33] gates, implemented
by projective measurements of the cluster state, is demonstrated.

Appendix A and B (page 147 and 149) complements the method section 3.3 of this chapter,
describing the optical table and phase lock con gurations for cluster state generation. Experimental
data and analysis code are freely available at gshare.com [88].

From Science 366, 369 (2019). Reprinted with permission from AAAS.

3.1 Abstract

Measurement-based quantum computation o ers exponential computational speed-up via simple
measurements on a large entangled cluster state. \WWe propose and demonstrate a scalable scheme for
the generation of photonic cluster states suitable for universal measurement-based quantum compu-
tation. We exploit temporal multiplexing of squeezed light modes, delay loops, and beam-splitter
transformations to deterministically generate a cylindrical cluster state with a two-dimensional
(2D) topological structure as required for universal quantum information processing. The gener-
ated state consists of more than 30000 entangled modes arranged in a cylindrical lattice with 24
modes on the circumference, de ning the input register, and a length of 1250 modes, de ning the
computation depth. Our demonstrated source of 2D cluster states can be combined with quantum
error correction to enable fault-tolerant quantum computation.

27
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3.2 Main text

Quantum computing represents a new paradigm for information processing that harnesses the
inherent non-classical features of quantum physics to nd solutions to problems that are computa-
tionally intractable on classical processors [89]. In measurement-based, or cluster state, quantum
computing (MBQC), the processing is performed via simple single-site measurements on a large
entangled cluster state [1]. This constitutes a simpli cation over the standard gate-based model
of quantum computing, as it replaces complex coherent unitary dynamics with simple projective
measurements. However, one of the outstanding challenges in realizing cluster state computation
is the reliable, deterministic and scalable generation of non-classical entangled states suitable for
universal information processing.

Several candidate platforms for scalable cluster state generation have been proposed and some
experimentally realized, including solid state superconducting qubits [90], trapped ion qubits [29,
91] and photonic qubits or gumodes, in which qubits can be encoded, generated by parametric
down-conversion [19, 20, 28, 92] or by quantum dots [93]. However, none of these implementations
have demonstrated true scalability combined with computational universality. The largest cluster
state generated to date is a temporally multiplexed photonic state comprising entangled modes in a
long chain which however does not allow for universal computation due to its one-dimensional (1D)
topological structure [19, 21]. To achieve universality, the dimension of the cluster state must be at
least two. Several proposals for generating two-dimensional (2D) cluster states in di erent systems
have been proposed [9, 11, 94, 95] but due to technical challenges, scalable and computationally
universal cluster states have yet to be produced in any physical system.

We propose and demonstrate a highly scalable scheme for the generation of cluster states for
universal quantum computation based on quantum continuous variables (CV) where information
is encoded in the position or momentum quadratures of photonic harmonic oscillators [76]. We use
a temporally multiplexed source of optical Einstein-Podolsky-Rosen (EPR) states [61] to generate
a long string of entangled modes that is curled up and fused to form a 2D cylindrical array of
entangled modes. Speci cally, we generate a massive cluster state of more than 30000 entangled
modes comprising an input register of 2 12 = 24 modes on which the input state may be encoded,
and a length of 1250 modes for encoding operations by projective measurements, only limited by
the phase stability of our setup. In addition to being universal and deterministically generated, the
source is operated under ambient conditions in optical bers at the low-loss telecom wavelength of
1550 nm. These favorable operational conditions and speci cations signi cantly facilitate further
upscaling of the entangled state as well as its use in applications and fundamental studies.

The canonical approach to CV cluster state generation is to apply two-mode controlled-Z gates
onto pairs of individually prepared eigenstates of the momentum (or phase quadrature) operators
i, B in adjacent modes i;j. The gate is described by the unitary operation C, = el9% % where
Ri; ®j are the position (amplitude quadrature) operators of mode i and j, while g is the interaction
strength. Applying this gate to two modes leads to entanglement in the form of quantum correla-
tions of the two modes’ quadratures. The operations and resulting state can be represented by a
graph in which the nodes represent the momentum eigenstates while the edges (links) between the
nodes represent the application of a controlled-Z operation where the interaction strength is given
by the edge weight. In a practical implementation, the unphysical momentum eigenstates are re-
placed by highly squeezed states while the controlled-Z operations can be imitated by phase shifts
and beam splitter transformations. To enable scalability, it has been suggested to use multiplexing
of spatial modes [17], frequency modes [8, 96], or temporal modes [9, 12]. For example, Menicucci
suggested using temporal multiplexing to form a 2D cluster state combining four squeezed state
generators, ve beam splitters, and two delay lines [9].

We propose a simpler approach to 2D cluster state generation lowering the experimental re-
quirements (Fig. 3.1). The state is produced in four steps: i) Pairs of squeezed vacuum states are
generated at 1550 nm wavelength from two bow-tie shaped optical parametric oscillators (OPOs)
by parametric down conversion [57]. The states are de ned in consecutive temporal modes of
duration  of the continuously generated OPO output. ii) The squeezed vacuum pairs in spatial
modes A and B are interfered on a balanced beam splitter (denoted BS;). This produces a train
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Figure 3.1: Scheme of 2D cluster state generation. Squeezing is produced by two OPOs (OPO, and
OPOg), and coupled into ber with 97% coupling e ciency. There, temporal modes are interfered
with ber coupled beam splitters to generate a 2D cluster state. The corresponding graph is
shown: Temporal modes of squeezing with mode index k in two spatial modes A and B (bright
and dark nodes) are interfered to generate EPR-states at BS;. The EPR pairs are entangled to
form a 1D cluster state using a delay in mode B and BS;, and the 1D cluster state is curled
up to a 2D cluster state by another delay of N and BS3;. Using homodyne detectors (HDa and
HDg), the temporal mode quadratures are measured from which the nulli ers are calculated. In
the experimental implementation, the short delay is a 50:5m ber leading to temporal modes of
247 ns duration, while the long delay is a 606 m ber such that N = 12 as the illustrated graph.
The temporal modes are de ned by an asymmetric shaped temporal mode function within the
247 ns duration which lters out low frequency noise and leads to less than 10 2 mode overlap [21].
For more information, see the methods section 3.3.

of pairwise EPR-entangled temporal modes exhibiting quantum correlation between the position
and momentum quadratures. Each EPR pair can be represented by a simple graph of a single
edge connecting two nodes. iii) A 1D cluster state is formed by delaying one arm of the interfer-
ometer by  with respect to the other arm and interfering the resulting time-synchronized modes
on another balanced beam splitter (denoted BS,). The interference entangles EPR pairs along an
inde nitely long chain creating a 1D graph. iv) In the nal step, the 2D cluster state is produced
by introducing another delay to one interferometer arm of duration N and interfering the result-
ing time-synchronized modes on a nal beam splitter (denoted BS3). This e ectively curls up the
graph and fuses the modes into an inde nitely long cylinder with N nodes on the circumference
as illustrated in Fig. 3.1 for N = 12, leading to 2 N = 24 input modes distributed on the two
spatial modes A and B. For detailed description of experimental implementations see the methods
section 3.3.

All states and operations involved are Gaussian, meaning they can be described by Gaussian
distributions of the quadrature variables in phase space. In the formalism of graphical calculus
for Gaussian states [7], the generated graphs are so-called H-graphs as they can be generated
from vacuum by a single Hamiltonian, and have an edge weight of g = isinh(2r)G where r is the
squeezing parameter of the two squeezing operations and G = 1 for the EPR-states, 1=2 for the
1D graph and 1=4;1=2 for the 2D graph. Due to the particular structure of the H-graph generated
here (it is self-inverse and bipartite ] see the supplementary information section 3.4.1 for details),
it can be transformed into a cluster state by =2 rotations in phase space leading to real edges of
weight g = tanh(2r)G ¥ G for r ¥ 1. Finally, as the =2 phase space rotations can be absorbed
into the measurement basis, or simply by appropriate re-de nitions of quadratures on the rotated
modes, the generated H-graph state and its corresponding cluster state are completely equivalent.
See the supplementary information section 3.4.2 for details on the cluster state generation scheme.

The produced cylindrical 2D cluster state can be shown to be a universal resource for quantum
computing: In Fig. 3.2, the generated cylindrical cluster state is unfolded and projected into a
square lattice by projective measurements in the position basis and =2 phase-space rotations of
di erent modes. Such a square lattice is a well-known universal resource for quantum computing [5],
and thus the initial cylindrical cluster state is itself universal. For computation it is not necessary
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Figure 3.2: Universality of generated 2D cluster state. (A) Graph of the generated 2D cluster
state. Measuring the nodes marked by red in the position basis removes all edges connected to the
measured nodes, and the cylindrical graph unfolds to a plane. (B) Resulting plane 2D cluster state
after the projective measurements in (A), consisting of two bilayer square lattices (double BSL)
connected by edges of weight 1/2. (C) Single BSL after projective measurement of half the modes
in (B) in the position basis. (D) Square lattice (SL) after projective position measurements of all
modes in spatial mode B (dark nodes), and applying the Fourier gate ( =2 phase delay) on half
the modes in spatial mode A (bright nodes). This SL is a traditional universal resource state for
MBQC.

to project the generated cluster state into a square lattice ] rather, one would in general optimize
the detector settings required for the gate to be implemented. For instance, with proper settings
the cluster state can be projected into 1D dual-rail wires along the cylinder, an e cient resource for
one-mode computation [12, 19] and with possible two-mode interactions between them | for details
see supplementary information section 3.4.4. Doing so requires fast control of the measurement
bases in between temporal modes, while in this work the cluster state is measured in xed bases
for state veri cation.

Multi-partite cluster state inseparability can be witnessed through the measurement of the
uncertainties of the state nulli ers || linear combinations of position and momentum operators for
which the cluster states are eigenstates with eigenvalue 0. E.g. for the ideal two-mode EPR state,
the well-known nulli ers are N,r = Ra R and N2, = Pa + P since NXpg JEPRI = 0 and
nEor JEPRI = 0. For our 2D cluster state, j2Di, the nulli ers consist of 8 modes and are given by

X — oA 4 0B oA B
kK =RCHRG Rl Rl

3.1)
RN RGN Rlenet T RN
AP =pL +pS + +pB
k pﬁ pk pﬁ‘+1 pk+1 (3.2)
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as nyj2Di = 0 and hﬁjZDi = 0 (derived in the supplementary information section 3.4.3), where the
subscript indicates the temporal mode index with N being the number of temporal modes in the
cluster state circumference.
The practically realizable cluster state is never an exact eigenstate of the nulli ers since such
a state is unphysical. The measurement outcomes of the nulli ers are therefore not exactly zero
in every measurement but possess some uncertainties around zero. A condition for complete
inseparability of the 2D cluster state (derived in the supplementary information section 3.5) leads
to a bound on the variances of all nulli ers of 3dB squeezing below the shot noise level. Therefore,
to witness full inseparability, we must observe more than 3dB squeezing for all nulli ers. In
Fig. 3.3, the measured nulli er variances are shown for a dataset of 1500 nulli ers and they are
all observed to be well below the 3dB bound; we measure an averaged variance of 4:7dB and
4:3dB for nX and Af, respectively. In the inset of Fig. 3.3, we present the measurement of
a longer cluster state of 15000 temporal modes corresponding to a measurement time of 4ms.
Although phase instabilities are clearly seen to a ect the performance in terms of variations of the
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Figure 3.3: Experimental result. On the right graph, the nulli ers in Eqg. (3.1) and (3.2) are shown
on the 2D cluster state lattice with the measured variance of 1500 consecutive nulli ers shown in the
left plot. Here, the variance is calculated from 10000 measurements of each nulli er. All nulli er
variances are seen to be well below the 3dB inseparability bound derived in the supplementary
information section 3.5, and thus the generated cluster state is completely inseparable. In the
insert, the nulli er variance of a larger data set with 2 15000 = 30000 modes are shown. Again,
with all modes below the 3dB inseparability bound, we conclude the successful generation of a
30000 mode 2D cluster state. The rapid increase of the variance in Ny and its periodic variation is
caused by phase uctuation of the squeezing sources as described in the supplementary information
section 3.7.

nulli er variances, all variances stay below the 3dB bound. The 2D cluster of 2 15000 = 30000
modes is thus fully inseparable. Note that not all 30000 modes of the cluster state need to exist
simultaneously when performing projective measurements for computation. In fact, only a single
temporal mode of the cluster state needs to exist while the remaining modes of the state are under
construction. Hence, the cluster state can be immediately consumed for computation while being
generated, with no additional state storage necessary | see supplementary information section 3.4.4
for a possible measurement scheme for computation on the cluster state.

With the deterministic generation of a universal 2D cluster state, we have for the rst time (in
parallel with Asavanant et al. [37]) in any system constructed a platform for universal MBQC.
Its scalability was demonstrated by entangling 30000 optical modes in a 2D lattice that includes
24 input modes and allows for a computation depth of 1250 modes. Since only a few modes
exist simultaneously, we are not limited by the coherence time of the light source, and thus the
number of operations depends only on the phase stability of the system. The computational depth
can therefore be unlimited by implementing continuous feedback control of the system for phase
stabilization as demonstrated for the 1D photonic cluster state in [21]. The results presented
here and in [37] are similar: Both 2D cluster states are generated deterministically in the CV
regime with comparable size and amount of squeezing in the nulli er variance. However, with only
two squeezing sources, three interference points, and operation in ber, the experimental setup
demonstrated here is simpler, while in [37] larger bandwidth OPOs are demonstrated resulting
in shorter delay lines. In both systems, the number of input modes can be readily increased by
using OPOs with larger bandwidths, possibly combined with a longer time delay of the second
interferometer. E.g. using OPOs with a 1 GHz bandwidth (65 times wider) and a twice as long
interferometer delay, a state with 1500 input modes can be generated. Large bandwidth OPOs
have been demonstrated, but phase stability and losses in the delay lines are more challenging.
While phase uctuation is only a matter of experimental control on which we expect to improve with
continuous phase stabilization, delay losses are unavoidable and increasing the OPO bandwidth
may be a better solution than increasing the delay lengths.

CV cluster states are described by Gaussian statistics, but it is known that an element (state,
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operation, or measurement) of non-Gaussian quadrature statistics is required for universal quan-
tum computing [97]. Such an element could be a photon number resolving detector (PNRD) or
an ancillary cubic-phase state [12, 14]. Despite recent experimental e orts in developing high-
e ciency PNRD [98] and deterministically generating optical states with non-Gaussian statistic
[99], the formation of the required non-Gaussianity of the cluster state still constitutes an impor-
tant challenge to be tackled in the future. Another currently limiting factor towards quantum
computation is the existence of nite squeezing in the cluster leading to excess quantum noise and
thus computational errors. However, these errors can be circumvented using Gottesman-Kitaev-
Preskill (GKP) state encoding [14] concatenated with traditional qubit error correction schemes
leading to fault-tolerant computation with a 15{17 dB squeezing threshold [38]. Another recently
discovered advantage of the GKP encoding is that in addition to fault-tolerance, it also allows for
universality without adding extra non-Gaussian states or operations [39]. While GKP states have
recently been produced in the microwave regime [100] and in trapped-ion mechanical oscillators
[101], their production in the optical regime remains a task for future work. For further discussion
on quantum computation using the generated cluster state, see supplementary information sec-
tion 3.4.4. Although a path towards fault-tolerant universal quantum computing using CV cluster
states has been established, it is highly likely that the rst demonstrations of CV guantum com-
putation will be non-universal algorithmic sub-routines such as boson sampling and instantaneous
quantum computing [102]. With the large, but noisy cluster state demonstrated here, interesting
future work will be to implement basic Gaussian circuits and investigate e.g. the attainable circuit
depth. Furthermore, the technique of folding a 1D cluster state into a 2D structure could be ex-
tended, using an additional interferometer, to form 3D cluster states which might be suitable for
topologically protected MBQC.

3.3 Methods

The experimental setup is shown in detail in Fig. 3.4. Amplitude squeezed light at 1550 nm
wavelength is generated by type-0 parametric down conversion in two bow-tie shaped optical
parametric oscillators (OPO4 and OPOg) with periodically poled potassium titanyl phosphate
(PPKTP) crystals, pumped by light at 775nm wavelength generated from a second harmonic
generator (SHG). For cavity and phase locking throughout the setup, we use a sample-hold locking
scheme where the two OPOs are periodically seeded with a coherent probe chopped by two acousto-
optic modulators (AOM): During the sample-time the probe is left on and active feedback is used
for cavities and phase locks. After 10 ms of sample-time with active feedback, the probe is turned
o for 5ms (denoted hold-time) where all feedback loops are kept constant and quadrature data of
the generated 2D cluster state is acquired from the two homodyne detectors (HDa and HDg). The
cavities are locked by the Pound-Drever-Hall locking technique using a counter propagating lock
beam with 28 MHz phase modulation by an electro-optic modulator (not shown in Fig. 3.4). For the
generation of amplitude squeezing, the classical parametric gains in OPOA and OPOg are locked
to de-ampli cation using an AC-locking scheme: Phase modulated probe beams (at frequencies
fa = 90kHz and fg = 55kHz) are injected into the OPOs, a fraction (1%) is measured and
subsequently fed back to piezoelectric mounted mirrors.

The beams of squeezed light are coupled into single mode bers (SMF) using gradient-index
(GRIN) lenses with 97% coupling e ciency. Here, the two beams of squeezed light are interfered
in a 50:50 ber coupler (BS1), where 1% of one output arm is tapped, detected, and fed back to a
phase controlling ber-stretcher for locking the relative phase between the two input beams. For
more information on this ber-stretcher, see previous experimental work described in section 2.6.2
[30]. Using a manual polarization controller, the visibility is optimized to near unity. By locking
the relative phase di erence to =2 using a DC-locking scheme, EPR-states are generated.

Using a short delay line consisting of 50:5m SMF-28e+ ber, one spatial mode is delayed
by = 247ns. This delay de nes the temporal mode width. Again, the two spatial modes are
interfered on a 50:50 ber coupler (BS,) with phase control by tapping and detecting 1% of the
output and feeding back to a ber-stretcher, while visibility is optimized with a manual polarization
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Figure 3.4: Detailed schematic of the experimental setup for 2D cluster state generation. Here the
free space squeezing sources are marked by red (besides second harmonic generated light at 775nm
wavelength which is marked by blue), while optical bers in which the cluster state is generated are
marked by blue. Electronics for experimental control are marked by black. A function generator
(FG) generates a logic signal (TTL) for switching on and o the probe and activating/deactivating
feedback for cavity and phase locks. Data is acquired on an oscilloscope (Scope) when the probe
is turned o and feedback is kept constant. The ber components marked by P and represents
manual polarization controllers and phase control by ber-stretchers respectively.

controller. Locking the phase with a DC-locking scheme leads to a 1D cluster state with temporal
modes de ned by the short -delay.

Finally, using a long delay of 606 m, one spatial mode is delayed by N = 12 temporal modes.
Interfering the two spatial mode in the 50:50 ber coupler (BS3) corresponds to \coiling up" the
1D cluster state generated in BS,, leading to a 2D cluster state as illustrated in the main text
Fig. 3.1 and described in the supplementary information section 3.4.2.3. Here, too, the relative
phase is locked by tapping and detecting 1% of the output and feeding back to a ber-stretcher,
while polarization is controlled with a manual polarization controller.

For characterizing the generated 2D cluster state, amplitude (%) and phase () quadratures of
the two spatial modes are continuously measured by two ber-based homodyne detectors (HD). For
more information on these ber-based HDs, see previous experimental work described in section
in section 2.6.2 [30]. The local oscillator phases for the two HDs are locked using an AC-locking
scheme, where for measuring in the ®- and p-basis, demodulation by fo and fg are used, respec-
tively.

For more details and characterization of the experimental implementation given here, see sup-
plementary information section 3.6. Furthermore, the corresponding optical table is shown in
appendix A (page 147), while in appendix B (page 149) the con gurations of phase locks are
described in more detail.

3.4 Suppl. Inf.: Theory on cluster state

In this section, cluster states are rst introduced in section 3.4.1 before the generated 2D cluster
state is derived in section 3.4.2 and its nulli ers in section 3.4.3. We use the convention of ~= 1.

3.4.1 Introduction

Cluster states are a resource for measurement based quantum computation (MBQC) and are well
described in [5] for the case of continuous variables (CV). For CV a cluster state is a set of modes,
all initially in the momentum eigenstate jOi,, entangled by a number of controlled-Z operations of

weight g, €z = exp[ig® ] where % is the position quadrature. In the following we follow the
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Figure 3.5: Adjacency matrix with its corresponding graph and equivalent circuit model.

conventions of graphical calculus for Gaussian pure states outlined in [7], and more details on the
theory summarized here can be found in [5, 7, 9].

A cluster state j a1 of m modes can be de ned by a symmetric real valued m m adjacency
matrix A as

Yoy i
j al= éz[A]jinm = el Aik &) R jinm = exp %kTAk jinm ; (3.3)
i=1k=j
where & = (R1;%2;  ;&m)7 is vector of position operators. For ideal cluster states, A is zero in

the diagonal, while the o -diagonal term A;jk describes a link (an edge) between mode j and k
by the C~-operator of weight Ajk. We can picture a cluster state as a graph from its adjacency
matrix as in Fig. 3.5.

TBe cluster state in Eq. (3.3) is most easily described in the stabilizer formalism in which
B; k AjkRk is a nulli er:

d AR)j Ai=0; (3.4)
where p = (p; Pp :Pm) T is a vector of momentum operators. In conclusion, when measuring
the nulli er B K AjkRk We expect vanishing variance. A gives a complete description of the
state j al.

3.4.1.1 Approximate cluster states

Eq. (3.4) is only valid for true momentum eigenstates as in Eq. (3.3), which require in nite squeezing
and are not physical. Finite squeezing leads to non-zero variance when measuring the nulli er,
and the variance increases with decreasing squeezing. Finite squeezing can be accounted for in the
adjacency matrix by allowing it to be complex. We denote this complex adjacency matrix

Z=V+iU;

where V and U are real valued and symmetric. Again, V is zero in its diagonal and corresponds
to A in the ideal case, while most often U is non-zero in the diagonal and corresponds to the
deviation from the ideal case. We can still illustrate the corresponding graph state as in Fig. 3.5,
but with complex weight and with self-loops on each node corresponding to the imaginary non-zero
diagonal terms of Z.

The physical graph state described by Z is said to be an approximate cluster state with adja-
cency matrix A if

rIl!m1 Z(nN=A;

where r is the squeezing parameter of the initial states. As an example, applying Cz[A] to a
number of nitely squeezed momentum states leads to

Z=A+ie 1Y Aforr ¥ 1:

Here V=Aand U =¢ 2']I.
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3.4.1.2 H-graph states

The controlled-Z operation, €z, for entanglement generation is not easily implemented experi-
mentally. Instead, quadrature entanglement (two-mode squeezing) is generated directly by non-
degenerate down conversion or by interference of squeezed states, and the resulting graph state
can be expressed by the adjacency matrix

Z=ie 2C (3.5)

where G is a real symmetric matrix. The state is called an H-graph state, since it can be generated
by the Hamiltonian

HG)=~ &'Gp+p'Gx ; (3.6)

with  being the squeezing parameter per unit time, r = 2 t. It is not easy to illustrate this
graph state with its exponential map, but in the case of G being self-inverse (G2 = 1), Eq. (3.5)
simpli es to

Z =icosh(2r)l isinh(2r)G ; 3.7

and it can be pictured as in Fig. 3.5 with complex weights. However, it is not an approximate
cluster state as Z does not go to some real valued matrix with zero in the diagonal for r ¥ 1.
But in the case of G also being bipartite (meaning the nodes can be separated into two sets with
no connecting edges in between modes of the same set), it can be transformed into an approximate
cluster state by applying the Fourier gate ( =2 rotation in phase-space) on some of its modes.
Finally, since this Fourier gate can be absorbed into the measurement basis when measuring each
mode of the graph state, we consider generation of a self-inverse bipartite H-graph state as cluster
state generation.

3.4.2 Cluster state generation

In the approach to cluster state generation, we start with modes of quadrature squeezed light to
which we apply beam-splitters and Fourier gates. Traditionally, the starting point is the complex
adjacency matrix for m modes squeezed in the phase (or momentum) quadrature,

Z=lie 2I; (3.8)

with r being the squeezing parameter. In the experimental implementation we start with states
squeezed in the amplitude (or position) quadrature, but this makes no di erence to the theoretical
derivation of the cluster state, and is merely a question on quadrature de nition or =2 phase-space
rotation. The quadrature transformation under beam-splitter transformations and/or phase-space
rotations in the Heisenberg picture can be expressed by a 2m  2m symplectic matrix S as

2 __ %  ._ A B .

=S 5= ¢ p ¢

where A, B, C and D are real m m matrices. The corresponding transformation of the adjacency
matrix Z is shown in [7] to be

Z'=(C+DZ2)(A+B2) *; (3.9)

with the resulting graph described by Z'.

The scheme of 2D cluster state generation in the main text Fig. 3.1 is summarized in Fig. 3.6.
First a 1D H-graph state is generated as in [19], by applying a =2 phase-space rotation in the
spatial mode B, beam-splitter transformation, delay of one spatial mode and another beam-splitter
transformation. The phase-space rotation and beam-splitter is described by symplectic operations,
while the delay is included by keeping track of the temporal mode index of simultaneously existing
temporal modes in the two spatial modes A and B. In the following sections, each step is described
in detail.
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Figure 3.6: Sketch of setup for 2D cluster state generation. Following [19], rst a 1D cluster state
(H-graph state) is generated with temporal modes separated by the time using beam-splitters
BS; and BS, together with the optical delay . This 1D cluster state is then coiled up in a cylinder
with the N delay, such that temporal modes at times k in the spatial mode A overlap in time
with the temporal modes of initial times (k  N) in the spatial B, where k is an integer. From
the side of the cylinder, we can see it as parallel 1D cluster states, which are then connected by
the last beam-splitter BS3 to form a 2D cylindrical cluster state. The arrows on the beam-splitters
points from the rst to the second mode of the beam-splitter transformation SQE in Eq. (3.10).

3.4.2.1 EPR-state generation

As the rst step in Fig. 3.6, consider two modes A and B squeezed in the phase quadratures. To
generate an EPR-state, mode B is rotated by =2 in phase-space, and we apply the beam-splitter
transformation BS; between A and B. The symplectic matrix is

0 1 0 1
100 0 1 10 0
 ABB s _B0O 0 O 1§_AB_11100§_
S=5hBsB, ; sB,= 01 o : SBS—% 0 1 1K (3.10)
010 O 0 0 1 1

Identifying A, B, C and D in (3.9) from (3.10) and inserting (3.8) we get

_ dcosh(2r)  isinh(2r)
ZEPR = isinh(2r) icosh(2r) (3.11)

which is an H-graph with the exact form of (3.7) where
_ 01
=19
Note that the same EPR-state can then be generated by the Hamiltonian in (3.6), corresponding
to non-degenerate parametric down conversion as expected. G is self-inverse and bipartite, and if
we were to rotate mode B (applying SB=2) we would get

isech(2r) tanh(2r) , O
-1

R ' 1-
ZePR = tanh(2r) isech(2r) Aforr 2 1

1
0
and so the H-graph for the EPR-state has a corresponding approximate cluster state. From

Eqg. (3.4), the nulli ers of this cluster state are fa Rg and iz Xa, which transform into fa +fis
and g Ra after rotating mode B by =2. These relations are expected for an EPR-state.

3.4.2.2 1D cluster states

To generate 1D cluster states as in [19], we continue with pairs of EPR-states as described by the
adjacency matrix in Eqg. (3.11). Instead of the matrix notation, we will use the more convenient
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graph notation:

with the beam-splitter transformation marked by red arrows corresponding to BS, in Fig. 3.6.
Here, the bright and dark grey nodes symbolize temporal modes of the two di erent spatial modes
of A and B respectively, and has no other meaning than distinguishing spatial modes. Note also
that Zgpgs is the graph just after the delay, , in Fig. 3.6. After the beam-splitter transformation
connecting the pairs of EPR-states, we attain the 1D H-graph state

which is self-inverse and bipartite, and so it can be transformed into an approximative cluster state
by applying the Fourier gate on all modes in one of the bipartitions: Rotating every second pairs
of spatial modes marked with red in Z;p leads to

with only real edges and vanishing self-loops whenr ¥ 1 as tanh(2r)=2 ¥ 1=2 and isech(2r) ¥ 0.
By determining the nulli ers in the limit r ¥ 1, and rotating every second pair of modes back
again (as for the EPR-state in section 3.4.2.1) we can determine the nulli ers of Z;p, which each will
include 5 modes according to Eq. (3.4) (all modes connected to a single mode). These nulli ers can
be simpli ed, as all linear combinations of nulli ers are also nulli ers, and the nulli ers including
the least modes are

Rak +Rek  Rak+1 +Rek+1 5 Pak + Pk + Pak+1  Pek+1;

where the index k and k+1 denote di erent temporal mode numbers. Since the nulli ers are linear
combination of R or p, they are easily measured in order to verify the entanglement of the cluster
state.

3.4.2.3 2D cluster states

After the N delay in Fig. 3.6, the 1D cluster, Zip, is coiled up into a cylinder as illustrated in
Fig. 3.7. To begin with, we consider only a section of the cylinder:



38 CHAPTER 3. DETERMINISTIC GENERATION OF A TWO-DIMENSIONAL...

Figure 3.7: Complex adjacency matrix, Z;ps, of the coiled up 1D H-graph state just after the N
delay in Fig. 3.6 with N = 12 as in the experimental implementation. For simplicity, self-loops of
i cosh(2r) are omitted, but they are still present in the diagonal of Z;ps.

Figure 3.8: 2D H-graph, Z,p, generated in Fig. 3.6 with N = 12. Self-loops of icosh(2r) are
omitted for simplicity, but they are present in the diagonal of Z,p.
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where each parallel 1D cluster state is separated by N in time corresponding to one circumference
of the cylinder. Note that the self-loops of i cosh(2r) have been omitted, and will be omitted in the
following, but they are still present in the diagonal of Z;ps. Here, two closer spaced spatial modes
A and B overlap in time, and the red arrows represent the last beam-splitter transformation BS3
in Fig. 3.6, leading to the 2D H-graph state

Z,p is self-inverse, and if we consider Z,p as a in nite plane instead of a cylinder it is also bipartite,
and by =2 phase-space rotations on all modes in one bipartion, namely every second horizontal
row shown in Z,p above (corresponding to every second pair of modes arriving simultaneously at
the homodyne detectors in Fig. 3.6), we get the approximate cluster state

where again we have omitted self-loops of isech(2r) ¥ Oforr ¥ 1.

Finally, considering the Z,p as a cylinder, the resulting H-graph state is shown in Fig. 3.8 with
N temporal modes in the cylinder circumference. Only in the case of even N, Z,p is a bipartite
graph, and can be transformed as described above into the approximate cluster state Z°2D by =2
phase-space rotation on half of its modes. As previously mentioned, such =2 phase-space rotation
of modes in the generated state can be absorbed into the measurement basis in the homodyne
detection, and therefore the generated self-inverse bipartite H-graph state is considered equivalent
to its corresponding cluster state. In the experimental implementation we have chosen N = 12 as
in Fig. 3.8.

3.4.3 Nulli ers

The nulli ers of the generated 2D cluster state can be determined from its graph Z°2D in the same
way as for the 1D cluster state in section 3.4.2.2. However, to give a clear picture of the quadrature
transformation, here we will calculate the quadrature relations throughout the setup, from which
we can nally derive the resulting nulli ers.

Consider the circuit in Fig. 3.9 corresponding to the experimental setup in Fig. 3.6, but with
temporal modes and the e ect of optical delays clearly illustrated. Here, di erent stages of the
setup are numbered from 0 to 7, where at stage 0 all modes are initially in a vacuum state, while
at stage 1 each mode are squeezed in the amplitude quadratures:

20D — o 1 gAO . A — gra pAO)

2B — ¢ 1o gBO) PEW = gro pBO

where ra and rg are the squeezing coe cients in spatial modes A and B and the stage is indicated
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Figure 3.9: Corresponding circuit diagram of the experimental setup in Fig. 3.6 for 2D cluster
state generation.

in the superscript. At stage 2, the spatial mode B is rotated by =2 in phase space such that

A2 Al A0 . A2) _ JAAQ) _ A0) .
kk()=kk()=e I’Akk() : pk()_ﬁk()_empk()l

B(2)

kE(z) — pE(l) — el’B ﬁE(O) : pk kE(l) =e s XE(O) :

From stage 2 to 3, a beam-splitter interaction is applied onto the spatial modes A to B,

200 = 15% 2AQ gB@ pli e ™ RAO) 4 grs pBO)
A — 1@% A . % e pAO ot gBO)
2B = pl? R0 4 gB@ pl? e MRAO  grs gBO)
O = 1§ 00D 4 pB@ = % e pr@ g Te gBO

From stage 3 to 4, the spatial mode B is delayed by one temporal mode index,

RO@ = g7 = 3 o A gAO) 4 e gBO)
D = 2O = 3 e phO o 1 gBO)

2B = 286 = e MRAOQ  gre gBO)

= N-\(P“ N-?H N-\CP'_‘

B4 B3 A0 B(0
PED = pB® = 3 on pAO 4 ¢ 1o gBO)

N
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From stage 4 to 5, a beam-splitter interaction is applied on the spatial modes A to B,

286 = % PRCIIPLIO =% e ™ 2RO k/kx(ol)i +ere pBO +ﬁE(01)i ,
A = 1§ A pB@ :% o e h 2BO) *E(?l)i e hﬁ{j@) ﬁ(f.Jl)i ,
28O = % Q0@ 4 gB@ % e *f(o)ﬂ“*f(ofl +er hpE(O) F’E(Ol)l ,
B(S) — F% A 4 pB@ = % e 22O, xE(Ol)i + e hp{j(o)+ ﬁ\(ol)i

From stage 5 to 6, the spatial mode B is delayed by N temporal modes indices,

i i
AB) _ nA() A(0) A(0) B(0) B(0)
R =Ry e " Ry R '_"erB B BT

i h i
A(6 A5 B(0 B(0 A0 A0
pk():pk(): e s kk() kk(l) +eI’A pk() pk(l)

B(0) B(0) .
kn 1 v BN Pona s
i h i
B(6) _ 4B( B(O)  4B(O A©) , A
<@ =R e ™ RQUHRR L +er g R AR,

1

2

1

2 h
B(6) _ oBG) _ 1 A©)  4AO)
R = k N~ 5 e "™ RN R

1

—2

Finally, from stage 6 to 7, a beam-splitter interaction is executed from spatial mode A to B,

20 = % 20@ 2B

= 24% e ™ hx{j(o) RAQ QA0 aAQ) 1i +e'® hnf(°)+ P A A P
o= O 2O

S ben O 00 220 e o g0 g0 o |
2B = % RO 4 2B©)

e RO QR e 000 g |
08 =B O +pE®

_ # ere RBO BO 8O 4 BO 1i e hpf(o) O 4 pAO L gh@

N
N

3.12)
where the superscript (7) has been omitted on this nal stage. Solving for the initially squeezed

amplitude quadratures e "™ kﬁ‘(o) ande kf(o), a set of nulli ers are found to be
P> A
X=gp+RP fD, A2, RN AR RBinar FRBinas =2 2 mRPO (313)

p* B(0
A =P+ PR + 0+ 0B Pln OB F PN PR = 2 2e 2D (3.14)
with the variance
h ARi=de 2 ; h APi=4e 2 (3.15)

going towards zerowhen r ¥ 1 in the spatial modes A and B. With~=1,h kﬁ‘(o)i =h XE(O)i =
1=2.



42 CHAPTER 3. DETERMINISTIC GENERATION OF A TWO-DIMENSIONAL...

3.4.4 Cluster state computation

In the main text Fig. 3.2, the generated double bilayer square lattice cluster state (2xBSL), ZOZD,
is projected into a regular square lattice using mode deletion by measuring in the ®-basis. This
serves as a proof of the generated cluster state being a universal cluster state: As the square lattice
extracted from the 2xBSL is a universal resource [5], the 2xBSL is itself a universal resource, also
without projective measurements into a square lattice. In fact, one would in general optimize the
projective measurements required for the speci ¢ quantum circuit to be implemented. In this sec-
tion we will give an example of such optimized setting, and discuss the experimental requirements
for universal quantum computation.

Modes are wasted when projecting the cluster state into a square lattice, but more important
is the resulting 1=4 edge weights of the square lattice (in the simpli ed picture of in nite squeezing
levels). For each computation step, edge weights less than unity leads to squeezing of the state
in computation as a known byproduct of the computation. In the ideal case of the cluster state
prepared from momentum eigenstates, this is not a problem as the amount of byproduct squeezing
is known, and can be compensated for in the following computation steps. Yet, the resource states
for physical cluster state generation are nitely squeezed approximated momentum eigenstates
leading to noise in the measurements of each computation step and thereby errors. These errors
can be corrected by error correction (which we will come back to), thereby enabling fault-tolerant
computation, as long as the squeezing of the initial resource states surpasses a given threshold.
However, with the squeezing of the state in computation as byproduct in each computation step
due to edge weights less than unity, less noise is required in the measurements of the computation,
thereby increasing the squeezing threshold of the initial resource states for fault-tolerance. As a
result, when projecting the 2xBSL into a regular square lattice with 1=4 edge weights, not only
modes are wasted, but squeezing is wasted as well.

To avoid squeezing waste when deleting modes by X-measurements, entanglement from the
modes can be rearranged in the cluster state by phase delay before measurements, or in other
words, by measuring in di erent bases, §( ) = Rcos + fsin . That way, the 2xBSL can be
projected into a simpler lattice without wasting squeezing. One example of this is shown in [11]
for the bilayer square lattice cluster state (BSL), and a similar approach can be used here for the
2xBSL: Measuring the two spatial modes A and B for every second temporal mode k + 2n in basis
&(( 1)™ =4) leads to dual-rail wires of edge weights 1=2 as illustrated in Fig. 3.10. Such dual-rail
wires are well known e cient resources for single mode computation, where each wire corresponds
to a one-mode computer [19] with input states encoded in the macronodes consisting of spatial
modes A and B within the same temporal mode as indicated in Fig. 3.10. Another bene t of
projecting into these dual-rail wires is that the wires are along the length of the cylindrical structure
of 2xBSL, and so it is unnecessary to \cut up" the cylinder while the one-mode computation length
can be as long as the cylinder itself. For the generated 2xBSL with N = 12 temporal modes in the
circumference, 6 parallel dual-rail wires can be constructed.

With two spatial modes A and B in each temporal macronode of the dual-rail wire, the macron-
odes include a symmetric (+) and an anti-symmetric mode ( ) via

a, :% a ap ; (3.16)

where &; is the annihilation operator of mode i, and &, corresponds to the two spatial modes before
the beam splitter BS3. Thus, as in [11], to encode information in a macronode, a switch can be
placed before BS3 as illustrated in Fig. 3.11, switching the input state j i, into the anti-symmetric
macronode with the given direction of BSz used in Fig. 3.6 (alternatively, we can switch into the
symmetric macronode by placing the switch in spatial mode A before BS3). With this encoding,
the multiple edges of 1=2 weight between each macronode of the dual-rail wire correspond to an
edge of weight 1 between the encoded logic mode of each macronode, allowing e cient computation
without squeezing waste.

Concurrently with the projection of the state into dual-rail wires, one-mode computation is
performed in each wire by measuring the macronodes in an adaptive basis depending on the
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Figure 3.10: Depending on the measurement basis of control modes, the double bilayer square
lattice can e ciently be projected into dual-rail wires with possible entanglement in between
neighbouring wires depending on the basis in which the modes in the control line is measured.
It is convenient to de ne macronodes of the two spatial modes A and B in the same temporal
mode. In the situation depicted here, the spatial mBQes A and B of the rst 5 macronodes in the
control lines have been measured in bases (8 )= 2 leading to separated dual-rail wires.

Figure 3.11: With a switch before beam splitter BSs, input states can be encoded into the symmet-
ric or anti-symmetric macronode given by Eq. (3.16), while Gaussian computation is performed
with homodyne detectors HD and HDg. With a switch after BSz we can change to non-Gaussian
measurements when required, necessary for universal qguantum computation. One proposal for
non-Gaussian detection is illustrated in the grey shaded area with j i being the cubic-phase state
[12].

gate to be implemented and previous measurement outcomes. However, with the cluster state
being a Gaussian state (fully described by the rst and second moments of the quadratures), only
Gaussian computation is possible using homodyne detectors which project Gaussian states into
Gaussian states. For universal computation, some non-Gaussian element is needed. As proposed
in [12], a universal gate set can be realized using the measurement scheme illustrated in the shaded
area of Fig. 3.11. A switch in spatial mode B will enable the choice between this measurement
and the homodyne detection as needed for the c?{nputation. With the ancillary input j i being
the highly non-Gaussian cubic-phase state, j i = ¢ s’ jsi, ds, this measurement implements the
cubic-phase gate which, together with Gaussian gates, completes the universal one-mode gate set.
Like the in nitely squeezed momentum eigenstate, the cubic-phase state is unphysical due to its
in nite energy, while approximate cubic-phase states are demanding to prepare, and have not yet
been generated in optical settings. Other possibilities for non-Gaussian operations exist, such as
non-Gaussian projection by photon counting [14], and non-Gaussian operations for a universal gate
set is today an active research topic.

For a universal multi-mode gate set, we need interaction between the dual-rail wires in Fig. 3.10.
By measuring macronodes between two wires in a di erent basis than §(( 1)" =4), entanglement
between the wires can be prepared depending on the measurement basis used. This is an appealing
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setting, where by measuring the so-called control macronodes, we can control the connectivity
between neighbouring wires. However, the basis required in a macronode measurement for a given
two-mode interaction is not trivial, and the detailed implementation of the € -gate, which together
with the universal single mode gate set constitutes a universal multi-mode gate set, is left for future
work.

Finally, for fault-tolerant computation error correction is necessary: With nite squeezing of
the approximate momentum eigenstates from which the cluster state is generated and without
error correction, only a limited number of computational steps are possible before the encoded
state is lost in noise from the nite squeezing. While error correction in continuous variables is
challenging, a possible way around this is to encode the information in a discrete subspace of
the continuous variables concatenated with a conventional discrete error correction code. One
popular example is the Gottesman-Kitaev-Preskill (GKP) encoding and correction, where a qubit
is encoded as periodic peaks in the quadrature wave functions [14]. The squeezing level required for
fault-tolerant quantum computation with the GKP-encoding depends on the error rate threshold
of the concatenated error correction code to be used. For a rather conservative error correction
scheme with 10 © error rate threshold, a squeezing level of 20:5dB is required [3]. With more
modern error correction codes, this threshold can be brought down to 15{17 dB of squeezing [38],
while the required squeezing using topological error correction is shown to be even lower [43].

An advantage of GKP-encoding of qubits is the recent result by B. Baragiola et al. [39] showing
that the magic state can be distilled in the encoded subspace of the qubit allowing universal
computation in the qubit subspace, rendering the need for non-Gaussian measurements discussed
above unnecessary. However, with GKP-encoded states being highly non-Gaussian, they are as
the cubic-phase state di cult to prepare, and their generation is as well an active research topic
with recent demonstration in the microwave regime [100] and in trapped-ion mechanical oscillators
[101].

3.5 Suppl. Inf.: Inseparability criterion

In this section, we derive an upper bound on nulli er variance for complete inseparability of modes
in the generated cluster state based on the van Loock-Furusawa criterion [103]. In the van Loock-
Furusawa criterion, a number of modes are divided into two or more sets from which an inequality
with combined quadrature variance is derived. A violation of this inequality means that the sets
are inseparable.
For simplicity, we will consider only two sets of modes, S; and S, and de ne
X X
X = hi% ; P= gl ; (3.17)
j2si[s: j2si[s:

for arbitrary coe cients hy and gj. The van Loock-Furusawa criterion for separability then reads
X X
h R2%i+h P? hjgj + higj ; (3.18)
j2s: i2s;

with ~= 1. The goal is to nd suitable h; and g; such that Eq. (3.18) is violated, thus proving
inseparability of the two sets. Doing so for all possible bipartitions of modes then proves complete
inseparability.

Since the generated cluster state is periodic, it is only necessary to consider the modes of a
single unit cell of the cluster state lattice, and show complete inseparability of the modes within
this unit cell. A good example of this approach is shown in the supplementary material of [21]
for a 1D cluster states. The 8 modes of the nulli ers h¥ and Af in Eqg. (3.13) and (3.14) make
up a unit cell of the generated 2D cluster state, and is illustrated in Fig. 3.12 with the modes
numbered from 1 to 8. Hence, complete inseparability of the 2D cluster state can be proven by
demonstrating a violation of the separability inequality in Eq. (3.18) for each of the 28 * 1 =127
possible bipartitions of these 8 modes. Below, we give three examples with di erent bipartitions.
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Figure 3.12: Graph of the generated 2D cluster state with the nulli er A, (A¥ or n‘;) and its
neighbouring nulli ers indicated. In the van Loock-Furusawa inseparability criterion we consider
a unit cell of 8 modes in common with Ay, numbered as (A;k) ¥ 1, (B;k) ¥ 2, (A;k+1) ¥ 3,
B;k+1) ¥ 4, (A)k+N) ¥ 5 (B;k+N) 6, (A;k+N+1) ¥ 7and (B;k+N +1) ¥ 8

The mode numbering in Fig. 3.12 is used to shorten the notation:

Example 1: Consider the two sets of modes S; = f1;2;5;6g and S, = f3;4;7;8g. Choosing
R=M=R+% R R R+% R+3%s

such that (hy; hy; hs;hg; hs;hg;hz;hg) =(2;1; 1; 1; 1;1; 1;1), and
P=m=p+p+ps+ps Ps+Ps+p o

such that (91;02;03:04:05;96:97;98) = (1;1;1;1; 1;1;1 1), then Eq. (3.18) becomes
X X
h R2%i+h P2i=h ni+h n?i hjgj + hjgj
j2s; i2s;
=j1 1+1 1+( 1) ( D)+1 1
+j( 1) 1+( 1) 1+( 1) 1+1 ( D)j
=8:

We may measure di erent variances of A% and nY, but if we measure both below 4, the above in-
equality will for sure be violated and the two mode sets S; and S, are inseparable. From Eq. (3.15)
this requires 4e 2" < 4 for i = A;B, and thus measuring the variance of AX and A} with more
than 0dB squeezing below shot noise.

Example 2: Consider now the two mode sets S; = 1;2;3;4g and S, = f5;6;7;8g. Choosing X
and P as in example 1 leads to
X X
h R2%i+h PZi=h n2i+h A% j  hjgi+j  hjg;
j251 j252
=j1 1+1 1+( 1) 1+( 1) 1
+j( D (DHD+1 1+( 1) 1+1 ( 1)j
=0;

which is impossible to violate. If we instead choose

_ _ B B .
P=n =p+0 P +0s+ 0 +PR+ 0 ¥ PNz
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such that (91;92;03;94; 0s;096; 07;98) = (0;0;1;1;0;0; 1;1), Eq. (3.18) becomes

X X
h R2%i+h B2i=h A2i+h AP20 j  hjgij+j  hjgii
j251 jZSZ
=jl 0+1 0+( 1) 1+( 1) (3.19)
+j( 1) 0+1 0+( 1) ( D+1 1j

=4:

which is violated if the variance of the two nulli ers AX and N are less than 2, requiring 3dB
of squeezing. The additional modes included in P, (A:k +2), (B;k + 2), (A;k + N + 2) and
(B;k + N + 2), are not included in the above inequality since they are not common modes with
any in X = A%, and thus will not contribute to the right hand side of Eqg. (3.18). However, when
including 4 extra modes, we should consider all new possible bipartitions: Given the two sets S;
and S,, we can add the additional 4 modes into these two sets in any arbitrary way without any
change to Eq. (3.18). As a result, by violating Eq. (3.18) we prove inseparability of all bipartitions
where each of the 4 extra modes are added to S; or S, in all possible ways.

Example 3: Consider the two mode sets S; = f3;5g and S, = f1;2;4;6;7;89. For this bi-
partition, there exists no single nulli er for X and P of the form in Eq. (3.13) and (3.14) which
forms an inequality we can hope to violate experimentally. However, since linear combinations of
nulli ers are also nulli ers, more exotic choices for X and P exist which leads to an inequality we
can violate experimentally:

R= M+ 1 Ro+Re+R+28 2R Rldon +RRon Rlean+1 *+ Rivon

— b p p p
P=n  +00  + 0+ 0N 2
_ B B
=ph+P+30s+Pe+207 + 20+ 0 1 0 1+ 20N 2
B B B
N2 T PNz Plean 1t PReon 1+ Plianae  PRrano

leading to
(hishzihsihashsiheihz he) = (1) 151,1;2,0,0; 2) 5
(91;92; 935 94; 95, 965 97, 98) = (1;1;0;0;3;1;2;2) ;
and so (3.18) becomes

h RZ%i+h ﬁzi:hxhﬁzwh h%(?,\,i+h APZ i+h ARLi+h APA . L,i+h AR i

i hjgii+i o hjgii
j251 j282
=j1 0+2 3j+j( 1) 1+( 1) 1+1 0+0 1+0 2+( 2) 2j=12;

which is violated if the variance of each of the 6 nulli ers in the inequality is less than 2, corre-
sponding to 3dB of squeezing. Here, the cross terms between di erent nulli ers in h X2i and
h PZ2i are zero, as the nulli ers in Eq. (3.13) and (3.14) correspond to di erent temporal modes
at the squeezing sources before BS;, and thus there are no correlations between di erent nulli ers.
Notice how the nulli ers in X and P are chosen such that the 4 and 9 extra modes included in X
and P, respectively, are not the same. Thus, by the same argument as in example 2, violating the
above inequality proves inseparability of all bipartitions where each of the 4 + 9 extra modes are
added to S; or S, in all possible ways.

Using the same approach as in the above three examples, nulli ers for X and P are found for all
127 possible bipartitions of the 8 modes in the studied unit cell, resulting inasu cient condition for
the squeezing degree among all nulli ers of 3dB below shot noise. As a result, with the generated
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Figure 3.13: Standard deviation of the phase uctuations in di erent parts of the setup measured
by sending a coherent probe through the particular part of the setup while feedback is kept constant
(hold-time). The phase uctuations of the short and long delay lengths are measured by coupling
a probe into the setup before BS; and BS, while measuring the interference after BS, and BS3
respectively. The relative phase uctuation of the two probes from OPOA and OPOg is measured
by the interference after BS;. The local oscillator (LO) phase uctuations are measured by coupling
a probe into the setup before BS3 and measuring the probe quadrature.

2D cluster state being periodic with this unit cell, measuring every temporal nulli er (A% and Af
for every k) with a variance less than 3dB below shot noise leads to complete inseparability of the
cluster state. The resulting X and P for every bipartition are listed in table 3.1, page 54, and as
pointed out in example 2 and 3, each choice of X and P are made such that they do not share any
modes outside the studied unit cell.

3.6 Suppl. Inf.: Experimental setup

In this section, more details and characterization is given on the experimental implementation
described in the methods section 3.3.

3.6.1 E ciency and phase stability

In the following, all loss contributions are summarized, and a combined e ciency of the setup is
estimated: The OPO4 and OPOg escape e ciencies are measured to be 0.98 and 0.95, respectively,
while 1% is tapped o in both squeezing sources for gain locks. The two spatial modes, A and
B, are coupled from free-space into ber with a 0.97 coupling e ciency, where 3 1% is tapped
o for phase locking the three interference points at BS;, BS, and BSsz, each with an estimated
visibility of 0.99. To minimize the propagation losses, all bers are spliced together, while short
and long delay lines of SMF-28e+ ber with 0:2dB=km attenuation each leads to 0:2% and 2:7%
propagation loss, respectively. Finally, the ber based homodyne detectors each have a detection
e ciency of 0.91. For more information on the OPO, ber coupling and homodyne detection
e ciencies, see previous experimental work in chapter 2 [30]. In total, the estimated e ciencies
add up to 0.81 and 0.78 in spatial mode A and B, respectively.

Besides loss, the generated 2D cluster state is a ected by phase uctuations. In Fig. 3.13, the
standard deviation of the phase is shown. The phases were measured while probing di erent parts
of the setup with a coherent beam while turning o the feedback for cavity or phase locks. As
expected, we see around 6 times more phase uctuation of the long delay line compared to the
short delay line. Another, and maybe more surprising, contribution to the phase uctuation is
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Figure 3.14. Power spectrum of the temporal encoded cluster state measured at the homodyne
detectors in the spatial mode A and B. The solid lines shows the result of tting the power spectra
in Eg. (3.21) with the squeezing spectra in Eqg. (3.22) including phase uctuations by Eq. (3.23)
and measured electronic noise. The resulting tting parameters are listed in Eq. (3.24).

from the probe phase which is seen to uctuate fast as soon as the feedback is kept constant (hold-
time). This is explained by the strong phase dependence in the OPO cavities around resonance.
Furthermore, the probe phase standard deviation is seen to uctuate, indicating systematic phase

uctuations which we believe are due to mechanical resonance and limited feedback bandwidth
leading to a large impulse response when the feedback is suddenly kept constant when changing
from sample- to hold-time. However, from this phase measurement, it is not clear whether the
large phase uctuation is from the probes of both OPO cavities, or if mainly one OPO cavity
is more unstable. Finally, the standard deviation of the local oscillator (LO) phases appears to
decrease during hold-time. This is simply caused by the fact that the probe quadrature uctations
(in addition to the LO noise) are measured during the sample-time while during the hold-time,
only the LO noise is measured.

3.6.2 Spectrum

The generated 2D cluster state is temporally encoded in 2 spatial modes, A and B. As a result,
modes of the cluster state are measured by acquiring time traces from the two homodyne detectors
in A and B, on which a temporal mode function is applied for each mode as will be described in
section 3.6.3. However, by analyzing the acquired time traces in frequency domain, we can obtain
useful information about the setup and the two squeezing sources. In Fig. 3.14 the power spectra
of the acquired time traces are shown, calculated by fast Fourier transform of 320 s long time
traces corresponding to 1300 consecutive temporal modes. To understand these power spectra, we
derive them theoretically in the following.
According to the Wiener-Khinchin theorem, the quadrature power spectrum is expressed by
the Fourier transform of the quadrature autocorrelation function,
Z4
Sj(1) = 1hth(t)f%(O)iei“dt . J=AB;q=xp; (3.20)

where 1 is the angular frequency. The time dependent amplitude and phase quadratures, X(t)
and p(t), are derived in the exact same way as the temporal mode quadratures in Eq. (3.12), and



3.6. SUPPL. INF.: EXPERIMENTAL SETUP 49

the result is the same but with time dependency instead of temporal mode index, i.e. jx m ¥
gj(t m ) with m = 0;1;N;N + 1, as neighbouring temporal modes are spaced in time by
Considering rst the R-quadrature in mode A, the autocorrelation function, using the quadratures
expressed in Eq. (3.12), becomes

hkA(t)kA(O)iZ% AP rP )i Pe+N + )P0y + P+ N )2 (0)i
+nPt N o+ Lo P N )R (0)i
5 PO +hPa N+ pPOi PN PO
P N+ PP @i+pP N PO
where the property of the autocorrelation hd; (t)d (y)i = hdj(t y)€(0)i is used. Substituting
h&a ()X (0)i into Eq. (3.20), and using that

z a1 VA a
hay(t+y)ay(O)ie' *dt= hdy()y(0)ie"' ™ Vdt=e ""YSI(1);
1 a1

the power spectrum measured in mode A in the ®-quadrature becomes
SA(1) =g 4 e MM FIae N Dye N ) o N D sxO()
+% 4+e TN T) G HHN ) g BON+) g iHCN ) gPM(yy
=% 2 cos(IN +1 )+cos(IN 1) sX®(n)

1
+3 2+cos(IN +1) cos(IN 1) sEP(y;

where S’,f\(l) and Sg(l) are power spectra at stage 1 in Fig. 3.9, and corresponds to the squeezing
and the anti-squeezing spectrum of the amplitude squeezing sources in mode A and B respectively.
Following the same approach for the p-quadrature and for the quadratures in mode B, and using
that 2 cos(IN +1 ) cos(IN 1 )=2 2sin(!N )sin(! ), the power spectra displayed
in Fig. 3.14 are expressed as

S}ﬁ(!)z% 1+sin(IN )sin(! )s,ﬁ(l)(!)+% 1 sin(IN )sin(! ) sEP(1);

sg(!):% 1 sin(IN )sin(1 )sg(l)(!)+% 1+sin(IN )sin(! ) SBP(1);

(3.21)
sg(!):% 1 sin(IN )sin(! )s,’;(l)(!)+% 1+sin(IN )sin(! ) sEP(1);
sg(!):% 1+sin(IN )sin(! )sg“)(!)+% 1 sin(IN )sin(! ) sSBP(1):

Finally, the squeezing spectra SI® from the OPO squeezing sources, squeezed in the amplitude
quadrature, are derived in [79] to be

1 2" i

Deyy== __c3ii
5 2 (TR v

O N I AR
S OE TN EIRL AB; (322

where "j, j and ; is the pump rate, total OPO decay rate and squeezing source e ciency,
respectively, in mode j = A;B.

To include phase uctuations in the spectra, we should ideally include phase uctuation in the
quadrature transformation at every stage in Fig. 3.9. However, for simplicity, we include all phase

uctuations either before or after the beam-splitter array from stage 2 to 7. Since the sensitive OPO
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cavities are one of the dominating sources of phase uctuations, here we include phase uctuations
in the squeezing source, i.e. at stage 1. Assuming the statistics of the phase uctuations to follow
a normal distribution of phase, , with the width , P( ; ), the phase uctuations are included
in the squeezing spectrum as
z
Dopg. \ — ) 1 1)
sSSP )= P(5r ) SfP(M)cos? +sPPsin? d
(3.23)
S (1)cos? j+ PP sin? i =AB;

where the approximation holds for small , and the same for SJP(l)(!; ) with cos and sin inter-
changed.

In Fig. 3.14, we present the tted power spectra of Eq. (3.21) accounting for phase uctuations
(as in Eg. (3.23)) and electronic noise by including a frequency dependent electronic e ciency
determined from a measured electronic power spectrum. The tting parameters are ", j, j and

j 0 =A;B) and we use N = 12 and 247 ns. The result of the tting routine is

"A=2 5:38 0:02 MHz "8 =2 5:57 0:02 MHz

A= 7:59 0:02MHz B =2 7:80 0:02MHz (3.24)
A =0:789 0:004 g = 0:764 0:004

A =517 0:12 g =590 0:10 ;

where uncertainties are estimated as the 95% con dence interval. The t is seen to agree very
well with the measured data, and supports N = 12 with = 247ns. The tted A and g di er
by 0.025, which is expected due to 3% lower escape e ciency of the OPOg compared to OPOa.
The tted OPO decay rates are as expected for the OPO design, while OPOg is pumped slightly
harder to compensate for the lower escape e ciency. Both OPOs are pumped to around half the
threshold (2= 2 = 0:50 for OPOA and 0:51 for OPOg). The tted phase uctuations, A and g,
are seen to be comparable with the measured phase uctuations in Fig. 3.13. However, with the
model used for the phase uctuations, a and g do not represent the phase uctuation of the
squeezing sources only, but a combination of phase uctuations throughout the setup, and thus
we cannot conclude the squeezing sources to have similar phase uctuation from this t. Finally,
A and g are not only the e ciency of the squeezing sources, but includes e ciency throughout
the setup, and can be compared with the estimated e ciencies in section 3.6.1 of 0.81 and 0.78
in spatial mode A and B respectively. The tted e ciency is slightly lower than the estimated
e ciency, which may be explained by experimental imperfections (e.g. lossy ber splicing and
polarization drift) which are not included in the estimation.

3.6.3 Temporal mode function

A temporal mode k is de ned by its temporal mode function fi(t). In the experimental setup a
quadrature, ¢(t), is continuously measured by homodyne detection, and by integrating the acquired
quadrature time trace weighted by the temporal mode function, we obtain the measured quadrature

of the corresponding temporal mode,
z

&= fOdt:

De ned by the short delay length, the temporal mode function is restricted to a temporal
window of = 247ns to avoid temporal overlap with neighbouring modes. However, within this
window, the shape of the mode function may be optimized to exploit the squeezing spectrum of
limited bandwidth and to avoid low frequencies where technical noise dominate. In this work,
inspired by [21], we use an uneven temporal mode function given by

N(t ke “@k)Y2 -j kj<,

fi () =
k(®) 0 ; otherwise

(3.25)
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@) (b)

Figure 3.15: (a) Temporal mode function of three neighbouring modes with the form in Eg. (3.25),
together with an acquired quadrature time trace (grey). The insert shows the corresponding
spectrum of a temporal mode function. (b) Correlations of neighbouring temporal modes with the
mode function in (a). Here, the grey area indicates overlap of less than 10 3. The insert shows
the normalized autocorrelation function with the shaded area indicating the time window of a
temporal mode.

where N is a normalization factor of units ', and =2 2:7MHz is optimized to reduce the
nulli er variance. Three neighbouring temporal mode functions are shown in Fig. 3.15(a) together
with an acquired time trace. The mode function is a product of a Gaussian function and a linear
termt Kk : The Gaussian function width de nes the mode function bandwidth  which should
be within the squeezing source bandwidth, a; g, While the linear term Iters out noisy low
frequencies. The mode function spectrum is shown in the insert of Fig. 3.15(a).

Even though di erent temporal mode functions do not overlap in time, neighbouring temporal
modes may show some overlap due to electronic Itering in the homodyne detectors and electronic
noise which can be correlated across multiple temporal modes. To quantify the mode overlap, we
measure correlations between di erent temporal modes of shot noise and the overlap is de ned as
this correlation squared,

haai 2 .
hgZi

In Fig. 3.15(b), correlations between neighbouring modes from a set of 10 000 quadrature measure-
ments are shown, indicating mode overlap of less than 10 3. This low overlap is achieved with
the uneven mode function where any o set of the acquired data is cancelled, together with little
electronic Itering leading to zero autocorrelation outside the temporal mode function window as
shown in the insert of Fig. 3.15(b).

[Overlap] = C2 =

3.7 Suppl. Inf.: Results

Two sets of data are acquired: A small set comprising 1500 temporal modes acquired over 371 s,
and a large set of 15000 modes with an acquisition time of 3:71 ms. Each set includes 10000 time
traces measured both in the %- and p-basis for building up quadrature statistics to calculate the
variances. The sets are acquired with a sampling rate of 250 MHz in order to have a large resolution
and thus large exibility in optimizing the delay times.

Using the temporal mode functions described in Eqg. (3.25), the 10 000 quadrature measurements
for each temporal mode are extracted from the 10000 time traces and normalized to shot noise.
Finally, the nulli ers A and A} are calculated from the measured quadratures by Eq. (3.13-3.14)
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@) (b)

Figure 3.16: Nulli er variance from (a) a short data set of 371 s long time traces, and from (b) a
long data setup of 3:71 ms long time traces. In both gures, the 3dB separability bound, derived
in section 3.5 from the van Loock-Furusawa criterion, is marked. With all nulli er variances below
this bound, the generated 2D cluster state is completely inseparable.

and the nulli er variance is determined. In Fig. 3.16(a) and (b), the resulting nulli er variances
are shown for the short and long data set, respectively.

From the short data set, the average variance of h¥ and AR is  4:7dB and 4:3dB below shot
noise, respectively, while the maximum nulli er squeezing measured (an average of 10 neighbouring
nulli ers) is 4:8dB and 4:4dB respectively. All measured nulli ers show a variance below the

3dB separability bound derived in section 3.5, and we conclude that the generated 2D cluster
state is completely inseparable. For completeness, we plot in Fig. 3.17, page 57, the combined
variances h X2i +h PZ2j from the van Loock-Furusawa criterion, Eq. (3.18), for the speci ¢
choice of nulli er combinations X and P used in each of the 127 bipartitions. For all cases, the
variances are below the right-hand side of Eg. (3.18), as indicated by the gray areas, hence explicitly
demonstrating the inseparability.

In an attempt to reach a point where the generated cluster state does not violate the 3dB
separability bound due to phase drift when the feedback of cavity and phase locks are kept constant
during hold-time, the large data set was acquired. As expected, the nulli er variance increase with
time, but even after 15000 temporal modes (3:71 ms) the phase is stable enough to stay below the
separability bound, and we conclude that also the generated 2 15000 = 30000 mode (2 spatial
modes) 2D cluster state is completely inseparable, while we expect that even larger cluster states
may be generated before reaching the separability bound. In the large data set, the average nulli er
squeezing of Y and hE are 3:8dB and 4:4dB below shot noise, respectively, while up to (an
average of 10 neighbouring nulli ers) 5:0dB and 4:5dB of squeezing are measured, respectively.

The periodic variation observed in the nulli er variance in Fig. 3.16(b) is explained by the
systematic phase drift from the OPO cavities as discussed in section 3.6.1. We observe a rapid
increase of the variance associated with Ay which may be explained by phase uctuations of one
of the squeezing sources: From Eq. (3.12) it can be seen that when measuring in the R-basis, we
measure squeezing from the squeezing source in the spatial mode A and anti-squeezing from the
the spatial mode B (whereas when measuring in the p-basis, squeezing and anti-squeezing from the
the spatial modes B and A are measured, respectively). When calculating the nulli ers, the anti-
squeezing cancels, and we are left with squeezing from one of the two squeezing sources. However,
when phases from the squeezing sources drifts, anti-squeezing is mixed into the otherwise squeezed
guadrature, and since A only includes squeezing from spatial mode A (and A}, from spatial mode
B), we suspect the large relative probe phase uctuation seen in Fig. 3.13 to be mainly caused by
phase drift from the OPO cavity in mode A, leading to a rapid increase of h AX?i but not h hﬁzi.
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Hence, we expect OPO, to be the dominant source of phase uctuations that contaminates the
measured nulli ers, and not the 606 m long ber delay since we would expect this to a ect both
Ax and AL. Thus, the setup stability may be improved simply by keeping the feedback to cavity
locks active at all times. Unfortunately, this was not possible with the current version of the
experimental setup, as the cavity lock beams were chopped together with the probe beams in the
sample-hold locking scheme described in the methods section 3.3.
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Table 3.1: In the table below, modes of the studied unit cell in the van Loock-Furusawa criterion
discussed in the supplementary information section 3.5 are numbered as indicated in Fig. 3.12.
Every bipartition is systematically given an ID between 1 and 127: Consider the 8 bit long binary
form of this ID with the least signi cant bit to the left (e.g. ID =3 =[11000000]pinary). We
then let S; include modes with mode number equal to the bit number of bits equal 1 in this binary
form of the ID (e.g. ID =3 ) S; = fl;2g and thus S, = f3;4;5; 6;7;8g). The table includes Var.,
the combined variance h X2i+h P2i; f, the right hand side of Eq. (3.18); and Sq., the required
variance squeezing of each nulli er below shot noise to violate Eq. (3.18) with the listed choice
of X and P. For clarity, the resulting combined variance h X2i +h PZ2i from acquired data is
plotted and compared with f for each bipartition in Fig. 3.17, page 57. Note that the squeezing
levels listed here are not necessarily the lowest squeezings required to show inseparability for the
given bipartition, and for each bipartition a better choice of X and P may exist which lowers the
necessary squeezing. (Table ends on page 56)

ID S1 X P Var. f Sq.
1 1 hE +’hE 1 r;ﬁwr:)ﬁ N 16e :: 8 3dB
2 2 Ax + Mg A +Me 16e 8 3dB
3 1,2 nx np 8¢ 2 4 3dB
p P 2
4 3 nx +mx np+mp 16e 2 8 3dB
5 1,3 n 1N 8¢ 4 3dB
6 2,3 N, +ME np+mp 16e 2 8 3dB
7 1,23 nx ne 8¢ 2 4 3dB
8 4 N +mx,, np +mp 16e 2 8 3dB
p p 2
9 1,4 X, +ME AL +Me 16e <* 8 3dB
10 2,4 nx ne o 8¢ 2 4 3dB
11 1,24 nx ne o 8¢ 2 4 3dB
12 3,4 ny np 8¢ 2 4 3dB
13 1,34 ny AR, 8¢ 2 4 3dB
14 2,3,4 nx ne., 8¢ 2 4 3dB
15 1,234 nx ne., 8¢ 2 4 3dB
16 5 o+ mE AR+ M, 16e 2 8 3dB
17 1,5 nx ng 8¢ 2 4 3dB
18 2,5 nx ﬁb 8¢ 2 4 3dB
19 1,2,5 nx n 8 2" 6 12dB
p p 2
20 3.5 A+ M n M1t PN T Mena TMen 1 24e 1 12 3dB
21 1,35 nx ne oy 8¢ 2 4 3dB
22 2,3,5 A +mX, A +mp, Ml e ThEay 1 24?7 12 3dB
23 1,235 nx ng 8¢ 2 4 3dB
24 4,5 nE +'nE+N np pl+/an+N +'hpk+N+l +/h£+N L 24 z: 12 3dB
25 1,4,5 nx M, AR +mE, MR G PR, 24e 12 3dB
26 2,4,5 n 1N 8¢ ¥ 4 3dB
27 1,2,4,5 m np 8¢ ¥ 4 3dB
28 3,45 my 19 8¢ 2 4 30B
29 1,3,4,5 e ka1 8 2 4 30B
30 2,3,4,5 e sy 8 2 4 30dB
31 1,2,34,5 e Nl 8e 2 4 3dB
32 6 o+ mE nR+me, 16e > 8 3dB
33 1,6 n ny 8e 2 4 3dB
34 2,6 nx nh 8 2 4 30B
35 1,2,6 ny ny 8¢ 2 6 1.2dB
36 3,6 o+ R,y AR L+t e FRRL Ny 1 24 ¥ 12 3dB
37 1,36 e . 8 2 4 30dB
38 2,3,6 m+nE, AR +MP R v TR o 24e 27 12 3dB
39 1,2,3,6 e nﬁp 8e 2" 4 3dB
40 4,6 M+ M n nEp 1 +;“E+N +’;hk+N+l +p,hE+N 1 248 zr 12 3dB
X r
a1 1,4,6 moEmE, AR +mE PR N PR 1 24e 12 3dB
42 2,4,6 nx kN 8¢ 2 4 3dB
43 1,2,4,6 e np 8 2 4 30dB
44 3,4,6 ny N 8¢ ¥ 4 30B
45 1,3 4,6 e Nlors 8¢ ¥ 4 30B
46 2,3,4,6 e Nlosy 8¢ ¥ 4 30B
a7 1,2,3,4,6 e np 8e 2 4 3dB
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48 5,6 " ng 8¢ 2 4 30B
49 1,56 ny i 8¢ 2 6 1.2dB
50 2,56 nx nb 8¢ 2 6 1.2dB
51 1,256 nx ny 8¢ 2 8 0dB
52 3,56 ny np 8e 2 4 3dB
53 1,356 e ”E 8e 2 4 3dB
54 2,3,5,6 nx ﬁb 8e 2' 4 3dB
55 1,2,3,5,6 Y ne 8¢ 2 6 1.2dB
56 4,56 wy ap 8 2 4 30dB
57 1,4,56 nx ng 8¢ 2 4 3dB
58 2,4,56 nx nE 8¢ 2 4 30B
59 1,2,4,56 ny ne 8¢ 2 6 1.2dB
60 3,4,56 wy Ab ., 8 2 4 30dB
61 1,3,4,56 w Ak, 8 2 4 30dB
62 2,3,4,56 nx ne.. 8¢ 2 4 3dB
63  1,2,3,4,56 e np 8e 2" 4 3dB
64 7 o+ hE,, nR+ M,y 16e 8 30dB
65 1,7 o+ hE AR +MEy +MEne vMEiy 1 24 2 12 30B
66 2,7 o+ R,y AP *MEy *MEanes vhEey 1 24e 2 12 30B
67 1,27 e ne 8 2 4 30dB
68 3,7 e np 8 2 4 30dB
69 1,37 ny ne N 8¢ ¥ 4 30B
;2 l2,23,377 e +I:X1k+N nk+mk, +’“E+N+1 +Ml g 1 24e 22rf 12 3dB

. 2,3, X n 8e 4 3dB
72 4,7 e Rﬁl 8 ¥ 4 30B
73 1,4,7 m+ M, (A LN O 24e 2 12 3dB
74 2,4,7 e N N 8¢ ¥ 4 30B
75 1,247 e ne 8¢ ¥ 4 30B
76 3,4,7 D ng 8¢ 2 6 1.2dB
77 1,34,7 m i 8¢ ¥ 4 3dB
78 2,3,4,7 7y ny 8¢ 2 4 3dB
79 1,2,3,4,7 Y neoy 8¢ 2 4 3dB
80 57 m Nk N 8¢ ¥ 4 30B
81 1,57 e Nes N 8¢ ¥ 4 30B
82 2,57 m . 8¢ ¥ 4 30B
83 1,257 m np 8¢ ¥ 4 30B
84 3,57 ny nh, 8¢ 2 4 3dB
85 1,35, 7 nx Nt N 8¢ 2 4 3dB
86 2,3,57 7y Nt N 8¢ 2 4 3dB
87 1,2,3,57 e Nes N 8¢ ¥ 4 30B
88 4,57 m Nes N 8¢ ¥ 4 30B
89 1,4,57 e . 8¢ ¥ 4 30B
90 2,457 e Nes N 8 2 4 30B
91 1,2,4,57 e 1 8e 2 4 3dB
92 3,457 e np 8 2 4 30B
93 1,3,4,5 7 Y nh, 8e 2 4 3dB
94 2,3,4,57 "y Nes N 8e 2 4  30dB
95 1,2,3,4,57 mx Nes N 8e 2 4 30dB
96 6,7 A, +m% nR+mE, 16e 2 8 3dB
97 1,67 nx+MmE 1A A S 1 24e 12 30B
98 2,6,7 I B ARoAR MR g PR L 24?7 12 3dB
99 1,2,6,7 e nd‘j 8 ¥ 4 30B
182 l3,36,677 X +m\hxﬁ N neoond +4gk el FRE 1 24e 22r' 12 30dB

. 3,6, X n 8e 4 3dB
102 2,3,6,7 N +ME ne., Nk +an£ N 16e 8 30dB
103 1,2,3,6,7 nx+MmE 1 A L S 1 24e 12 30B
104 4,6,7 nx +MmE A AR W +ME Na DR N 24e 2 12 30B
105 1,4,6,7 My +ME nhon AR o 16e * 8 30dB
106 2,4,6,7 X 1N 8e 2 4 3dB
:118; 1,32,44,66,77 X +£; N A T +’hEp el TR N 1 24e 22rf 12 3dB

. 4,6, n 8e 4 3dB
109 1,3,4,6,7 n\ﬁwﬁﬁ N np ook N+th+l+/nE N 1 24P 12 30B
110 2,3,4,6,7 nx +MmE 1A A T S 1 24e 12 30B
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111 1,2,3,4,6,7 My +ME nk+ Mk, 16e * 8 30dB
112 56,7 e ne 8 2 4 30B
113 1,56,7 e ”E 8e 2 4 3dB
114 2,5,6,7 iy Ny 8¢ 2 4 3dB
115 1,2,56,7 m i 8e ¥ 6 12dB
116 3,5,6,7 my ne o 8e 2 4 3dB
117 1,35,6,7 X 1N 8e 2 4 3dB
118 2,3,56,7 Ax +ME, AR +ME,  +ME e tMELy 1 242 12 3dB
19 1,2,3,5,6,7 X ny 8e 2" 4 3dB
120 4,5,6,7 my ne 8¢ ¥ 4 30B
121 1,4,56,7 nx +ME, AR +ME,  +ME e MRy 1 242 12 3dB
122 2,4,5,6,7 X 1N 8e 2 4 3dB
123 1,2,4,5,6,7 X np 8e 2 4 3dB
124 3,4,56,7 my neo 8¢ 2 4 3dB
125 1,3,4,56,7 A +mX, ngﬂ + 'hE+ Nt ’hE+ Nl F ’hE+ N 1 2de : 12 30dB
X X
126 2,3,4,5,6,7 nx + M, Al *Ml N TP neg Thi N 1 248 12 3dB

127 1,2,3,4,5,6,7 M +Mn}, nk+mk, 16e * 8 30B
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Figure 3.17: Plot of the van Loock-Furusawa separability criterion’s left-hand-side, h X2i+h P?i,
for each bipartition and chosen nulli er combination listed in table 3.1 using acquired data. Here,
the gray area marks values less than the van Loock-Furusawa criterion right-hand-side, f, listed

in table 3.1, and corresponds to the given bipartition being inseparable.
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Chapter 4

Architecture and noise analysis of
continuous-variable guantum gates
using two-dimensional cluster
states

In this chapter, the paper \Architecture and noise analysis of continuous-variable quantum gates
using two-dimensional cluster states™ of Ref. [32] is presented. This paper is authored by Mikkel
V. Larsen, Jonas S. Neergaard-Nielsen, and Ulrik L. Andersen, and published in Physical Review
A 102, 042608 (2020).

In this theoretical work, we propose and analyze a quantum computation scheme based on
projective measurements of the cluster state generated in chapter 3 [31]. The analysis is extended to
include similar computation schemes on two-dimensional cluster states, including the demonstrated
cluster state by Asavanant et al. in Ref. [37], and we nally compare their performances.

With the computation scheme proposed in this work, in chapter 5 [33] the implementation
of quantum gates is demonstrated by projective measurements on the cluster state generated in
chapter 3 [31]. Besides proposing an e cient computation scheme, in this work, we demonstrate a
search method to determine the required basis settings for implementing desired gates by projec-
tive measurements. This method has shown useful to search for basis settings to implement gates
on various cluster states, and the method is applied in both chapter 5 and 6 [33, 34].

From Physical Review A 102, 042608 (2020). ¢ American Physical Society.

4.1 Abstract

Due to its unique scalability potential, continuous variable quantum optics is a promising platform
for large scale quantum computing. In particular, very large cluster states with a two-dimensional
topology that are suitable for universal quantum computing and quantum simulation can be readily
generated in a deterministic manner, and routes towards fault-tolerance via bosonic quantum
error-correction are known. In this article we propose a complete measurement-based quantum
computing architecture for the implementation of a universal set of gates on the recently generated
two-dimensional cluster states [31, 37]. We analyze the performance of the various quantum gates
that are executed in these cluster states as well as in other two-dimensional cluster states (the
bilayer-square lattice and quad-rail lattice cluster states [9, 11]) by estimating and minimizing the
associated stochastic noise addition as well as the resulting gate error probability. We compare
the four di erent states and nd that, although they all allow for universal computation, the

59
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quad-rail lattice cluster state performs better than the other three states which all exhibit similar
performance.

4.2 Introduction

Measurement-based quantum computation (QC) [1] on continuous variable (CV) cluster states [2,
5], also known as cluster state computation, shows great potential for scalable quantum information
processing. This is due to the simplicity of generating a deterministic and scalable cluster state
resource, and the e ciency by which Gaussian gates can be implemented with high-e ciency
homodyne detection as already experimentally demonstrated on few-mode cluster states [22{24,
104, 105]. The generation of large one-dimensional (1D) cluster states was realized several years
ago [19{21], but for QC at least two dimensions are required J one for encoding and another for
computation. There are multiple feasible proposals for the generation of two-dimensional (2D)
cluster states [8, 9, 11, 12, 106], and recently two di erent 2D cluster states were experimentally
realized [31, 37] (with Ref. [31] being the content of chapter 3). A natural question is then, how
do the di erent 2D cluster states compare with regards to their suitability for QC?

Computation schemes for some of the popular 2D cluster states already exist [11, 12, 58,
107]. Here, we summarize these schemes and propose new computation schemes for the recently
experimentally realized states. Since physical CV cluster states always include noise due to nite
squeezing, we furthermore perform a noise analysis of the discussed computation schemes. While
similar noise analyses have been done for the 1D dual-rail wire cluster state [10] and the regular
2D square lattice cluster state [3], such analysis on experimentally feasible 2D cluster states has
not yet, to our knowledge, been carried out. Here, we aim to nd the best noise performance for
QC with the discussed schemes on each cluster state.

As such, this work is partly a review of existing computation schemes, an introduction to
new computation schemes of experimentally realized cluster states, a detailed noise analysis of
QC on the di erent 2D CV cluster states, and a comparison of these. The paper begins with
an introduction to the notation and a review of basic concepts in section 4.3. In section 4.4, we
introduce a new computation scheme for the 2D cluster state experimentally realized by us in
[31], as described in chapter 3, and perform a noise analysis of this scheme. In section 4.5, we
describe corresponding computation schemes on three other popular 2D cluster states, namely the
quad-rail lattice [107], the bilayer square lattice [11], and the recently generated cluster state by
Asavanant et al. [37]. For each of them, we repeat the same noise analysis as presented in section
4.4. In section 4.6, we compare the topology and noise performance of the di erent cluster states
and discuss the requirements for universal QC. Finally, we conclude on the results in section 4.7.
Depending on the reader’s motivation and prior knowledge of cluster state computation, the reader
may skip sections and jump to that of interest | we have carefully cross-referenced the sections of
this work.

4.3 Prerequisite

In this section we review the basic concepts of continuous variable cluster state quantum compu-
tation that we will be using in this work. In case the reader is familiar with these concepts, the
section can be skipped.

4.3.1 De nitions

Throughout the paper we assume that ~ =1 and [&; #] = i such that the light eld ampliwge, R,
(or position) ang,phase, P, (or momentum) quadratures can be written as X = (& + &)= 2 and
p= i(& &)= 2, respectively, where & is the annihilation operator. With these de nitions, the
variance of the vacuum is 1/2. We will make use of six di erent unitary operators: The identity
operator [, the phase rotation operator R( ) =¢e ! (R*+p")=2 (where is the rotation angle) with
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the Fourier operator F = R( =2) as a special case, the squeezing operator $(s) = el IN()&p+pR)=2
(where r = In(s) is the standard squeezing parameter), the shear operator P'(p) = giPR’=2
(where p is a shearing parameter), the controlled-Z operator C»(g) = el9% * (where g is the
coupling coe cient), and the balanced beam splitter operator B =e I & P P =4 Each of these
operators are Gaussian and can be described by symplectic matrices representing the evolution
of the quadrature operators, arranged in a vector (Ri; (RniP1 pPna)' for n modes, in the
Heisenberg picture:

10 _ cos sin _ Lo _ 10
I_01 » R= sin  cos ’S_Os 'P_pl ’
0 1
1 0 0O
_Bo 10 o§
Cz = g 1 0A
g 0 0 1

and 0 1
1 1 0 O
_1B1 1 o0 o§ _
B_%%O 0 1 1K (4.1)
0 0 1 1

for [, R( ), $(s), P(p), €2(g) and B, respectively.

To allow for quantum error correction, in this paper we consider the encoding of qubits in
bosonic modes of computation, j ijni. Numerous di erent qubit encodings have been proposed
such as encoding in cat states [13, 108] and binomial states [15, 109] but here we will consider the
e cient Gottesman-Kitaev-Preskill (GKP) encoding [14]. For these codes, a qubit is encoded on a
square lattice in phase-space in a way that allows for the suppression of relevant errors (such as loss)
to a certain extend. To combat residual qubit errors, the GKP code must be concatenated with
another qubit error correction code such as the 7-qubit Steane code [110] or Knill’'s C4=Cg code
[111]. GKP-encoding is the only known bosonic code for which a universal Gaussian gate set allows
logic Cli ord computation and error correction of encoded qubits. A logic single-mode Cli ord gate
set is realized by the Gaussian gate set ff* F; P'(1)g together with displacements, while two-mode
gates are enabled by the €z (1)-gate. A non-Cli ord gate completes the universal encoded qubit
gate set. While the non-Cli ord gate requires challenging non-Gaussian transformations, practical
proposals do exists which are further discussed in section 4.6.2. Here in section 4.3, and in section
4.4 and 4.5, we will focus on the implementations of the Gaussian gates [, F, P(1) and €2 (1).

Gaussian gates are implemented on a cluster state by quadrature measurement of each mode in
di erent bases rotated by with respect to the ®-quadrature, i.e. measuring ®( ) = Rcos +psin .
In this paper we use the Heisenberg picture, in which we simulate the evolution of the quadrature
operators and where the noise contributions simply appear as additive Gaussian noise terms. In
the following we consider the generalized teleportation circuit as an example, which as well plays
an important role in the quantum computation schemes presented in section 4.4 and 4.5.

4.3.2 Generalized teleportation

An arbitrary Gaussian transformation on a single bosonic mode can be realized by means of
the generalized teleportation circuit, as diagrammatically depicted in Fig. 4.1a. Here, the term
generalized teleportation is in terms of the generalized measurement bases, where di erent gates
are implemented on a teleported state depending on the basis setting. Generalized teleportation
consists of an input state, an entangled multi-mode ancillary state, and a measurement device.
In conventional single-mode teleportation, the ancillary entangled state is a two-mode squeezed
state [62], while traditionally for MBQC we consider a cluster state. The two-mode squeezed
state and two-mode cluster state are equivalent (up to a phase rotation), but since well-developed
theoretical tools exist for cluster states in the language of graphical calculus [7], here we focus on
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Figure 4.1: (a) Generalized teleportation circuit implementing single mode Gaussian operation
on the input state j jni by joint measurement of the input state with one mode of an ancillary
approximate cluster state using a two-mode measurement device (meas. dev.). The measurement
device consists of a beam splitter, with the arrow pointing from the rst to the second mode in
Eq. (4.1), followed by homodyne detection measuring in bases Ri( j) = Rjcos j + pisin . (b)
Short graphical notation of the circuit in (a) used in this paper, with the nodes representing the
modes in (a). Here, " = e 2". The node colors have no physical meaning and are only used to
identify the modes in (a). The graphical notation can be thought of as a \snap-shot™ of the logic
level in (a) where the computation takes place.

cluster states. In practice the ancillary entangled state is an approximate cluster state composed
of nitely momentum-squeezed states that are entangled by a controlled-Z gate of weight t [5]. In
Fig. 4.1a, the momentum variance is "=2 where " = e 2" with r being the squeezing parameter.
To implement a gate, a joint measurement is performed on the input state and one mode of the
cluster state using the measurement device marked on Fig. 4.1a consisting of a beam splitter
and two homodyne detectors. The resulting transformation of the quadratures in the Heisenberg
picture is

kg _ R pz my
& G b1 +N 0 +D Mo (4.2)
Here, the rst term represents the implemented Gaussian gate with G corresponding to the gate
symplectic matrix. The second term, with N being a matrix, represents noise added to the quadra-
tures due to nite squeezing in the cluster state; it vanishes in the in nite squeezing limit as
hpo.3i = 0 and Var(pr.3) = e 2=2 ¥ 0 for r ¥ 1. This term represents the gate noise. The
last term, with D being a matrix, is the computational by-product in the form of a displacement,
where my; and m; are the measurement outcomes of mode 1 and 2, respectively. G, N, and D are
each described in detail in the following subsections.

When considering multi-mode computing schemes with large cluster states, the circuit model
in Fig. 4.1a becomes tedious. Instead it is customary to use a graph notation as illustrated in
Fig. 4.1b, where the cluster state is represented by its corresponding graph with imaginary self-loops
indicating the nite squeezing of the cluster state modes [7], the beam splitter of the measurement
device is represented by an arrow, and the input state is represented by a free node. For the schemes
presented in this work, we assume that all cluster state modes are equally squeezed. Hence, we
will omit the identical i"' self-loops on the cluster state nodes ]| they are always there, and only
vanish in the non-physical in nite squeezing limit. Finally, we will de ne the logic level as being
the level in the circuit diagram where the computation takes place, i.e. after the cluster state
generation where the input state appears, and before the measurement device for computation.
The logic level is marked on Fig. 4.1a, and the graph notation in Fig. 4.1b is a \snap-shot" of this
logic level with the arrow indicating the subsequent beam splitter operation of the measurement
device. An alternative formulation is to use macronodes as in [10, 11], where, instead of joint
measurements of localized modes in the logic level, one considers single-mode measurements of
distributed modes. In Fig. 4.1a this macronode formulation corresponds to locating the logic level
right after the beam-splitter transformation, and keeping in mind, thaiid'n the logic level the mode
under computation is distributed between mode 1 and 2 as (&; + &2)= 2.

In the following we describe each term of Eqg. (4.2) in more detail:
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4.3.2.1 Gate

The implemented gate in Eq. (4.2) depends on the measurement bases of the two quadrature
measurements (de ned as ; and ;) as

_ 1 cos ,+gcos $sin 4 _
" sin tsin 4 tcos + tcos ’
where = 31 ,, and corresponds to the operation [6]
SHR =+ S tan— R = 4.3
G 5 5 (43)

By implementing such operation twice ] corresponding to two consecutive runs of the teleportation
circuit in Fig 4.1a ] it is possible to induce an arbitrary single mode Gaussian transformation [10],
UR;MT + ¢, where U = G,G; while the displacement c is ubiquitous and simply implemented
by shifting the measurement result and updating the bases of the subsequent measurements [2, 5].
However, in the following we consider only the subset of single-mode Gaussian transformation that
is required for GKP state computation, namely the set (' F; P (1)g.

The identity operator, f', can be executed in a single computation step of the teleportation
circuit in Fig. 4.1a by choosing

(+ )i =(0;2arctan1=t);

as easily seen from Eq. (4.3). For the Fourier gate, F, and the P'(1)-gate two computation steps
are necessary: If we let the output state j i, of the rst computation step in Fig. 4.1a, with
bases ( +1; 1), be the input state on a second identical circuit, but with bases ( +2; 2), the
gate

S(HR %2 ) tanT2 R %2 S(HR %l ) tan71 R %l

is implemented. Choosing

1
(+1; 1, 2, 2= ;53 0;2arctan

N

implements the F-gate, while

(415 15 +2) 2)p = arctan2; arctan2; ;-
implements the P'(1)-gate. To implement the two-mode € -gate a scheme with at least two input
modes is required. This will be discussed in section 4.4 and 4.5, where we nd that also two
teleportation steps are necessary.

4.3.2.2 Gate noise

The second term in Eq. (4.2) represents the gate noise and is governed by the matrix

which is independent on the measurement bases. However, for gates realized in two steps, as the
F- and P'(1)-gate described above, the gate noise of the rst step enters the gate of the second
step, leading to the nal gate noise that depends on the bases of the second computation step. For
two concatenated circuits of the type in Fig. 4.1a, with the cluster state of the second circuit being
denoted mode 4 and 5, the combined gate noise becomes

0 1

P2

G,N; gz + N, g; N%gjﬁ; (4.4)
Ps
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where N (f2;P3)" is the gate noise of the rst step, and G, and Na(p4; Ps)" is the gate symplectic
matrix and gate noise of the second step. Here, the combined gate noise matrix N isa2 4 matrix.
Note, that in the following sections 11l and IV, N is in general the combined gate noise matrix
of an implemented gate in one or more teleportation steps, with the number of columns equal to
the number of quadratures in the output mode(s), and the number of rows equal to the number
of ancillary cluster state modes involved in the implemented gate.

Assuming that all cluster state modes in EqP(4.4) are equally squeezed, Var(fy) = "=2 for
| = 2;3;4,;5, the gate noise variance amounts to ?:1 Nﬁ":Z for i = 1;2. From this expression,
it is clear that the gate noise can be reduced by both increasing the degree of squeezing of the
cluster state modes (reducing "=2) and by minimizing the sums le Nﬁ i =1;2. We will refer
to these two sums as the quadrature noise factors, one for each quadrature. In the schemes for
gate implementation presented in section 4.4 and 4.5, the focus is on optimizing the quadrature
noise factors for the gate set ff* F; P (1); €z (1)g in order to minimize the probability of inducing

errors on the GKP-encoded qubit as discussed in section 4.3.3.

4.3.2.3 Displacement by-product

The displacement matrix in Eq. (4.2) reads
P_
2 fcos o icos

" sin tsin » tsin 4

and so, since we know the measurement bases, ( 1; 2), together with the measurement outcome,
(my; my), the amount of displacement of a single computation step is known. By keeping track of
the displacements in each computation step, the displacement can be accounted for in the following
steps by updating the measurement bases and results (i.e. feed-forward) [5]. When all gates are
Gaussian, the displacement by-product can be compensated for in the measurement result of the
nal output state j ou¢i, known as Gaussian parallelism [2].

In this work we will ignore the displacement by-product as it has no e ect on the gate noise
performance. However, for the actual experimental implementations of the schemes discussed in
this work, the compensation for the displacement is important.

4.3.2.4 Wigner function representation

To understand the e ect of the quadrature transformation and gate noise in Eq. (4.2), it is use-
ful to analyse the generalized teleportation in the Wigner function representation. This does not
add anything new, but considering the gate noise from a di erent perspective helps to under-
stand it. Here, the Wigner function of the input state to the teleportation circuit in Fig. 4.1,
j ini; S(e N)j0i,S(e ")jOig, is

Win(X1; P1)G1="(X2) G (p2)G1="(X3)G(p3) ;

where G is a normalized Gaussian function of variance =2, and W;, is the Wigner function
corresponding to j inl;, but not necessarily of a pure state. After the quadrature transformation
in the generalized teleportation circuit and measurement of X1( 1) and Rx( ), the output Wigner
function corresponding to j outi on mode 3 in Fig. 4.1 becomes
Z
Wout(X3;p3) = NGy=n(X3) d 2G-( 2)Ge=(p3  2)
Z (4.5)
d1Gug (Wi G 28 D 1

P3 dp 2
where N is a normalization factor depending on the basis setting ( 1; 2) and measurement outcome
(m1; my), and (dx; dp)T = D(my; my)" subtracted from the (xs; ps)" argument in Wi, corresponds
to the displacement by-product. Here, each index in the vector argument of W;, should be un-
derstood as the two arguments in Wi, (; ). It is clear from the expression that the input state
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undergoes an operation of symplectic matrix G by the transformation of its Wigner function ar-
guments by G . This corresponds to the implemented gate. The gate noise N(P; )T with
variance ("=t?;")T=2 is seen to become a Gaussian convolution of the Wigner function with cor-
responding variance after applying the gate G. Finally, the Wigner function is subjected to a
Gaussian envelope in both quadratures: One of variance t>=2" in the p-quadrature after convolu-
tion in ®X-quadrature with G-, followed by one of variance 1=2" in ®-quadrature after convolution
in p-quadrature with G-. These envelopes in each quadratures are the result of convolutions in
orthogonal quadratures, as the quadratures are related by the Fourrier transform: Convoluting
a Wigner function in R-quadrature with G leads to an envelope of the Wigner function in the
p-quadrature of Gi= (p), and vice versa.

Two limits of Eq. (4.5) are interesting: In the ideal in nite squeezing limit, the convolution
functions G-—- and G-~ becomes delta functions, while the Gaussian envelopes becomes in nitely
broad, and so Wout(Xz + dx; ps + dp)T = Win G *(x3;ps)” . In the limit t = 0, where we expect
no information to transfer from Wi, to Woyt, the envelope on Wi, G 1(xs;ps)T becomes a delta
function in p-quadrature, which is then convoluted by G-, while the X-quadrature is convoluted by
an in nitely broad Gaussian followed by an envelope of G,=. As a result, for t = 0, Wout(X3; p3) =
G1=-(X3)G~(p3) corresponding to the initial input squeezed state in the cluster state as expected.

4.3.3 Error correction

It is now clear that cluster state quantum computation will inevitably su er from gate noise
that will accumulate throughout the computation. To avoid noise accumulation, quadrature error
correction is required in between every implemented gate. For this purpose, symmetric GKP states
are particularly useful, not only as the qubit but also as ancillaries for error correction. GKP states
have been thoroughly reviewed in several places [112, 113], while here it is reviewed in terms of
MBQC focusing on the added gate noise caused by nite squeezing in the cluster states. The GKP
state Wigner function, Wi,(X) (with Xx = (X1;  ;Xn;p1;  ;Pn)" for a n-mode state), consists of
Eﬂta functions arranged on a square lattice in phase space of each mode witlba lattice conant of

, and its qubit eigenstates of the Pauli-Z and -X operators are jjLiy., = 5,j(2i+j) 1
in the quadrature eigenstate basis, jsi, and jsip [14].

Lp

As a result of the execution of a n-mode gate G in one or more computation steps, the gate
noise N(f.1;Pc2; )" (where pc; are ancillary cluster state modes) leads to a broadening of the
GKP delta functions into Gaussian functions of variances in 2 = VarfN(fe1;Pe2; )'g in the
2n quadratures ( 2 is a 2n vector). Furthermore, as the ideal GKP-encoding with vanishing vari-
ance (represented by delta functions) is non-physical, we instead consider the physical approximate
GKP-states in Wj,(x) with delta functions replaced by symmetric Gaussian functions of identi-
cal variance, , in ®X- and p-quadrature. The quadrature variance of the Gaussian spikes in the
approximate GKP-state after the implementation of a noisy gate is then

O=varfGg g+ 2; (4.6)

where % is decomposed into a sum, Xg+X , where X9 and X are the centers and variance of the GKP
spikes, respectively. Note that for ideal GKP states & = &. As examples, VarfGx g = ( ; )T for
the - and F-gate, VarfGx g = ( ;2 )T for the P(1)-gate, and VarfGx g=(; ;2 ;2 )T for the
two-mode €, (1)-gate.

To avoid gate noise accumulating on the GKP-encoded qubitatate, after eveB/ implemented (-,

F-, P(1)- and €, (1)-gate, we measure the quadratures ® mod ©~_ and p mod ' using ancillary
GKP-states, and perform quadrature error correction by displacing back the state depending on
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the measurement outcome:

; 4.7

where jO_1 are approximate GKP-states with spike variances in both quadratures of . Note that
while this circuit illustrates the correction algorithm for a single mode of Wq¢, similar circuits are
required for each other mode. After the two measurements with outcome m, and mg, the encoded
qubit is projected into a \fresh" GKP-state, but displacegin R- and p-quadrature depending on the
values of my aBQmp: If My mod ™ is smallerﬁrlan - =2, the encoded state is displaced back
My py Mod in %(Y), while if it is larger than © =2, the encoded states is displaced forward by
~ (mypy mod "~ ), and so we obtain an error corrected version of Wo,e(x) ¥ W(E (X), which
is then the input to the next gate. The possible values of m, and m, are Gaussian distributed
with variance !+ , where !in 0of Eq. (4.6) is the corresponding spike quadrature variance of
the encoded state after gate implementation, Wo¢, and is the spike variance of the jO_i ancillary
states. As a result, for large ! and/or , there is a risk of measuring a GKP igike closerF;o its
neighbouring spikes of the orthogonal qubit state, i.e. outside the bin range [xo = =2;Xo+ =2]
where Xq is the spike center, and thereby inducing a qubit error when \correcting™ the state by
displacing it in the wrong direction. The combined probability of displacing a n-mode encoded
state with 2n quadrature corrections in the wrong direction is shown to be [3]
|

wn P—
0 N — .
Perr( 5 )=1 i:1erf Epmiﬂ_i) ; 4.8)

where each factor in the product term is the probability of a successful quadrature correction. It is
important to mention that P, is not a true qubit error probability, as it does |80t account for the
probability of measBring a spike at its neighbours neighbour bin range, [xo 3" =2;%X, 5 =2],
which leads to a 2 displacement of the GKP state when corrected, and thereby not a qubit
error although it is an error. This leads for example to Pe,,. ¥ 1 for large !+ while the actual
error probability should be 1/2. Furthermore, Eq. (4.8) does not account for the overall envelope
on the spikes of the GKP-state,Fjand for the fact that the error probability is qubit-dependent:
Displacing the p-quadrature by = leads to an error on j+_i, but no error on jO_i. Therefore,
for a true estimation of the qubit error probability, we need to take these e ects into account.
However, despite these issues, in this work (as in [3]) we will use Pe. as a gure of merit as it
constitutes a good approximation to the acBJaI error probability for reasonably large squeezing
levels in which !+ is small enough for 2"~ (or larger) displacements to be neglected during
quadrature corrections.

Since the two-mode € (1)-gate requires four quadrature corrections, while the -, F- and P (1)-
gate only requires two, the error probability after the €, (1)-gate is in general larger. In the schemes
presented in section 4.4 and 4.5, when possible, we search for a basis setting for the € (1)-gate
that minimizes Pe,r..

4.4 Double bilayer square lattice

Having discussed the general concept of CV quantum computation and the associated error anal-
ysis, we are now equipped with the relevant tools to rigorously analyze the performance of cluster
state computation based on di erent types of cluster states. In this section, we will consider the
double bilayer square lattice (DBSL) cluster state while in the following section 4.5 we will consider
three other known clusters states.
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Figure 4.2: (a) Temporal encoded DBSL cluster state generation and computation setup. While
the DBSL cluster state is generated after the third beam splitter, for computation we consider the
cluster state in the marked logic level, and the third beam splitter as part of a joint measurement
device for computation. The cluster state temporal mode duration is de ned by the short delay
line. The device marked by asterisk is an identity gate when implementing gates (1.), an optical
switch when switching in a state for computation (2.), or the circuit in Eq. (4.7) for correcting gate
noise after each implemented gate (3.). (b) Cluster state in the logic level: A dual-rail wire coiled
up by the N long delay, leading to a cylinder with N temporal modes in the circumference | the
temporal mode indices are written in grey. Computation is performed in wires including the modes
in the marked grey areas, while modes in between the grey areas are control modes. Measuring the
control modes in an alternating basis of ( 1)' . induces edges between the wire modes as shown
in (c), allowing single mode computation in each N=2 wire with one computation step marked
in red. Measuring a control mode in a di erent basis creates coupling between the neighbouring
two wires as shown in Fig. 4.3 allowing multi-mode gates. The edge weights shown here is in the
limit of in nite squeezing and . = =4. For nite squeezing the edge weights are multiplied by
tanh(2r) while self-loops of isech(2r) are present on each cluster state mode. For easy comparison,
the experimental setup, logic cluster state and its projection into wires are shown in the appendix
section 4.10 together with the schemes considered in section 4.5.

The cylindrical 2D cluster state produced in chapter 3 [31], can be straightforwardly projected
into a universal DBSL cluster which will be analysed in the following. The cylindrical DBSL cluster
state with a 2D topology of Ref. [31] (corresponding to a cylindrical H-graph state) was generated
by \coiling up™ a 1D cluster state (a dual-rail wire [19]) of temporal mode duration using a N
long delay line, and interfering it with itself | the generation setup is summarized in Fig. 4.2a. As
this H-graph state is self-inverse and bipartite for even N, it is transformed into a DBSL cluster
state through =4 phase rotations of all modes. Since this transformation simply corresponds to a
rede nition of the quadratures, the DBSL H-graph state and the corresponding cluster state are
equivalent [7, 31]. In the following we will therefore only consider the DBSL cluster state.

It is also important to note that in chapter 3 [31], it was shown that the DBSL cluster state can
be projected into a regular square lattice cluster state which is known to be a universal resource
for quantum computing. However, due to the resulting low edge weights of this square lattice,
this approach is rather ine cient and leads to unnecessary large gate noise. In the following, we
present a more e cient computation scheme of the DBSL and quantify it by a gate noise analysis.

4.4.1 E cient computation scheme

Similar to the generalized teleportation scheme in section 4.3, we de ne a multi-mode measurement
device that includes the third beam splitter as marked in Fig. 4.2a. The resulting logic level is
located just before the measurement device, where the generated 1D cluster state is coiled up, but
not yet interfered with itself. A section of the cylindrical coiled up 1D cluster state at the logic
level is shown in Fig. 4.2b. Here the horizontal direction follows the cluster state cylinder axis
while the vertical direction corresponds to the circumference of the cylinder whose size is limited
by the long delay line to N temporal modes.
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In the following we assume that the cylindrical cluster state has an even number of temporal
modes in the circumference (N is an even number which is necessary for the generated H-graph
state to be bipartite), each with a temporal mode index k. Every second temporal mode (k + 2i
for i 2 Z) form wires for computation along the cylinder (shaded area in Fig. 4.2b), while the
remaining temporal modes (k +2i 1 for i 2 Z) are control modes that are used to control
couplings between wires. In this way we have N=2 wires, and thereby N=2 modes for computation.
We will further assume that the number of wires is even, i.e. N=2 being an even number. As an
example, the experimental realization of the DBSL in chapter 3 had N = 12 leading to 6 wires.
Using an optical switch in the lower spatial mode at point B in the logic level in Fig. 4.2a, an input
state can be switched into the circuit. It corresponds to adding input states to the blue nodes in
Fig. 4.2b. Optical switches have previously been demonstrated in quantum settings [30, 114] with
Ref. [30] being the content of chapter 2.

By inducing certain phase rotations, ( 1)' ¢, of the control modes it is possible to create
new edges along the wires as illustrated in Fig. 4.2c [7]. If these phase rotations are followed by
measurement of the control modes in the ®X-basis, the modes and their edges are \deleted", and we
are consequently left with N=2 parallel wires suitable for single mode computation of N=2 modes.
It is also worth noting that this combination of phase rotation and ®-measurement corresponds to
measuring the quadrature ®(( 1) <) on each control mode individually:

; (4.9)

where the beam-sthjer of the left-hand-side is the beam-splitter of the measurement device, and
m =(m; my)= 2. As an example, we may consider the case of in nite squeezing as pictured
in Fig. 4.2c. Here the edge weights of the wires tend towards the optimal values of 1 (where
the sign alternates between neighbouring wires) by choosing . = =4. For nite, thus practical,
squeezing levels, the induced wire edge weight is lower, while ; may be optimised for minimizing
the gate noise. For simplicity, in the computation scheme presented here, we keep .= =4 for all
squeezing levels while in section 4.4.3 we discuss the e ect of varying ..

The projected wires in Fig. 4.2c are now suitable for single mode Gaussian computation: One
computation step (one horizontal time step from temporal mode k to k + N) corresponds to the
generalized teleportation circuit in section 4.3.2 with an input from the previous computation
step, or switched into the cluster using an optical switch as previously mentioned. Similar to the
generalized teleportation, the resulting operation of one single-mode computation step on a wire
is

S (DU R = § tan— R = ; (4.10)
2 2 2
where = Bk Ak, and t is the absolute edge weight in the logic dual-rail wire cluster state

in Fig. 4.2b which equals 1=2 in the in nite squeezing limit, while the case of nite squeezing is
discussed in section 4.4.2. For derivation of (4.10) see appendix section 4.8. The negative edge
weight on every second wire (uneven i) leads to a phase rotation in each computation step which
then cancels out in every second step, or can be compensated for in the required basis setting
for the desired gate. As for the generalized teleportation, any Gaussian single-mode gate can be
implemented in two steps.

Now let us discuss how a two-mode gate can be implemented by coupling two neighboring wires.
In Fig. 4.3a all control modes except one has been measured in the basis ( 1)' . = ( 1)' =4 in
order to separate wires as described above ] the remaining two central control modes in Fig. 4.3a
have only been phase shifted by =4, but not measured. Phase rotating these remaining control
modes further before measurements (i.e. measuring them in another bases than the neighbouring
control modes), leads to coupling between the two neighbouring wires which is seen as direct
edges in Fig. 4.3b. In this way, controlling the measurement bases of a temporal control mode,
together with the measurement bases of its neighbouring wires, a desired two-mode gates can be



4.4, DOUBLE BILAYER SQUARE LATTICE 69

Figure 4.3: (a) Logic cluster state after measuring all temporal control modes in Fig. 4.2c except
control modes in temporal mode k + N 1. (b) Cluster state after further phase rotation and
measurement of the remaining two control modes in (a), leading to direct edges between the
neighbouring two wires. The edge weights shown here is for the case of in nite squeezing, .= =4,
and the central control modes further phase rotated by arctan(1=2), i.e. g =1 in Eq. (4.11).

implemented. As an example, in the in nite squeezing limit of Fig. 4.3, the base setting

0 1 O . 1
Ak 2 ( D'3 =8
Bk 2 ( 1_)' =8
Ak ( 1)'3 =8
Bk (1) =8
Ak+N 2¢= _ B( 1)' =4 arctan(g=2)
= i 4.11
Bk+N 2 (D=4 (4.11)
AK+N 1 ( 1)' =4+ arctan(g=2)
Bk+N 1 ( 1)' =4+ arctan(g=2)
Ak+N ( 1)' =4 arctan(g=2)
BKk+N (D=4

leads to an implementation of the gate (R( =4) R( =4))Cz(g) between the blue input modes in
temporal mode k 2 and k, where R( =4) R( =4) can be compensated for with the following
single mode gates.

In summary, we have now shown that a universal Gaussian gate set can be e ciently imple-
mented on a DBSL cluster state: Single mode gates can be realized along parallel wires in the
cluster while the two-mode controlled-Z gate can be realized between neighboring wires.

4.4.2 Gate noise analysis

As mentioned previously, if the squeezed states used to construct the cluster state are in nitely
squeezed, the gates will be realized perfectly without noise addition, thus without adding any
processing errors. However, in a realistic setting, the degree of squeezing is nite which inevitably
will result in processing noise. In the following we will be analysing the impact it has when using
the DBSL for computation.

Assuming that the two squeezed inputs states of the circuit in Fig. 4.2a have squeezed variances
of e 2" in the ®- or p-quadrature, the edge weights and self-loops of the coiled up 1D cluster state
at the logic level becomes t = tanh(2r)=2 and i" = isech(2r) respecher [7, 31]. Note that
the existence of self-loops is a result of the nite input squeezing while = ™ can be considered as
the e ective momentum squeezing in the cluster state modes.

The nite squeezing leads to two e ects: Gate noise appearing in each computation step and
distortion of the implemented gate. As seen in Eq. (4.10), for single mode gates the distortion is
caused by an additional squeezing transformation, S(( 1)' tanh?(2r)), on the output of each com-
putation step. However, as for generalized teleportation, the unwanted squeezing transformation
can be compensated for simply by tuning the basis settings. The gate noise (introduced in section
4.3.2 and corresponding to the second term of Eq. (4.2)) of one single-mode computation step from
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temporal mode k to k + N (derived in the appendix section 4.8) is represented by the following
quadratures

N(Pak 1;Pak; Bak+1; PBR+N 1; PBK+N; PBK+N+1)"

with
1 1 1 1 g 1

— 4 e Ft 4t @
N="T % % © 1 "t°

leading to quadrature noise factors (introduced in section 4.3.2) of

X 1 1
Nx=  Nj= 7 + 2
1 tanh*(2r)  tanh?(2r)

(4.12)
Np= N =tanh’(2r) +1

in X and p respectively.

To avoid accumulating gate noise during computation, we consider the usage of GKP-encoded
qubit states, in which the gate noise is translated into qubit errors by quadrature corrections
after each implemented gate using auxiliary GKP-states as described in section 4.3.3. To prevent
erroneous computation, the qubits may then be error corrected by including a qubit error correction
scheme in the computation. Within the GKP-encoded qubit subspace, a logic complete Cli ord
gate set is realized by the Gaussian gate set ff%: F; P'(1); €2 (1)g on the bosonic modes. We therefore
only consider the implementation of this gate set in the noisy cluster state. An additional non-
Cli ord gate in the GKP-qubit subspace completes the gate set for universal qubit computation,
and is further discussed in section 4.6.2.

Similar to the generalized teleportation circuit in section 4.3.2 (Eg. (4.3)), but by substituting
the edge weights, t, with ( 1)' tanh?(2r), the single-mode f-gate is implemented from temporal
mode k to k + N with the basis setting

+ 0

= i 2 ;
| ( 1'2arctan tanh “(2r)

where = Bk Ak, and with gate noise variance of Ny"=2 and Np"=2 in ®- and p-quadrature
respectively. The F- and P(1)-gate are implemented in two computation steps from mode k to
k +2N: Choosing 1

=2

0 1 0
+1
k=B 7 &
+2 0
2 2arctan tanh “(2r)

implements F with equal gate noise variance of (Ny + Np)"=2 in % and B, while

0 1 0
+1 arctan 2
% 1§ _ % arctan 2§
+2 B =2
2 b =2

implements P'(1) with gate noise variance of 2N,"=2 and 2Np"=2 in % and p respectively. Here
1= Bk Akand 5= pk+N Ak+N. FOr the two-mode Cz-gate, the gate distortion due to
nite squeezing, and how it is compensated for, is less trivial. In the following, we search for basis
settings that compensate for nite squeezing and optimizes the gate noise in order to minimize the
error probability of the encoded qubit after quadrature corrections.
The GKP quadrature corrections can be realized by implementing the circuit in Eq. (4.7) at
mode B in the logic level in Fig. 4.2 where the processed state is encoded. This may be challenging,
as it requires tunable €z (g)-coupling strengths with g = 1 when performing error correction, and
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otherwise g = 0. An alternative is to occupy the free wires with ancillary jO, i GKP-states, and
then implement the required €z (1)-gates through measurements. However, with this approach, the
error-correcting gate is subjected to the same kind of gate noise as we are trying to correct for in the
encoded state. For simplicity, we assume successful implementation of the quadrature correction
circuit in Eq. (4.7) at the logic level using a supply of ancillary GKP-states with quadrature
symmetric spike variance equal the variance of the resource squeezing, =-e 2"=2,

As discussed in section 4.4.1 and illustrated in Fig. 4.3, the €, (1)-gate between two wires
is implemented in two computation steps, and while staying within the encoded qubit subspace,
we are allowed to implement any € (1)-gate with a bi-product of gates in ;P (1)g in order
to minimize the resulting GKP-encoded qubit errors. The P'(1)-gate transforms quadratures as
&P ¥ (R %+, which, before adding gate noise, already leads to an increase of the spike
variances in the GKP-encoded stateas ( ; ) ¥ ( ;2 ), where the rst and second index corresponds
to variance in the ®- and p-quadrature respectively. Thus adding P (1)-gates to €~ (1) will hardly
improve the error probability. On the other hand, the F-gate transforms the quadratures as
&P T (p; %), and the GKP-spike variance in each quadrature (before adding gate noise) is
unchanged. Hence, we may improve the error probability if we can improve the resulting gate
noise by adding F-gates to the € (1)-gate. We have investigated the gates (F" F™)C(1)
for all nym 2 £ 1;0;1;2g, and nd that gates with n;m = 1 are optimal. We choose n = 1
and m = (1)}, where the index i denotes the control modes between the two coupled wires. The
improvement on the €2 (1) gate noise by adding ' F  may be explained intuitively: The F-gates
rotate the states in computation during the two computation steps implementing (F  F 1)C2(1),
and leads to the gate noise being better distributed on the quadratures, similar to the symmetrical
distributed gate noise when implementing the single-mode F-gate as described above. The bi-
product of E  F ! can then be compensated for by applying the associated single mode gates
after GKP error correction. In the following, we rst consider the case for even i, and to shorten
the notation we write FFC, where the tensor product and €z-weight have been ignored.

To implement the FFC,-gate between two neighbouring wires as in Fig. 4.3, we adjust the
basis setting in Eq. (4.11). Using a global search algorithm, we search for minimizing the
objective function

f()=iiG Tijp+wlogPer.( % ); (4.13)
where G and T are the symplectic matrices of the implemented gate, governed by an,g the target
gate, FFC (see appendix section 4.8 for the procedure of calculating G), jjAjjis = ;. iAijj is

the entrywise matrix 1-norm, and Pe,,. is the error probability in Eq. (4.8). Here, =e 2'=2 for
the ancillary GKP states, and %= (2 ;2 ; ; )T + 2 for the FFC,-gate with gate noise variance

2 = (Nx1; Ny2; Np1; sz)T sech(2r)=2 where N; are basis-dependent quadrature noise factors. The

rst term of f( ) in Eq. (4.13) is minimized for G = T, and thus helps us nd the basis setting
implementing the target gate T. Since multiple solutions, , leading to G = T may exist, we search
for a solution that also minimizes the error probability, Perr., Which is the purpose of the second
term in Eq. (4.13). To well resolve Pg. close to 0 we use the logarithm of P, while the weight
w is varied in the range 10 @ to 1 for di erent resource squeezing in order for the global search
algorithm not to favour one term in (4.13) while ignoring the other term. Finally, the objective
function is considered successfully minimized only when the resulting gate is close to the target
gate. To check this, we use the condition

jiG Tih<10°;

with all results not satisfying this condition being discarded. Depending on the global search algo-
rithm used, we are not guaranteed to nd the best basis settings minimizing the error probability.
However, repeating the algorithm many times with di erent w and starting points increases the
con dence of the resulting basis settings being optimal.

The resulting bases minimizing the objective function f( ) for the FFC target gate (with
even i for the central control mode) is presented in Fig. 4.4a for di erent resource squeezing levels
as input in Fig. 4.2a. In the following we will refer to the mode numbering labelled in Fig. 4.4a.
According to Eq. (4.10), with ( 1.3; 2.4) = ( =4; =4) in the rst computation step, ignoring
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Figure 4.4: (a) Basis settings as function of resource squeezing found by mimizing f( ) in Eqg. (4.13)
for implementing the €, (1)-gate as (F F)Cz (1) (in short FFC;) for even i on the central control
modes. The mode numbers are labelled on the graph to the right, where control modes outside
the shaded area are measuring in basis ( 1) . = ( 1)' =4. For uneven i, (F F HEz(1) is
implemented with the same gate noise by changing the sign of the bases in mode 3, 4, 6, 7,
8, and 10. (b) Resulting error probabilities of Eq. (4.8) for the - F- and P(1)-gate and the
(F F )¢, (1)-gate implemented with the basis settings in (a). (c) Gate noise responsible for the
error probability in (b) together with appriximate ancillary GKP states of e 2'=2 spike variance.
Here the resource variance squeezing, e 2", and e ective variance squeezing in the cluster state
modes, sech(2r), is shown as well (black and grey respectively). The resource squeezing and gate
noise in dB-scale is relative to vacuum variance of 1=2. Note that the p-quadrature gate noise
of the P'(1)- and FFC,-gate overlap. For easy comparison, the gate noise here is shown in the
appendix section 4.10 together with gate noise of the schemes considered in section 4.5.

the coupling between wires, the input mode is simply teleported to the second computation step
with a bi-product (beside displacement) of $(tanh?(2r)). Here, control mode 8 is measured in the
same . = =4 basis used for separating wires, while control mode 7 is measured in a di erent
basis in order to couple the two wires. With the combined basis setting of mode 5, 6, 7, 9 and
10 the bi-product squeezing of the rst step is compensated, and the FFCz-gate is implemented.
Finally, for uneven i on the control modes between the two coupled wires, the (F F 1€z (1)-gate
is implemented by changing the sign on mode 3, 4, 6, 7, 8, and 10. The resulting gate noise and
error probability is the same as for FF €, with even i.

After quadrature correction in the GKP-scheme the resulting error probability of the above
described basis settings for the {, F and P'(1) single-mode gates and the two-mode FFC-gate
is shown in Fig. 4.4b. As expected, the error probability is seen to go towards 0 for increasing
resource squeezing, and towards 1 for vanishing squeezing. Furthermore, the FFC,-gate is seen to
have the highest error probability due to four successful quadrature corrections necessary to avoid
qubit error, while the f-gate leads to the lowest error probability as it is implemented in a single
computation step. In section 4.6.1 these error probabilities are compared with error probabilities
when using other relevant cluster states and computing schemes.

To gain a better understanding of the error probabilities, we consider the responsible gate
noise. The gate noise variance, for the basis settings in Fig. 4.4a and described above, is plotted
in Fig. 4.4c. In the large squeezing limit, the e ective variance squeezing in the cluster state
modes of sech(2r) is a factor of 2 (3dB) larger than the resource variance squeezing of e 2", which
is the cost of preparing the cluster state with o -line squeezing [5]. The f-gate, implemented
in a single computation step, has a gate noise in the range two times higher than the e ective
squeezing due to Ny; N, ¥ 2forr ¥ . The F- and P'(1)-gate have further gate noise of around
a factor two, since they are implemented in two computation steps. Finally, the FFC2-gate,
also implemented in two computation steps, has similar gate noise, but slightly higher due to the
noise of an additional control mode included in the gate to couple two neighbouring wires. The
gate noise is in general asymmetric in the quadratures (besides for the F-gate with equal noise
factor in the two quadratures), also for the Ifr—ACz—gate with optimized basis settings: Since Pg,r, in
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Figure 4.5: (a) Basis setting implementing (F  F)C~ (1) (shortened FFC2) for even i with variable
control basis . minimizing the error probability of Eq. (4.8), while (F F 1), (1) is implemented
for uneven i by changing the sign on mode 3, 4, 6, 7, 8 and 10. Here the mode numbering used is
that of Fig. 4.4a. (b) Resulting error probabilities using variable . in (a) optimized for FFE,
relative to the corresponding error probabilities in Fig. 4.4b for xed .= =4.

Eq. (4.8) rely on the product of quadrature correction success, and because the encoded GKP spike
noise is also asymmetric after the FFC2- and P'(1)-gate, the error probability is not necessary
minimum with quadrature symmetric gate noise, and at low squeezing we see the majority of the
gate noise in one quadrature. Finally, in the vanishing squeezing limit the gate noise diverges.
To understand this, consider the Wigner function transformation of the generalized teleportation
in Eg. (4.5): With the diverging gate noise variance, the Wigner function is convoluted with
in nitely broad Gaussian functions in ® and subjected to corresponding delta function envelopes
in P, erasing all information of the encoded state. Together with convolutions in the p-quadrature
and corresponding envelopes in the R-quadrature, the Wigner function is ensured to go towards
vacuum for 0dB resource squeezing. This is further described in the appendix section 4.9 with the
Wigner function transformation of single-mode gates on the DBSL.

4.4.3 Variable control mode basis

For simplicity, so far we xed control mode basis to . = =4, which only leads to unity wire edge
weight in the in nite squeezing limit. Allowing variable . implements

$( D4atPtan . R — § tan— R —
(D c > > >
single-mode gates in each computation step with
i 1 1 1 1
— 4t 42 tan . 4t 1t 1t
ttan 0 ttan . ttan o 1 ttan

for the gate noise leading to
X 1 1
Nx= Nf= 2 s+ .
tanh™(2r)tan® . tanh“(2r)

Np= N =tanh’@r)tan® . +1
J
noise factors. As a result, by varying . we are able to distribute the gate noise between the
quadratures in order to minimize the GKP-encoded qubit errors.

To prevent unwanted couplings between wires, . needs to be the same for all gates. With the
two-mode € (1)-gate being the gate of largest error probability, we may optimize . to minimize
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the error probability of the (F  F 1)&»(1)-gate. In Fig. 4.5 optimized basis settings, and cor-
responding error probabilities relative to the error probabilities for xed . = =4, is shown as
function of resource squeezing when including . in the objective function in Eq. (4.13). The error
probability for the (F  F 1) (1)-gate, for which . is optimized, is seen at best to decrease to
0:97 of the error probability with xed ., and thus the gain of variable . is little. Furthermore,
since ¢ is only optimized for the (F F 1)C,(1)-gate, for some ranges of resource squeezing,
the error probabilities for the f-, F- and P'(1)-gate is seen to becomes worse. In conclusion, there
may be a small advantage of optimizing ., but this depends on the amount of resource squeezing
available, and what gates dominate the quantum algorithm to be implemented.

4.5 Other cluster states

Besides the DBSL, there are three other interesting cluster states with corresponding self-inverse
and bipartite H-graph states and thus realizable with o -line squeezing and linear optics. It
counts the quad-rail lattice (QRL) [9] with the e cient computation scheme in Ref. [107]; the
bilayer square lattice (BSL) [11, 12], also with an e cient computation scheme; and the recently
demonstrated cluster state by Asavanant et al. [37]. In the following, we refer to this last cluster
state as the modi ed bilayer square lattice (MBSL) since computation on this state is similar to
computation on the BSL with few modi cations. Below, we summarize the computation %ghemes
for each cluster state focusing on the ff%: F; P (1); €2 (1)g gate set which, together with ©  dis-
placements in ®- and p-quadratures, constitute a universal Cli ord gate set in the GKP-encoded
qubit subspace. Here, we apply the same search for basis settings that optimize the gate noise in
order to minimize qubits errors J as gure of merit, we use the the error probability of Eq. (4.8).
For easy comparison, the gures summarizing the di erent considered schemes and the resulting
gate noise are also put together in the appendix section 4.10. The resulting error probabilities are
then compared with the error probabilities for the DBSL in the section 4.6.1, while universality
through the implementation of a non-Cli ord gate in the various schemes is discussed in section
4.6.2.

4.5.1 Bilayer square lattice

The 2-dimensional BSL can be generated in the time-frequency domain using a single optical
parametric oscillator [11] or solely in time domain using four squeezing sources [12] as summarized
in Fig. 4.6a. We emphasize that the time-only encoding of the BSL in [12] is not necessarily more
favourable than the frequency-time encoding in [11] | one may even argue that the frequency-time
encoding has a better scaling performance. Here, we simply present the time-only encoded version
of the setup, since it is comparable to that of the QRL and the MBSL, but it is important to note
that the analysis presented in this work holds also for the time-frequency encoded BSL.

The setup in Fig. 4.6a produces a self-inverse and bipartite H-graph state, which under phase
rotations is transformed into a cluster state. An e cient universal computation scheme is well
described by Alexander et al. [11, 12] in the language of macronodes in which each macronode
corresponds to the logic level marked in Fig. 4.6a. The computation takes place at this level
and the Iogiﬁgluster state consists of square cluster states as presented in Fig. 4.6b with t =

tanh(2r)=" 2 edge weight and i" = isech(2r) self-loops. The measuring system comprises two
joint measurements for each temporal mode k: A joint measurement of the control modes B
and C in basis (1) . to project the cluster state into wires as shown in Fig. 4.6¢, and a joint
measurement of the wire modes A and D to implement gates on these wires. As for the DBSL, we
nd that . = =4 is near optimal. Measuring wire modes A and B of temporal mode k in bases
Ak and pg implements the single mode gate

$ ( D12t R 7* $ tan— R (4.14)

=
2 2

from temporal mode k to k + N (1 computation step) where = px  ak. The resulting gate
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Figure 4.6: Bilayer square lattice (BSL): (a) Experimental setup for generating the H-graph
state corresponding to the BSL cluster state [11, 12]. Here the device marked by asterisk is
described in Fig. 4.2 for the DBSL, and represents a switch for switching in and out states or
a GKP quadrature correction circuit. The logic level in which the computation takes place is
marked, and the corresponding logic cluster state is shown in (b) with arrows representing the
beam splitters of the measurement device, while in (c) the logic cluster state is projected into
wires for computation. The edge weights shown here are in the limit of in nite squeezing and
¢ = =4. (d) Basis setting implementing the (F F 1)C2(1)-gate for even temporal modes k
with a minimum error probability. For uneven k, (F F)C(1) is implemented by changing the
sign of the bases. The error probability in Eq. (4.8) of the single mode f-, F-, P(1)-gate with
¢« = =4, and the (F F 1)C,(1)-gate, are presented in (e) with the corresponding gate noise
shown in (f) | here, FFC2 is short for (F F 1)&2(1). The experimental setup, logic cluster
state and its projection into wires, and the resulting gate noise, is shown together with the other
considered schemes in the appendix section 4.10 for easy comparison.
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noise for one computation step is N(Pak; Pek; Pck+1; Pok+n )" Where

1
N= 22t 2 (4.15)

Thus, the variance of the gate noise added to the output quadratures in each computation step is
Nx"=2 and Np"=2 for the %- and p-quadrature respectively, where
1 1
Nx = 7 + 2
tanh™(2r)  tanh“(2r)
Np = tanh®(2r) + 1

P
are quadrature noise factors, i NS introduced in section 4.3.2.2, and we note that they are
identical to the noise factors of the DBSL. The f-gate is implemented in a single computation step
by choosing

+ 0

\ ( 1D**12arctan tanh 2(2r)

The F- and P'(1)-gate are implemented in two computation steps from temporal mode k to k+2N.
Choosing basis settings 0 1 1
=2

0
+1
e kb & K
+2 B 0
2 - 2arctan tanh “(2r)

F is implemented with equal gate noise variance of (Ny + Np)"=2 in ®- and p-quadrature, while
P(1) is realized with o 1 0
+1 arctan 2
% 1§ _% arctan 2
+2 B =2
2 p =2

resulting in gate noise variances of 2N,"=2 and 2N,"=2 in ®- and p-quadrature, respectively. Here

1 = Dk Ak and 2 = pranN ak+N- Notice the similarity with the DBSL: The basis
settings and gate noises are identical, and the BSL and DBSL are expected to perform single mode
gates equally well.

Measuring control modes B and C of one temporal mode in di erent bases leads to coupling
between the two neighbouring wires and thus allow for the implementation of two-mode gates. In
Ref. [11], the basis setting for implementing the € (g)-gate is given for the case of in nite squeezing.
Here, we extend this analysis by searching the basis setting that minimizes the error probability
of two encoded qubits after the C,(1)-gate for the more relevant case of nite squeezing. To do
so, we use the same technique as for the DBSL by minimizing the objective function in Eq. (4.13).
Note that to compensate for nite squeezing distortion (as S( tanh?(2r)) in Eq. (4.14) for single
mode gates), two computation steps are required to implement €~ (1). For all (F"  F™)E,(1)-
gates with n;m = 0;1;2;3 we nd the lowest error probability for nym = 1 and we choose
(n;m) = (1;( 1)**1) where k is the temporal mode index of the control modes coupling the two
wires. The resulting basis settings implementing the (F F 1), (1)-gate are shown in Fig. 4.6d
for even k, while for uneven k the (F F)C(1)-gate is implemented with equal error probability
by changing the sign of all bases in Fig. 4.6d. In case we allow for a variable . in the objective
function of Eq. (4.13), we nd no improvement of the error probability, and we conclude there will
be no gain of a variable . when implementing the (F  F 1) (1)-gate.

Note how the basis settings in Fig. 4.6d, di erent from the DBSL in Fig. 4.4a and the MBSL
later in Fig. 4.7d, seem to depend on the resource squeezing in the full shown squeezing range.
The reason for this is that there exist multiple solutions for basis settings that implement a desired
¢~ (1)-gate with a minimum error probability. The same is the case for the DBSL and MBSL,
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however, in Fig 4.4a and 4.7d a more consistent solution set of basis settings as function of resource
squeezing is shown, while here for the BSL a slightly inconsistent solution set is shown. This e ect
often occurs when unnecessarily large degrees of freedom in the basis settings are used when
minimizing the objective function in Eq. (4.13). However, this does not mean that the basis
settings in Fig. 4.6d are not optimal, but is rather an example of the existence of multiple basis
setting solutions and proper use of Eq. (4.13) to derive a suitable solution for a given experimental
implementation.

The resulting error probabilities of Eq. (4.8) when correcting the quadratures after the f-, F-,
B(1)- and (F F 1E2(1)-gate as described above are presented in Fig. 4.6e. As expected, the
two-mode € (1)-gate is seen to have the highest error probability since four successful quadrature
corrections are necessary to avoid inducing an error on the encoded qubits. Finally, the gate noise
variances are presented in Fig. 4.6f, and here we clearly see similar behavior as for the DBSL:
For in nite squeezing, the f-gate in one computation step has a gate noise variance of twice the
e ective variance squeezing, sech(2r) (as Nx;Np ¥ 2 when r ¥ 1), while the F- and P (1)-gates
implemented in two computation steps have gate noise variances of four times that. In the other
extreme of vanishing squeezing, the gate noise diverges in the X-quadrature, thereby erasing all
information of the encoded state as previously explained for the DBSL. This can also be seen from
the corresponding Wigner function transformation in the appendix section 4.9.

4.5.2 Modi ed bilayer square lattice

The experimental setup of the MBSL cluster state, recently generated by Asavanant et al. [37]
and summarized in Fig. 4.7a, is very similar to the setup of the all-time encoded BSL in Fig. 4.6a,
and we can therefore adopt the computation scheme for the BSL with only a few changes. The
corresponding cluster state at the logic level is shown in Fig. 4.7b in which we see that the square
clusters of the BSL have been repla(igq with \butter y" clusters. As for the BSL, the edge weight
and self-loops are t= tanh(2r)=" 2 and i" = isech(2r) respectively. The spatial modes C and
D of each temporal mode k constitutes wire modes, while A and B are control modes. In contrast
to the square clusters in the BSL, the butter y clusters already contain direct edges in the wires
before potential phase rotation of the control modes. Thus we can directly \delete" the control
modes by measuring them in the R-basis, i.e. =0, and implement the operations

+ + _
SR - ) tan —- R - (=0

in one computation step from temporal mode k to k+N with = ¢k  pk. The resulting gate

noise is N(Pok; Pak; Pek+1; Pck+n) ' With

1

t

N = 0

0 0O
such that the gate noise variance is Nx"=2 and Np"=2 in ®- and p-quadrature respectively with
quadrature noise factors of
Ny = 2=tanh?(2r)
(c=0):
N,=1

Alternatively, we can measure the control modes in the p-basis, i.e. (= =2, rearranging the
edge weights of the butter y cluster states to increase the edge weight between wire modes as
shown in Fig. 4.7c. In this case, the operation

S(HR - ) tan — R - (==

is implemented with the gate noise,

N= 2t 32t (= =2) (4.16)
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Figure 4.7: Modi ed bilayer square lattice (MBSL): (a) Experimental setup for generating the
H-graph state corresponding to the MBSL cluster state by Asavanant et al. [37]. Here the device
marked by asterisk is described in Fig. 4.2 for the DBSL, and represents a switch for switching in and
out states or a GKP quadrature corrections circuit. The logic level in which the computation takes
place is marked, and the corresponding logic cluster state is shown in (b) with arrows representing
the beam splitters of the measurement device, while in (c) the logic cluster state is projected
into wires for computation. The edge weights shown here are in the limit of in nite squeezing
and .= =2. (d) shows a basis setting implementing the (F  F)Cz(1)-gate with a minimum
error probability. The error probability in Eq. (4.8) of the single-mode f-, F-, and P'(1)-gate with

¢ = =2, and the (F F 1HC,(1)-gate, is presented in (e) with the corresponding gate noise
shown in (f) | here FFC2 is short for (F F)C2(1). Note that the gate noise variance in the
p-quadratures of each mode for the (F  F)C(1)-gate each equals that of the P'(1) and F gate.
The experimental setup, logic cluster state and its projection into wires, and the resulting gate
noise, is shown together with the other considered schemes in the appendix section 4.10 for easy
comparison.
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such that
Ny = 1=tanh?(2r)
(c= =2):
Np =2
Other values of . are also possible, but in this case the implemented gate as well as gate noise is
less trivial. However, in the later analysis of the € (1)-gate we do nd that . = =2 is indeed

optimal. Notice that ] unlike the BSL with square cluster states | all control modes are measured
in the same basis without an alternating sign for di erent temporal modes. This is because the
wire modes are directly connected with equal edge weights for all temporal modes, or connected
with three edges through two control modes, while for the square cluster states, wire modes have
two connections, each through a single control mode, but with di erent sign on the edge weights
depending on whether the control mode is in the next or previous temporal mode.

For .= =2, the basis setting

+ 0 p
\ 2arctan tanh (2r)=" 2
with = ck ok implements the f-gate in one computation step from temporal mode k to
k + N and gate noise variance N,"=2 and Np"=2 in ®- and p-quadrature respectively. The basis
setting 1
=2

0 1 0
+1
5k =B S
+2 0
2 ¢ 2arctan tanh 2(2r)=2

implements the F-gate in two computation steps with equal (Ny + Np)"'=2 gate noise variance in
R- and p-quadrature, while 0 1
arctan 2

0
+1
% 1§ _% arctan 2
+2 - =2
2 p =2

implements the P (1)-gate in two computation steps with 2N, "=2 and 2Np"=2 gate noise variance
in ®- and p-quadrature respectively. Here, 1 = ¢k pk and 2 = ck+N Dk+N When
implementing F and P (1) from temporal mode k to k + 2N.

To couple pairs of wires for the implementation of a two-mode gate, one measures the control
modes A and B of one temporal mode k in di erent bases by which a coupling between the wires in
temporal modes k 1 and k is induced. The €z (1)-gate is again implemented in two computation
steps, and similar as for the BSL and the DBSL, we search the basis setting that minimizes the
objective function in Eq. (4.13) and thus the error probability in Eq. (4.8) of that particular gate.
Again, we need to investigate all (F" F™)C2(1)-gates for n;m =0;1;2;3and ndn=m=1
to be optimal. The resulting basis setting is shown in Fig. 4.7d where . = =2 is found to be
optimal. Note that, unlike the DBSL and BSL, this basis setting is independent on the temporal
mode index k, as the control basis does not have an alternating sign governed by k.

The resulting error probability of the single mode (-, F- and P(1)-gate, and the two-mode
(F  F)C2(1)-gate, with the basis settings described above and in Fig. 4.7d, is shown in Fig. 4.7e.
The single mode gates are all seen to have a lower error probability than in computations with the
DBSL and BSL cluster states. This is explained by the lower quadrature noise factors, Ny and N,
due to the structure of the butter y cluster states with initial edges between wire modes before
projecting the logic cluster state into wires. As expected, due to the four quadrature corrections,
the error probability of the (F  F)C,(1)-gate is largest. Gate noise variances are shown in
Fig. 4.7f. For single mode gates, in general we see lower gate noise variance than for the DBSL and
BSL, and in the large squeezing limit where Ny ¥ 1forr @ 1 and .= =2, while N, = 2, we
see the gate noise variances in R-quadratures of the f-gate to equal the e ective squeezing variance
of sech(2r). For vanishing squeezing, the gate noise variance diverges in the ®-quadrature, erasing
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Figure 4.8: Quad-rail lattice (QRL): (a) Experimental setup for generating the H-graph state
corresponding the the QRL cluster state. Here, the devices marked by asterisk are described in
Fig. 4.2 and represent optical switches switching in and out states or GKP quadrature correction
circuits as in Eqg. (4.7). The logic level in which the computation takes place is marked, with the
corresponding logic cluster state shown in (b) with arrows representing the beam-splitter network
of the measurement device. The edge weight shown is in the in nite squeezing limit, while for nite
squeezing it is t = tanh(2r), while i = isech(2r) self-loops are present on all nodes. Temporal mode
indices are written in grey, while a single computation step is marked with input modes ‘inl’ and
‘in2” and output modes ‘outl’ and ‘out2’. (c) Example of single mode computation along the cluster
state cylinder by restricting the bases with ax = pk and sk = ck, thereby implementing 0 in
Eq. (4.17) in each computation step. With two computation steps, the S(t) distortion in Eq. (4.17)
due to nite squeezing can be compensated in the second step by implementing $(t ). Or, more
generally, any single-mode Gaussian gate can be implemented as G = 0;0,. Here, input modes
in spatial modes B (blue) are ignored. After implemention of gates, the output modes marked
with a pink circle are quadrature corrected. (d) Example of implementing the (F  F)Cx (1)-gate
between input modes ‘in2’ and ‘in3’. Since all gates are implemented on pairs of modes, rst one
computation step is required to guide the in2 and in3 modes to the (F  F)CZ(1)-gate, while gates
of the form S(t )0 can be implemented on other computation modes. After the (F  F)CZ(1)-
gate, all computation modes are aligned to the same vertical position in the lattice using f-gates
(notice that S(t H)S(t 1) = ). To prevent accumulating gate noise, GKP quadrature correction
are performed after every implemented gate on modes marked with pink circle. The experimental
setup and logic cluster state is shown together with the other considered schemes in the appendix
section 4.10 for easy comparison.

all information of the encoded state as is also the case for computing with BSL and DBSL (also
eluded by the Wigner function transformation in the appendix section 4.9). Notice that, unlike
the DBSL and BSL, the gate noise of the (F  F)C(1)-gate is not symmetric in the quadratures
of the two modes.

4.5.3 Quad-rail lattice

In Ref. [8], it was proposed to generate a cluster state with a quad-rail lattice (QRL) structure in
the frequency domain from a single optical parametric oscillator while in Ref. [9] it was suggested
to construct a time domain version of the QRL clusters state. With temporal encoding, the
generated state has a cylindrical topology reminiscent of the DBSL, BSL and MBSL, allowing for
computation along the cylinder with information encoded on the circumference of the cylinder.
The scheme for generating the temporally encoded QRL state is summarized in Fig. 4.8a. Since
the QRL is self-inverse and bipartite, this QRL H-graph state has a corresponding QRL cluster
state (under phase rotations) which we consider in the following.
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An e cient computation scheme on the QRL cluster state is presented in [107] in the language
of macronodes. It corresponds to the logic level marked on Fig. 4.8a which is followed by a
measurement device consisting of a beam-splitter network of four beam splitters (BS1¢4) and four
homodyne detections. The cluster state at the logic level is shown in Fig. 4.8b. With the logic level
at a beam-splitter depth of only one, the edge weight of t = tanh(2r) is larger than in the DBSL,
BSL and MBSL, while the self-loops are equal, i" = isech(2r). The logic cluster state consists
of two-mode entangled states as in the generalized teleportation circuit in section 4.3.2, and no
projection of the cluster state into wires before computation is necessary. This, together with the
larger edge weight, reduces the gate noise and thus makes computation on the QRL more e cient.
On the other hand, the increased complexity of the measurement device (a joint measurements of
four modes) makes the computation scheme presented here more tricky and may seem less intuitive.

One computation step is marked in Fig. 4.8b. It implements a two-mode operation from input
modes Ck (inl) and Bk (in2) to the output modes Ck + N (outl) and Bk + 1 (out2). In the
following, we will refer to the mode in computation from in1(2) to outl(2) as computation mode
1(2). Itis possible to decouple the two computation modes 1 and 2 by restricting the basis settings
to Ak = pk and gk = ck. In the same way as in Eq. (4.9), this e ectively cancel the the beam
splitter BS3 and BS4, since equal phase shifts commute with the beam splitter. Then, single-mode
gates can be implemented using BS; and BS, in the same way as for the generalized teleportation
in section 4.3.2, but the same gate will be applied to both computation modes 1 and 2 due to the
basis restriction. That is, 0 O will be implemented, where

0 = $(tanh(2r)) R %—§tmi—ﬁ % (4.17)
with = ck bk Similarly, using the basis permutation rules in [107], restricting to pk = Bk
and akx = ck implements 0 O on modes from inl and in2 to out2 and outl, respectively. As
a result, when implementing O, the modes in computation may travel straight across each
other on the cluster state lattice or they may do a 90 change in their computation direction on
the lattice depending on the basis restriction. For implementation of single mode gates, we will
mainly focus on the former case in which one mode (computation mode 1) travels in the direction
of the cluster state cylinder, while the other mode (computation mode 2), travelling around the
cylinder, is ignored as illustrated in Fig. 4.8¢c. Regardless of the basis restriction, the gate noise of
one computation step is N(Pax; Pok; Pek+1; Pck+n) ' with

0 1
tanI;L(Zr) 01 00
N = 0 tanh(2r) 0 O§ ;
0 0 1 0
0 0 0 1

leading to equal quadrature noise factors in the two computation modes of
1

~ tanh?(2r)
Np = 1

X

in X- and p-quadratures, respectively.
As for the generalized teleportation circuit, the single-mode f-gate is implemented in a single
computation step with basis setting

+ 0

= 1
. 2arctan tanh ~(2r)

with gate noise variance Nx"=2 and N,"=2 in - and p-quadratures. The F- and P'(1)-gates are
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implemented in two computation steps: With basis setting
0 1 0 1
+1 =2
bk =6 T &
+2 - 0
2arctan tanh 2(2r)

2 F

F is implemented with equal gate noise variance in ® and p of (Ny + Np)"'=2, while

0 1 0
+1 arctan 2
% 1§ _ % arctan 2
+2 - =2
2 p =2

implements Fﬁ\(l) with gate noise variances of 2N,"=2 and 2N,"=2 in % and B, respectively. Here,
for the mode in computation travelling straight along the cylinder, 1 = c«k pk and o, =
ck+N  Dk+N While ( Bk; ak) = ( ck; pk) and ( Bk+N; Ak+N) = ( Ck+N; Dk+N)-
To implement the €2 (1)-gate, we have investigated (F"  F™)C2 (1) for n;m = 0;1;2;3 and
nd that n = m =1 leads to the lowest error probability in Eq. (4.8) of the GKP-encoded qubits.
With the basis setting 0 1
=2 arctan(1=2)

1 0
Ak
gof B 0 £
Ck =2 + arctan(1=2)A '

Dk ¢, 0

S SW)FE F)Ez(1) is implemented in a single computation step, where the two modes
in computation goes from inl and in2 to out2 and outl respectively (i.e. they do not cross, but
each mode is redirected 90 ). Here, (S(t) S(t)) is the distortion due to nite squeezing, and is
compensated for in each computation mode in a second computation step with basis setting

+ _ 0
s 1y  2arctan tanh 2(2r)
Asaresult, (F  F)Cz(1) is implemented in two computation steps with equal gate noise variance
in all four quadratures of (Nx + N,)"=2 as for the F-gate. As gates on the QRL are in general
performed on pairs of modes in computation and requires two computation steps (with the excep-
tion of the f-gate), implementing (F  F)C (1) among other computation modes may be tricky.
However, an example of a possible implementation is shown in Fig. 4.8d.

The gate noise variance for each of the implemented gates in ff% F; P'(1); (F  F)C2(1)g is shown
in Fig. 4.9a as a function of the initial squeezing of the f-quadrature variance in the resource state,
e 2", Notice that in the high squeezing limit, the gate noise of the [-gate is equal to the e ective
variance squeezing of the cluster state modes, sech(2r), which is better than seen for the other
computation schemes presented in this work, and is due to the large edge weight in the logic
cluster state with no projection of the cluster state necessary before computation. The F- and
B'(1)-gate, implemented in two computation steps, naturally has double gate noise compared to
the f-gate, and so does the (F  F)C(1)-gate, unlike the €2 (1)-gates implemented on the DBSL,
BSL and MBSL. This improvement for the (F  F)C2(1)-gate happens because no extra control
modes are included when coupling two computation modes. In the limit of vanishing resource
squeezing, the gate noise variance of each computation diverges in the ®X-quadrature, erasing all
information of the encoded state as for the generalized teleportation circuit in Eqg. (4.5).

To prevent gate noise accumulating on the GKP-encoded qubits, quadrature corrections as
described in section 4.3.3 should be performed on modes in computation after each implemented
gate. Here, with two computation modes in each computation step, two quadrature correction
devices are necessary: One in each spatial mode B and C as marked in Fig. 4.8a. After quadrature
correcting modes as shown on the examples in Fig. 4.8c and d, the error probabilities of Eq. (4.8)
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Figure 4.9: (a) Gate noise variance of the -, F-, P(1)- and (F  F)&z(1)-gate (in short FFC2)
on the QRL cluster state as functions of input resource squeezing in Fig. 4.8a. Here, e 2 and
sech(2r) marks the resource and e ective squeezing variance. Note that the gate noise variance in
each of the four quadratures when implementing FF €2 is equal to the gate noise variance when
implementing the F-gate. The gate noise here is shown together with the other considered schemes
in the appendix section 4.10 for easy comparison. (b) Resulting error probabilities of Eq. (4.8)
after quadrature corrections.

are shown in Fig. 4.9b for each of the four gates [, F, P'(1) and (F  F)Cz(1). As expected, with
four successful quadrature corrections required to avoid qubit error, the (F  F)Cz(1)-gate has
the highest error probability. In the following section 4.6.1, it is compared with the DBSL, BSL
and MBSL.

4.6 Discussion

Below, in section 4.6.1 we compare the cluster states and computation schemes presented and
discussed in section 4.4 and 4.5, while the gures summarizing the di erent computation schemes
and resulting gate noise is shown side-by-side in the appendix section 4.10. In section 4.6.2 we
then comment on computation universality with these cluster states.

4.6.1 Cluster state comparison

For all the four cluster states considered in section 4.4 and 4.5, the implemented two-mode €z (1)-
gates lead to the highest error probability of the GKP-encoded qubits among the gates of the
set 1 F;P(1);€2(1)g. An indicative measure of the performance of a particular cluster state
for quantum computing is thus the error probability associated with the implementation of the
€~ (1)-gate. In Fig. 4.10a, these are plotted for the DBSL, BSL, MBSL and the QRL. Here, the
error probability of €~ (1) implemented on a canonically generated square lattice (SL) cluster state
in [3] is plotted for comparison.

As discussed in section 4.3.3, the error probability in Eq. (4.8) is fuelled by the gate noise, the
noise of the GKP qubits as well as the noise introduced in quadrature error correction. Gate noise
is governed by the amount of squeezing of cluster state while the noise of the qubits and correction
is produced by the nite squeezing of the peaks in the GKP state. Here, as described in section
4.4.2, we have assumed the peak variances of both quadratures in the GKP-states to equal the
squeezing resource variance of e 2"=2. To see how much the nite squeezing in the GKP-encoding
and correction contributes to the error probability, the € (1) error probability in the case of zero
gate noise (corresponding to setting 2 = 0 in Eq. (4.6)) is also plotted in Fig. 4.10a. No matter
what computation scheme is considered with the GKP-encoding used here, we will not be able to
perform better than the case of zero gate noise, as the noise contributions from the GKP-encoding
and quadrature correction are unavoidable.
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Figure 4.10: (a) Error probabilities for € (1)-gates implemented on the DBSL in section 4.4, the
BSL, MBSL and QRL in section 4.5, and on the canonically generated square lattice (SL) cluster
state in [3]. Depending on the cluster state, the implemented €, (1)-gates have a Fourier gate bi-
product on each mode. Note that the error probabilities for the DBSL and BSL are overlapping.
The grey area marks the error probability in case of zero gate noise, where qubit errors are caused
only by the available squeezing in the GKP-encoding. (b) Error probabilities in (a) relative to that
of the DBSL.

The DBSL, BSL and MBSL are seen to have similar performance, while the QRL is superior
and almost match the performance of the canonically generated SL cluster state. Approximately
2:5dB additional squeezing is necessary in the squeezing resources for the DBSL and BSL to match
the performance of the QRL. This performance advantage of the QRL is due to the larger cluster
state edge weight in the logic level, and that the cluster state needs no projection by measurement
of control modes, which adds additional noise to the state in computation. It is worth considering
whether similar computation schemes can be developed for the DBSL, BSL and MBSL, possibly
by placing the logic levels closer to the squeezing sources in the setups after the rst beam-splitters
(leading to temporally delocalized macronodes in the macronode language).

To quantify further the performance di erence of the DBSL, BSL and MBSL, the €, (1) er-
ror probabilities are plotted in Fig. 4.10b relative to the €2 (1) error probability of the DBSL.
Here, the BSL and DBSL are seen to have very similar performance in the investigated range of
resource squeezing. The MBSL performs better with an error probability down to 70% of the
error probability in the DBSL at 21dB resource squeezing, while the relative error probability is
approximately 83% using the currently achievable squeezing of 15dB [115]. However, in practice
one also has to account for experimental imperfections and setup complexity when deciding which
setup to use: The generation scheme of the DBSL is technically simpler than that of MBSL as
it requires only two squeezing sources and three interference points contra four squeezing sources
and ve interference points.

At rst sight, with only two squeezing sources, the DBSL seems to require less resources than
the BSL and MBSL. However, in the DBSL cluster state, only every second temporal mode holds
control modes, while for the BSL and MBSL every single temporal mode includes both control
and wire modes. As a result, the DBSL only contains half as many modes for computation in
the same number of temporal modes. Doubling the long delay, N , in the generation setup in
Fig. 4.2a doubles the cylindrical cluster state circumference and compensates for only having wire
modes in every second temporal modes. However, by doubling the circumference, the time needed
to implement gates doubles as well. As a result, there is a cost of using only two squeezing sources
in the DBSL, which unfolds as fewer computation modes or longer computation time, but not as
additional computation noise.

Finally, we compare the architecture of the computation schemes on the considered cluster
states. The DBSL, BSL and MBSL all use the same principles of measuring control modes to
control coupling between wires with modes in computation. Turning on and o coupling between
wires makes it intuitive to implement multi-mode gates decomposed into single- and two-mode
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gates, while on the QRL one has to take care of the surrounding modes when implementing two-
mode gates as for the €, (1)-gate in Fig. 4.8d. However, the control-mode based architectures only
allow coupling between neighbouring wires, whereas the QRL is more \ exible" as introduced in
[107]. As an example, consider an arbitrary swap-gate, kij, swapping the modes in computation
on wires i and j. On the DBSL, a swap-gate (with an unimportant Fourier gate applied to the two
output modes) can be performed between two neighbouring wires in two computation steps from
temporal mode (k  2;Kk) to (k +2N;k +2N 2) with the basis setting

0 1 0 1
Ak 2 =
Bk 2 =4
Ak =4
Bk =4

AK+N 2¢¢ _ B =2
Bk+N 2 0
Ak+N 1 =2
Bk+N 1 0
Ak+N =2
BKk+N 0

independent on the amount of resource squeezing, and with a gate noise variance of Ny"=2 and
Np"=2 in ®- and p-quadratures, respectively, where Ny = tanh 4(2r) + 3tanh 2(2r) and Np =
tanh?(2r) + 3. Thus, to swap two modes on wires separated by n wires in-between, n + 1 swap-
gates are required on each mode leading to 2(n + 1) required computation steps. On the QRL, on
the other hand, using vertically travelling modes in Fig. 4.8, two modes can be swapped in only
a single horizontal computation step independent on the initial distance between the modes on
the cluster state lattice. This is illustrated in Fig. 4.11 for X14 with a mode distance of 2. As a
result, depending on the interconnectivity required in the quantum algorithm to be implemented,
computation times can be shorter on the QRL than on the DBSL, BSL and MBSL.

Lastly, we want to comment on the performance of the QRL compared to the canonically
generated SL cluster state. It is clear that the QRL performs almost as well as the SL, while the SL
is much more challenging to generate since it requires on-line squeezing to perform canonical €z (g)
operations and the total squeezing cost is in general larger [5, 116]. However, for a fair comparison,
it should be mentioned that the € (1) implemented in [3] on the SL was not optimised. It was
implemented with four computation steps, where each of the %- and p-quadrature corrections in the
GKP-scheme were performed in two di erent computation steps, both leading to more noise on the
GKP-encoded qubits. The €2 (1) error probability on the SL may be improved by optimizing the
required basis settings to implement the € (1)-gate in fewer computation steps, and performing
GKP quadrature corrections of both the ®- and p-quadrature on the last cluster state mode as for
the computation schemes considered in this work.

4.6.2 Towards universality and fault-tolerance

The four di erent computation schemes in section 4.4 and 4.5 involve only Gaussian measurements
(in the form of homodyne detection) on Gaussian cluster states. In this pure Gaussian realm, one
is only able to perform universal Gaussian computation [5], which with Gaussian input-modes
may be simulated classically [97, 117]. To achieve universal qguantum computation, non-Gaussian
operations or resources are required [118]. There exist di erent proposals on how to achieve a
universal gate set, which we summarize and discuss in the following. Non-Gaussianity of states
and operations has been obtained in numerous systems [119], including some recent results on
optical non-Gaussian state preparation [99] and non-Gaussian transformations on cluster states
[120].

In many CV quantum computing architecture proposals, the Gaussian gate set is complemented
with the non-Gaussian cubic phase gate, K( ) = €' #°=3 [5, 14] to achieve universal quantum com-
putation on the bosonic modes [118]. Such a non-Gaussian gate can for example be implemented
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Figure 4.11: Implementation of a swap-gate between computation mode 1 and 4, X14, separated
by computation mode 2 and 3, on (a) the DBSL and on (b) the QRL. Since only coupling between
neighbouring wires is possible on the DBSL in (a), a circuit depth of 3 is required, corresponding
to 6 horizontal computation steps necessary along the cylindrical cluster state. The same goes for
the BSL and the MBSL. On the QRL in (b), the same swap-gate can be implemented in a single
horizontal computation step using crossing identity gates, f. Here, computation mode 1 crosses
computation mode 2 and 3, while computation mode 4 is lead all the way around the cluster state
cylinder to appear in the next horizontal computation step, crossing other computation modes on
its way.

by redirecting speci ¢ modes of the cluster to a photon counter, thereby realizing a measurement
induced non-Gaussian gate transformation [5]. Moreover, in [12] it islihown how K( ) may be
implemented on the BSL using an ancillary cubic phase state, j i = dse! s3:3js.ix, as a non-
Gaussian resource switched into the logic level of the computation scheme as an input state. Such
cubic phase state may be prepared using photon counting [14]. Given the similarities between
computation on the BSL, the DBSL and the MBSL, it is straight forward to adopt this method of
implementing K( ) by inputting j i in these computation schemes. A similar approach may also
be viable on the QRL.

Using GKP-states with symmetric quadrature noise, one can expect bad performance of the
cubic phase gate due to the applied phase by K( ) on the nitely squeezed GKP peaks being a cubic
function of % [14, 41]. A more e cient approach to quantum universality is to consider a gate set
that is only universal in the encoded logic space rather than in the full, in nite-dimensional Hilbert
space. This requires an ample supply of qubit magic states such as the Hadamard eigenstates,
jHLT = cos =8j0_i +sin =8j1, i. By injecting these states into the computation wires as input
states using an optical switch, the non-Cli ord =8-gate can be executed with only Gaussian
transformations of the bosonic modes [14, 40]. Such magic GKP states may be prepared similarly
to the GKP-encoded input states, or directly distilled using GKP jO_ i-states [39]. In conclusion, the
inherent non-Gaussianity of the GKP-states is su cient to achieve universal quantum computation
in the GKP-encoded qubit subspace using solely Gaussian transformations. Moreover, adding
magic state distillation to the scheme may not increase the experimental requirements signi cantly
since the squeezing needed for the distillation is expected to be lower than the squeezing already
required to reach fault-tolerant Cli ord computation [3, 39].

Finally, for fault-tolerant computation, the qubit error correction scheme ] concatenated with
the GKP error correction scheme J should be considered when estimating the required squeezing.
With the quadrature corrections of states in computation after each implemented gate, gate noise
and nite squeezing in the approximate GKP-encoded qubit states are translated to qubit errors.



4.7. CONCLUSION 87

For fault-tolerant computation, these qubit errors are corrected with an appropriate qubit error
correction scheme, where a logic qubit is encoded in multiple GKP-qubits. Here, it is not ap-
propriate just to choose a qubit error correction scheme with a large qubit error threshold, as
considerations on how to practically implement the scheme are also of critical importance. For
this reason, here we will not estimate a squeezing threshold for fault-tolerance. As an example,
the 7-qubit Steane code with a 10 3 error threshold requires two-mode gates between arbitrary
modes in computation [110], while the discussed computation schemes in section 4.4 and 4.5 only
implement two-mode gates between neighbouring computation modes. Thus, to implement the
7-qubit Steane code a number of swap-gates are required for each syndrome measurement, each
leading to an increase in the combined qubit error probability before qubit error correction. The
QRL may have an advantage when considering the implementation of a qubit error correction
scheme owing to its exibility as previously discussed and illustrated for a swap-gate in Fig. 4.11.
Future work includes considerations on the practical implementation of qubit error correction on
a suitable and realizable cluster states ]| such proposal is outlined in chapter 6.

4.7 Conclusion

In summary, we have reviewed the principles of CV measurement-based QC based on generalized
teleportation, we have proposed an e cient computation scheme for the DBSL cluster state that
was experimentally generated in chapter 3 [31], and we have carefully analysed and compared
quantum computation based on that state with the BSL, QRL, and MBSL cluster states.

Through a careful study of the added gate noise for the di erent cluster states, we nd that
the DBSL, the BSL and the MBSL exhibit similar performance. We also nd that the QRL is
superior in terms of performance and exibility, allowing implementation of quantum circuits in
a minimum number of time steps. Finally, we have reviewed proposals for implementation of a
universal gate set, either on the bosonic modes or just in the GKP-encoded qubit subspace, and
conclude that universal qubit computation is possible in all four considered cluster states, given
the availability of GKP-states.

To optimise the performance of the various computation schemes, we introduced a tool to nd
the basis setting implementing a desired gate with minimum GKP-encoded qubit errors. We believe
that this technique for nding the optimal basis settings will be important for future developments
and optimizations of new types of gates and algorithms. It should however be noted that the
technique of optimizing the basis setting might not be the only strategy for minimizing the error
probability: We have only considered GKP-qubit encodings on a square grid in phase space which
is appropriate for symmetric noise addition among conjugate quadratures. However, since the
considered computation schemes in general add noise asymmetrically in the quadratures, it may
be bene cial to encode the qubits in a rectangular lattice. Since di erent gates have di erent gate
noise asymmetry in X- and p-quadrature, the optimal lattice ratio depends on which gates dominate
the circuit to be implemented: As an example, the Fourier gate, F, in general adds symmetric gate
noise in which case a square lattice is optimal, while the gate noise asymmetry of the identity gate,
', depends on the resource squeezing. One can argue, that with the €z-gate being the noisiest
gate, the GKP lattice ratio should be optimized to minimize qubit error for this gate. In this case,
for the DBSL, BSL and MBSL, the optimal ratio again depends on the resource squeezing, while
for the superior QRL with symmetric gate noise, the square lattice seems optimal. However, one
further complication is that when performing the €--gate or the P-gate, not only gate noise is
added, but also noise from the state in computation is added due to the addition of quadratures
in these gates. Thus, the optimal lattice ratio depends as well on the noise performance of the
states in computation, and to determine a general optimal lattice ratio for a given application is
outside the scope of this work. Finally, one has to keep in mind that changing the lattice ratio
also alters the logic operators in the GKP-encoding. As an example, with a rectangular lattice the
logic Hadamard gate becomes a combination of the Fourier and squeezing gates.

Throughout this article, we have assumed all cluster states to be pure, while in practice, the
cluster state will have some degree of mixedness in the form of excess noise in the anti-squeezed
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Figure 4.12: (a) Graph notation of a single-mode computation step on the DBSL. For an input in
temporal mode k, the mode numbering translates as (1;2; 3;4;5;6;7) = (Bk; Ak; Ak  1;Bk+N
1;Ak+1;Bk+ N +1; Bk + N) where A and B are spatial modes in Fig. 4.2a. (b) Corresponding
circuit where the blue and yellow two-mode gates represent C(g)-gates of weights t and t,
respectively. (c) Outline of the symplectic matrix S = SgSgsScz representing the quadrature
transformation in (b).

quadratures. However, it has been shown in Ref. [38] that excess noise in the anti-squeezed quadra-
ture does not a ect the performance of the computation, and thus our purity assumption in this
article is well justi ed. It is however worth mentioning that in practice it is still favorable to
produce highly pure squeezed states as large excess noise will decrease the amount of squeezing
due to inevitable phase instabilities of the experimental setup.

In this chapter, we have not studied the actual implementation of qubit error correction. Thus,
as an outlook, it would be interesting to study how a qubit error correction algorithm is most
e ciently implemented such that the squeezing threshold for fault-tolerant quantum computation
is minimized. An interesting solution could be topological QC, for which the resulting squeezing
threshold is within the already experimental demonstrated range [43, 121]. In topological QC, the
qubits are encoded in a two-dimensional plane while the actual computation takes place in a third
dimension, thus rendering the need for the construction of 3D cluster states. Proposals do exist
for the generation of 3D cluster states [44, 45], and the next interesting step is thus to analyse the
performance of these states using the techniques developed in this article.

4.8 Appendix: Calculation of quadrature tansformations

In this appendix section, we present an example of the quadrature transformation of the single-
mode computation step on the DBSL that leads to the expressions Eq. (4.10) and (4.12) in section
4.4. The modes involved are shown on the graph in Fig. 4.12a with the corresponding circuit in
Fig. 4.12b. We will use the mode numbering labelled in Fig. 4.12a.

The approximate cluster state (ancillary mode 2{7) consists of vacuum states squeezed by
and connected by €z (g)-operations of weights that are described by the adjacency matrix

P

0 1
00 0 O 0 0 O
00 t t t t O
0Ot 0 0O O O t
A=B0 t 0 0 0 O t
0ot 0 O O O t

t 0 0 0 O t

00 t tt t O

Thus, in the Heisenberg picture, we consider the generation of the cluster state as a quadrature



4.8. APPENDIX: CALCULATION OF QUADRATURE TANSFORMATIONS 89

transformation described by the symplectic matrix
_ 1o
SCZ - A I
on the input and initially squeezed ancillary modes, where 1 and O are the 7 7 identity and zero
matrix, respectively (note that the quadratures of the input mode 1 are left unchanged by Scz).

The input mode 1 is then connected to the cluster state by a beam-splitter (the beam-splitter of
the measurement device in Fig. 4.2a), leading to the quadrature transformation

Sps = Ig g ;
where pP_ p_ 1

1:pg 1?072 0 00 0O

1= 2 =2 0 0O0O0O0

0 0 1 0000

B = 0 0 01 000

0 0 001 00

0 0 0 00 1O

0 0 0 00 01

Here we have ignored beam-splitter operations on the control modes 3{6, as these operations can
be directly compensated for by adding/subtracting the measurement outcomes of the homodyne
detectors as shown in Eq. (4.9). Finally, each mode j, except the output mode 7, is measured
in basis ®( j). This is represented rst by a phase rotation, R( j), followed by a homodyne
measurement of X;. Thus, before the X-measurements, the quadratures are transformed as
c s
Sr = s ¢
where ¢ and s are matrices with (cos 1; ;c0s 7) and (sin 1;  ;sin 7) in the diagonal, respec-
tively, and zero elsewhere. For implementing single-mode gates, the control mode measurement
bases are set to ( 3; 4; s5; 6) = ( 1)' <(1;1; 1; 1), where .= =4 for simplicity, and the out-
put mode cannot be phase rotated, ; = 0. Here, i is the wire number as shown in Fig. 4.2b.
The total quadrature transformation of the input and squeezed cluster state modes just before
measurements is then
8’ = SrSesSczq=954;

where § = (R;  R7;p; (p)T and 6" = (R &%:p); ;%) are vectors of quadrature
operators before and after the transformation as marked in Fig. 4.12b. It should be noted that
for the cluster state prepared as a H-graph with o -line squeezing only, the e ective amount of

squeezing of the cluster state modes is " = sech(2r), where r is the squeezing parameter of the
initially prepared o -line squeezed state with variance e 2" [5].

Next, we solve for the anti-squeezed ®-quadratures of the cluster state, Ranc. = (Ro; ROT,
as a function of the measured ®-quadratures, Xmeas. = (®}; &)

RKmeas. = URanc. + Vi,
m
— 1 1 .
Ranc. = U "Rmeas. U "V,

where @;, = (R1;P1;  ;P7)" while U and V are the parts of S that transform Ranc. and @, to
Kmeas. s shown in Fig. 4.12c. Finally, we substitute the R-quadratures of the cluster state with
the quadratures of output mode 7, §, ¢ = (&%; B%):

Oout = YZRanc. + ZG;,
=Y U "Rmeas. U V@, +2ZG;,
=Z YU v Gin +YU YRimeas. :
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With Rpeas. ¥ (Mg ; mg) when measuring, YU 1 meas. corresponds to the by-product dis-
placement, while M Z YU 1V of size 2 8 corresponds to the combined gate symplectic
matrix G and gate noise matrix N in Eq. (4.2) as M = (G N). Extracting G as the rst two
columns of M transforming (Ry; p1) to (R%; %), we get

_ 1 &C0s + + & cos Hsin
sin t'sin 4 tPcos . tlcos

which is the symplectic matrix corresponding to the operation in Eq. (4.10) where t* = ( 1)'4t?

and =3 2. N is associated with the remaining 6 columns of M;
i1 111 g
— it it It it 4t .
N Tt t ¢ 1 (4.18)

which leads to the quadrature noise factors coined in Eq. (4.12) when t = tanh(2r)=2.

The procedure shown here for calculating the gate symplectic matrix, G, and gate noise matrix,
N, is not limited to the single-mode one computation step on the DBSL, but represents a general
procedure that can be used to analyse the noise of all gates in this work (irrespective of the
cluster state) as done in section 4.4 and 4.5: If Scz represents the construction of any cluster
state and SrSgs represents any Gaussian measurement, we can determine the resulting linear
quadrature transformation corresponding to an arbitrary Gaussian operation on a single- or multi-
mode input state. For each case, we need to keep track of the following quadratures: Xanc. including
anti-squeezed X-quadratures of the cluster state; @;, including the input mode quadratures and
squeezed p-quadratures of the cluster state leading to gate noise; Xmeas. including the transformed
R-quadratures to be measured; and q,,; including the output mode quadratures of non-measured
modes.

4.9 Appendix: Wigner function transformations

In this appendix section we discuss the single-mode computation step in the DBSL, BSL and MBSL
in the Wigner function representation. Here, for simplicity, the basis setting for implementing the
f-gate is chosen, while to shorten the notation, we have post-selected on measurement outcomes
equal zero. As described in the section 4.3.2, non-zero measurement outcomes lead to an unim-
portant displacement in phase-space. For the QRL, the two-mode cluster state corresponds to
the one considered for the generalized teleportation in section 4.3.2, and so the Wigner function
transformation is similar to that presented in Eq. (4.5).

For a single-mode f-gate performed on the DBSL in one computation step, described in sections
4.4, the transformation of the Wigner function can be calculated in the same way as we did for
the generalized teleportation in section 4.3.2, resulting in

z z
Wout(X;p) = NG1=+(X) d 4G( 4)Gaee=-(p 4) d 3Gu=@ue)( 3)Gi=@rey(X 3)
A A

X
d 2Gse( 2)Gier==(p 2 4) d 1Gu=zer4)( 1)Win 0 ; j ;

where N is a normalization factor and G is a normalized Gaussian function of =2 variance. The
transformation includes two convolutions in each quadrature and corresponding envelopes in the
conjugate quadrature due to the Fourier relation between quadratures. Comparing with Eq. (4.18),
and referring to the mode numbering in Fig. 4.12a, in the ®-quadrature the rst convolution with
G-(16t¢y corresponds to noise from the nitely squeezed mode 2, while the third convolution
with G--(42) corresponds to noise of control modes 3, 4, 5 and 6. In the p-quadrature, the
second convolution with G- corresponds to noise from the control modes 3, 4, 5 and 6, while
the last convolution with G- corresponds to the nite squeezing noise of the output mode 7.
In the limit of in nite squeezing, r ¥ 1, (assuming t & 0) the convolution functions become
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delta functions since ™ = sech(2r) ¥ 0, while their corresponding envelopes in the orthogonal
quadratures become in nitely broad, and so Woue(X;p) ¥ Win(X;p). In the limit of t = 0 where
we expect no information to pass from the input mode 1 to the output mode 7, the rst three
convolutions lead to the Wigner function of an in nitely squeezed state in p, erasing all information
of the input state, while the last convolution with G- in p-quadrature ensures that the output
Wigner function equals the initial squeezed Wigner function of mode 7, Wou(X; p) = G1=+(X)G~(p),
which equals vacuum for no squeezing as " = sech(2r) =1 when r = 0.

On the BSL, the single-mode f-gate performed in one computation step transforms the Wigner
function as 7 7

Wout(X;p) = NGi=+(X) d 4G-( 4)Gop=(p 4) d 3Gu2e2)( 3)Gi=eey(X  3)
Z Z

d 2Goen( 2)Gap==(p 2 4) d 1G—@ey( 1)Win : ; j

Similar to the DBSL, comparing with N in Eq. (4.15), the convolutions with Gu-(4uy and G -(z¢2)
in the ®X-quadrature correspond respectively to noise added from the rst wire mode Ak and the
two control modes Bk + 1 and Ck + N in a square cluster of the BSL in Fig. 4.6a,b. In the
p-quadrature, the convolutions with Gy corresponds to noise from the control modes Bk + 1
and Ck + N, while the convolution with G- corresponds to noise from the output mode Dk + N.
Again, in the limit of in nite squeezing, Wout(X; p) ¥ Win(X; p), while for t = 0 the output Wigner
function becomes Wout(X; p) = G1=(X)G-(p) as expected.

For the MBSL, the Wigner function transformation of the f-gate in one computation step with
the control basis .= =2is

z Z
Wout(X; p) = NG1=(X)Gorrarz=-(p)  d 3Grzar)( 3)Gi=~(X 2 3) d 2G2( 2)
Z

Gare=-(p  2) d 1Gr=ae)( 1)Win x 0 ! , 3

Due to the direct edges along the computation wires of the butter y cluster states in Fig. 4.7,
the Wigner function transformation becomes less intuitive. Here, the envelope Gy 412=(p) corre-
sponds to an envelope of G4e-+(p) convoluted with G,+. Comparing with Eg. (4.16), the rst and
third convolution in the R-quadrature, both with G.-(4), correspond to noise added from wire
mode Dk and control mode Ak. The second convolution with G, in the p-quadrature corresponds
to noise from both control mode Bk+1 and the output mode Ck+N. In the in nite squeezing limit,
Wout(X;p) ¥ Win(x;p). For t =0 we get Woue(X; p) = G1=(X)G2"(p) G2 (p) = G1=(X)G(p).

If, instead of the identity gate [, an arbitrary single-mode Gaussian gate of one computation
step is implemented with symplectic matrix G, the resulting Wigner function transformation cor-
responds to that presented above, but with the arguments of Wi, transformed by G * as shown
in Eq. (4.5) for the generalized teleportation. For single-mode gates implemented in two compu-
tation steps, the output Wigner function of the rst step becomes the input Wigner function of
the second step, leading to addition of the gate noise variance since a convolution of two Gaussian
functions is a Gaussian function with the combined variance, i.e. additive Gaussian gate noise. For
multi-mode gates, more modes are involved leading to more convolutions in the expression of the
output Wigner function, and the Wigner function representation becomes tedious. However, the
principle is the same as for single-mode gates: The gate noise leads to convolutions with Gaussian
functions of variance equal the gate noise variance.

4.10 Appendix: Cluster state comparison cheat sheet

In section 4.4 and 4.5 the computation schemes on the di erent cluster states are analysed sep-
arately in order to facilitate easy lookup of a speci c¢ cluster state. The di erent schemes are
discussed and compared in section 4.6, while in this appendix section the schemes are arranged
side by side in Fig. 4.13 for easy comparison.
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Figure 4.13. Setup, cluster state in the logic level, and resulting gate noise of each the DBSL,
BSL, MBSL, and QRL cluster states studied in the sections 4.4 and 4.5. For the DBSL, BSL, and
MBSL, the projection into wires is shown as well, while this is not required for computation on
the QRL.



Chapter 5

Deterministic multi-mode gates on
a scalable photonic quantum
computing platform

In this chapter, the paper \Deterministic multi-mode gates on a scalable photonic quantum com-
puting platform™ of Ref. [33] is presented. This paper is authored by Mikkel V. Larsen, Xueshi
Guo, Casper R. Breum, Jonas S. Neergaard-Nielsen, and Ulrik L. Andersen, and is submitted for
publication.

In this work, following the computation scheme presented in chapter 4 [32] with few variations,
we implement quantum gates by projective measurements on the cluster state generated in chapter
3[31]. We then characterize the implemented gates by multi-mode gate tomography using entangle
inputs. This work is partly experimental and partly theoretical.

Both single- and two-mode gates are demonstrated, and together they constitute a univer-
sal multi-mode Gaussian gate set that allows for universal quantum computation if combined
with Gottesman-Kitaev-Preskill encoded qubits [14]. However, with the inherent noise from -
nite squeezing, the implemented gates are noisy, and we study the gate performance as gate noise
comprising additive Gaussian noise in the quadratures of the computation modes. In this work
we characterize gate noise by gate tomography, and we discuss how to reduce and correct the
gate noise, while in chapter 6 [34] a complete implementation of quantum error correction for
fault-tolerant computation is proposed.

Appendix A and C (page 147 and 153) complements the supplementary information section 5.3
of this chapter, describing the experimental optical table and optimization of basis control.

From www.arXiv.org as pre-print arXiv:2010.14422 (2020).

5.1 Abstract

Quantum computing can be realized with numerous di erent hardware platforms and computa-
tional protocols. A highly promising approach to foster scalability is to apply a photonic platform
combined with a measurement-induced quantum information processing protocol where gate op-
erations are realized through optical measurements on a multipartite entangled quantum state | a
so-called cluster state [1, 2]. Heretofore, a few quantum gates on non-universal or non-scalable
cluster states have been realized [22{29], but a full set of gates for universal scalable quantum
computing has not been realized. We propose and demonstrate the deterministic implementation
of a multi-mode set of measurement-induced quantum gates in a large two-dimensional (2D) opti-
cal cluster state using phase-controlled continuous variable quadrature measurements [2, 5]. Each
gate is simply programmed into the phases of the high-e ciency quadrature measurements which
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execute the transformations by teleportation through the cluster state. Using these programmable
gates, we demonstrate a small quantum circuit consisting of 10 single-mode gates and 2 two-mode
gates on a three-mode input state. The demonstrated quantum computing platform operates
at the telecom wavelength and is therefore easily network connectable. Moreover, fault-tolerant
and universal quantum computing can be realized by increasing the amount of entanglement and
combining it with error-correctable Gottesman-Kitaev-Preskill qubits [14, 39{41].

5.2 Main text

Recent remarkable advances in developing fully programmable quantum computing platforms have
led to a plethora of groundbreaking results in quantum information science including the demon-
stration of fault-tolerant operations on an error-corrected logical ion-trap qubit [122] and the
demonstration of quantum sampling at a super-classical rate in a 53-qubit superconducting quan-
tum computer [123]. Albeit marked progress, the currently realized qubit-based platforms for
quantum computing are still strongly limited in size while the proposed methods for up-scaling are
stymied by signi cant technical challenges.

An alternative is the continuous variable (CV) photonic platform which has recently gained in-
terest due to its proven scalability potential for measurement-based quantum computation (MBQC)
as exempli ed by the generation of 2D cluster states with thousands of modes [31, 37] (where
Ref. [31] is the content of chapter 3) and the sequential operation of one hundred single-mode
gates [25]. In CV quantum computing [2, 14, 108, 118], information is encoded and processed
in bosonic harmonic oscillators | e.g. the optical eld | that are described by states in in nite-
dimensional Hilbert spaces [76, 119]. Although the idea of using CVs for quantum computing
dates back more than 20 years [118], it is only within the last few years that feasible models for
fault-tolerant large-scale CV MBQC were conceived [3, 39, 40, 43, 121]. Our demonstration rep-
resents a critical step towards these CV computing models. It constitutes the rst realization of a
fully deterministic and programmable multi-mode computation platform for MBQC.

5.2.1 Architecture and hardware

In CV MBQC, quantum information processing is realized by teleporting the constituent gates
through a computationally universal cluster state, comprising quadrature entangled modes in a
2D grid [2]. For Gaussian gates, these teleportation protocols are e ectuated by quadrature mea-
surements of the cluster state modes, where the determined gate or sequence of gates is fully
programmed into the phases of the quadrature measurements, i.e. the measurement bases. The
recon gurable and programmable nature of the cluster state quantum computer is illustrated in
Fig. 5.1a by the di erent layers of operation from software to hardware. First, the quantum algo-
rithm is speci ed and subsequently resolved into a certain sequence of single- and two-mode gates,
such as the rotation, shear, squeezing and the controlled-Z gate. This sequence of gates is then
converted into a sequence of phases that nally controls the consecutive quadrature measurements
to e ect the quantum algorithm on the cluster state.

At the hardware level, the processor comprises a 2D cluster state of time-encoded entangled
modes generated by injecting squeezed light (produced by optical parametric oscillators (OPOs) at
the wavelength of 1550 nm) to a setup of two consecutive highly asymmetric ber Mach-Zehnder
interferometers as shown in Fig. 5.1b. The rst interferometer with a delay of produces a time-
encoded one-dimensional (1D) cluster state [9, 19] with two spatial modes, A and B, while the
second interferometer of delay N coils up the 1D cluster state to form a 2D cluster state [31]
represented by a cylindrical graph as illustrated in Fig. 5.1c. The computational logic level of the
cluster state is located just prior to the termination of the second interferometer. Each node of
the graph corresponds to spatial modes A and B in di erent temporal modes, k, with duration

, and the number of temporal modes on the cylinder circumference is N. We have chosen ber-
interferometer delays of 50m and 600 m leading to a temporal mode duration of 250 ns and
N =12.
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Figure 5.1: Experimental setup and computation scheme. (a) Decomposition of a quantum circuit
in a quantum processing unit (QPU) into gates implemented on a cluster state by projective
measurements of the input and cluster state modes. (b) Experimental setup generating a coiled-up
1D cluster state in the logic level where quantum information is encoded. The =4 phase-shifts
transforms the generated H-graph state into a cluster state [32]. Computation takes place in
the logic level using a two-mode measurement device (MD) consisting of a beam-splitter (BS3)
and two homodyne detectors (HDa and HDg) with basis settings controlled using electro-optical
modulators (EOM) driven by an arbitrary wavefrom generator (AWG). Measurement outcomes are
acquired using a digital storage oscilloscope (DSO). The experimental setup is further described
in the supplementary information section 5.3. (c) Coiled-up 1D cluster state in the logic level on
which input states, j o. .si, can be encoded on the circumference. By measuring control modes,
the cluster state is projected into wires on which single- and two-mode gates can be implemented
by gate teleportation. Bright and dark nodes indicate spatial modes A and B respectively, while
the red arrows indicate BSz-operation of the MD. (d,e) Cut-outs of the cluster state showing
implementations of single- and two-mode gate operations, U and V', de ned by the MD basis
settings. Here the coiled-up cluster state at (1) is seen to be projected into wires at (2) prior to
the implementation of gates at (3). The corresponding circuits are shown as well and are further
described in supplementary information section 5.4 together with the computation scheme.

5.2.2 Computation scheme

Input quantum states for computation may be encoded on the circumference of the cluster state,
and for the implementation of the desired quantum gates, they are teleported along the cylinder by
projective measurement of each mode. The actually implemented gate depends on the measurement
bases of the teleportation protocols. Note that the measurements are performed chronologically |
swirling around the cylinder ] and that the order of the measurements is inconsequential. In the
following, we summarize the computation scheme with details described in the supplementary
information section 5.4.

At the logic level, a joint measurement is performed on spatial modes A and B of every temporal
mode k. The two-mode measurement device consists of a beam-splitter (BS3) followed by two
homodyne detectors each measuring in a basis determined by a phase |Ji.e. measuring the



96 CHAPTER 5. DETERMINISTIC MULTI-MODE GATES ON A SCALABLE...

quadrature ®( ) = Rcos + psin  where X and p are the electric eld amplitude and phase (or
position and momentum) quadratures, respectively. Temporal modes of odd k are used as control
modes: Measuring these in basis . = ( 1) D=2 =4 of A and B, the cluster state is projected
into N=2 wires along the cylinder as illustrated in Fig. 5.1c [7]. These wires, which at the logic
level consist of segments of two-mode entangled states, can be used for single-mode computation
by gate teleportation [10]. Performing a joint measurement between mode B;k representing an
input state and one mode, A;k, of a wire segment, the input state is teleported through a gate,
0, to mode B;k + N of the same wire where the operation U depends on the measurement
basis setting, ( axk:; B:x)u (see Fig. 5.1d). To implement two-mode gates, modes of neighboring
wires must be coupled which can be done by changing the measurement basis, ., of some of the
control modes [11, 32]. Depending on the basis setting on the wire modes and the coupling control
mode, (f a:i; B:i0i=k:k+2:k+N:k+N+1:k+N+2)v, & two-mode gate operation ¢ is implemented as
illustrated in Fig. 5.1e.
In the Heisenberg picture, an implemented Gaussian n-mode gate operation transforms the
quadratures as
4° = G¢+ Np; + Dm ; (5.1)

where ¢ = (R1; &P Pn)T and 9= (&% R s pL)T are 2n vectors of quadra-
tures of the gate input and output modes, respectively. For single- and two-mode gates, n = 1
and 2. In Eq. (5.1), the rst term represents the Gaussian gate with G being the corresponding
symplectic matrix that depends on the measurement basis setting. The last term, Dm, represents
a teleportation by-product of displacements with m being a vector of measurement outcomes,
transformed by the basis setting dependent matrix D. Finally, the middle term, Np, represents
noise occurring in the gate with B being a vector of initial momentum squeezed quadratures of
the cluster state modes, transformed by the gate noise matrix N. G, N and D are given in the
supplementary information section 5.4 for di erent basis settings.

An ideal gate transformation is performed when the gate noise and displacement terms are zero.
Since the measurement outcomes, m, are known, the displacement by-product can be compensated
for by feedforward, which is done here by adding Dm to the measurement outcomes of output
state quadratures, §°. The gate noise, however, is only negligible for cluster states generated from
in nitely squeezed vacuum states, i.e. Varfpyg = 0. Such states are however nonphysical and in
practice, non-zero additive Gaussian noise will inevitably occur and must eventually be accounted
for by quantum error-correction. It is interesting to note that while the gate noise critically depends
on the amount of multi-mode squeezing in the cluster, the transformation matrix G can be perfectly
realized independent on this squeezing. This feature is similar to conventional CV teleportation
[124].

5.2.3 Quantum gates

For single-mode gates, the implemented operation corresponding to G in Eq. (5.1) is
( DVR( +=2)S(tan =2)R( +=2); (5.2)

where w = (k mod N)=2 2 f0; ;5g is the wire number, R( ) = el ®*+P)=2 and $(s) =
el ING)RP+PR) gre rotation and squeezing operations, and  depends on the basis settings as =

Ak + B:k. With the basis settings described in the supplementary information section 5.4.1 we
implement the rotation gate, R( ), a modi ed shear gate, FIP( ) = Plel 222 and the squeezing
gate, $(e"). Note, this modi ed version of the shear gate, with FJ = R(j =2) where j = ( 1)%,
makes it possible to implement shear in a single computation step of Eq. (5.2), while Fi can be
compensated for in a second computation step if necessary. fR( ); $(e")g constitutes a universal
single-mode Gaussian gate-set [6], while fR( =2); FIP'(1)g constitutes a universal single-mode
Cli ord gate-set on GKP-encoded qubits [14]. Note that phase-space displacements are ubiquitous
in MBQC, and they are simply accounted for in the measurement results.

We characterize the implemented gates with gate tomography by letting the input mode be
entangled to a reference mode and measuring the quadrature correlations between the reference and
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Figure 5.2: Single-mode gates. (a) Symplectic matrices corresponding to G in Eq. (5.1) for the
implemented rotation, shear (modi ed by ), and squeezing gates, measured by gate tomography
as described in supplementary information section 5.5 and summarized in (b). (c) Measured gate
noise variance in each output quadrature for each implemented gate (solid points). Also, gate noise
compensated by 6dB to account for the e ect of the gate noise matrix N in Eq. (5.1) is shown
(hollow points), in which case it should agree with the initial momentum squeezing variance, which
is independently measured to be 4:4dB (dashed line). Each point in (a) and (c) is extracted from
10000 measurements, while the error bars are estimated as standard deviation when binning the
10000 measurements into smaller datasets. The same is the case for datapoints in Fig. 5.3 and
5.4. (d) Single-mode gate noise as a function of pump power, where zero pump power corresponds
to no squeezing in which case the cluster state is replaced by vacuum. Here the measured gate
noise (solid points) is for R( ), averaged over , % and p, and error bars are estimated as standard
deviation hereof. Black-solid line represents the estimated gate noise using the setup parameters,
while the dashed line corresponds to the case with no correlations. Green and purple lines show the
expected gate noise for more optimal parameters with  90% optical e ciencies and for 7:7 MHz
squeezing bandwidth as in the experimental setup (green), together with a broader squeezing
bandwidth of 100 MHz (purple) || see supplementary information section 5.6 for a derivation and
further discussion.

the gate-teleported output modes [25]. The resulting symplectic matrices are shown in Fig. 5.2a
with the corresponding circuit summarized in Fig. 5.2b | for details, see supplementary information
section 5.5.1. The symplectic matrix elements are seen to agree well with the theoretical values.
The gate noise is shown in Fig. 5.2c. For our computation scheme, we expect a gate noise of
VarfNp g = 4e 2"V (supplementary information section 5.4.1) which is four times larger than
the initially squeezed state variance of e 2"Vy (where Vg is the vacuum variance). Therefore, by
compensating the measured gate noise by the four vacuum units, 1=4 6 dB, we expect to regain
the initially measured squeezing variance of 4:4dB. The compensated noise level is illustrated in
Fig. 5.2c and is seen to agree well with the expected value except for the squeezing gate where the
squeezing level, e" = tan =2, becomes highly sensitive to phase uctuationsin = axk+ B«
for large jrj.

To further demonstrate the impact of the cluster state entanglement, the measured gate noise is
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Figure 5.3: Two-mode gate. (a) Symplectic matrix corresponding to G in Eg. (5.1) for the imple-
mented controlled-Z gate (modi ed by F F) as a function of the coupling coe cient g, measured
by gate tomography (described in supplementary information section 5.5) with the corresponding
circuit shown in (b). (c) Measured gate noise in the four output quadratures for each implemented
controlled-Z gate (solid points), together with gate noise compensated for the e ect of the gate
noise matrix N in Eq. (5.1) (hollow points). The values for compensation are given in the supple-
mentary information Fig. 5.10 for each value of g. The compensated gate noise can be compared
with the initial squeezing variance for cluster state generation, measured to be 4:4dB (dashed
line). Estimation of error bars are described in Fig. 5.2.

plotted in Fig. 5.2d as a function of the OPO pump power that controls the squeezing process. For
vanishing squeezing (zero pump power) where the cluster state is simply a vacuum state, gate noise
of 6 dB is measured, corresponding to the classical limit of our scheme. When increasing the OPO
pump power, the gate noise reduces below this limit due to the increasing cluster state entangle-
ment. The measured gate noise agrees well with that estimated from the experimental parameters
of the setup described in section 3.6.2 [31]. Obviously, for fault-tolerant computation, much lower
gate noise is required. Gate noise with potential improvements of the setup are estimated and plot-
ted in Fig. 5.2d as well. It is clear that higher optical e ciencies and larger squeezing bandwidth
signi cantly decrease the gate noise and can bring the system towards fault-tolerant computation.
See supplementary information section 5.6 for a more comprehensive discussion on gate noise.

To complete the universal Gaussian gate set, we implemented a two-mode gate | a modi ed
version of the controlled-Z gate, (F  FNCz(g) = (F  F¥)ei9® * Here win j = ( 1)V is the
lower wire number of the two wires on which the gate is implemented. The required basis setting
and resulting gate noise is derived in supplementary information section 5.4.2. To shorten the
notation, in the following we denote (F  FJ) simply as FF. Note that the transformation FF
can be easily reversed in subsequent transformations to realize a pure €z (g) gate [32]. Together
with the implemented single-mode gates, fEFFC2(g); R( ); S(e")g constitutes a universal multi-
mode Gaussian gate-set [118], while fEFC (1); R( =2); FIP (1)g constitutes a multi-mode Cli ord
gate-set on GKP-encoded qubits [14]. For gate tomography of the implemented FF € (g)-gate,
quadrature correlations of the output state and reference states entangled to the input states are
measured (see supplementary information section 5.5.2). The resulting symplectic matrix, together
with the corresponding gate tomography circuit, is shown in Figs. 5.3a and b, and the measured
symplectic matrix elements are seen to agree well with the expected values. The gate noise, shown
in Fig. 5.3c, is larger than for single-mode gates since two-mode gates are implemented in two
computation steps and depend on g. By compensating for the e ect of N, we again retrieve the
expected squeezing variance of 4:4dB with good agreement.
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Figure 5.4: Quantum circuit. (a) Circuit encoding a logic qubit in the 3-qubit bit- ip error
correction code, rewritten in terms of the CV FFCz(1) and F 1 = R( =2) gates to take GKP-
encoded qubits as input. (b) Implementation of the encoding circuit (marked by gray area in (a)) on
three coupled cluster state wires, together with the corresponding circuit for circuit tomography
described in supplementary information section 5.5.3. (c) Resulting circuit symplectic matrix
estimated from quadrature correlations of input and reference modes in the circuit tomography.
Here green pads show the expected values, listed for Sgjrcuit in (2). (d) Measured gate noise (green
bars), compared to expected gate noise for vacuum in place of the cluster state (dashed bars).
Also, gate noise compensated for the combined circuit gate noise matrix N is shown (purple bars),
with compensated values given in supplementary information Fig. 5.11. The compensated gate
noise can be compared with the initial squeezing variance for cluster state generation of 4:4dB
(dashed gray line). Estimation of error bars are described in Fig. 5.2.

5.2.4 Quantum circuit

To demonstrate the exibility of combining gates into a quantum circuit, here we implement as
an example a three-mode circuit, which for GKP qubits as inputs states encodes a logical qubit in
the three-qubit bit- ip error correction code (see Fig. 5.4a). The implementation of the circuit on
the cluster state is illustrated in Fig. 5.4b. It includes two FF (1) gates corresponding to qubit
controlled-Z and Hadamard gates, two F 1 = R(  =2) gates corresponding to qubit Hadamard
gates, and eight identity gates which can be thought of as qubit memory and may be unnecessary
depending on the surrounding circuit. The details of the implementation and associated gate noise
are discussed in supplementary information section 5.4.3.

To characterize the performance of the implemented circuit, we perform circuit tomography
similar to the strategy applied for gate transformations (see supplementary information section
5.5.3). The resulting gate symplectic matrix, shown in Fig. 5.4c, is seen to resemble the desired
matrix. In Fig. 5.4d, the measured gate noise is shown and compared to the expected gate noise
for a cluster state with no entanglement. It is clear that the entanglement of the cluster state leads
to a reduction of the gate noise. To verify the measured gate noise values, we back-propagate the
combined gate noise through the circuit by compensating for N (as presented in supplementary
information Fig. 5.11) with the result shown in Fig. 5.4d, and the estimated values agree well with
the initially measured degree of squeezing of 4:4dB. Note that the large total circuit noise stems
from the accumulation of gate noise associated with multiple concatenated gates and the lack of
error correction. To prevent gate noise accumulation as required for fault-tolerant computation,
GKP quadrature error correction should be performed as often as possible, preferably in between
each implemented gate [32].
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5.2.5 Outlook

We have demonstrated the machinery for performing MBQC on our cluster state architecture,
which relies on comparatively low-tech photonic technology at room temperature, and illustrated
its computational exibility by combining 12 gates into a simple quantum circuit. The single- and
two-mode gates can be organized in any order on the six input modes of the cluster state, thereby
allowing for the implementation of an arbitrary six-mode circuit transformation of, in principle,
in nite depth. The demonstrated platform is currently restricted to a six-mode circuit, but due
to its inherent deterministic nature, the platform can be e ciently up-scaled to allow for large-
scale computation. This can be attained by increasing the bandwidth of the optical squeezing
process and complement it with broadband homodyne detectors. Bandwidths of several GHz are
possible [35, 125], so the number of input modes can be increased to several thousands, bringing
the platform well into NISQ (noisy intermediate-scale quantum technology) territory [102, 126].
Furthermore, with the platform’s telecom compatibility, multiple processing units may straight-
forwardly be combined and scaled up without the need of complex quantum transduction. More
generally, instead of the all-temporal encoding used here for constructing and scaling the optical
cluster state, it is also possible to use spectral [20, 96] and spatial [17] degrees of freedom.

To attain fault-tolerant universal quantum computing on our platform, the gate noise must
be signi cantly decreased and the quantum information must be encoded as qubits, such as GKP
qubits. Fault-tolerance is attained by increasing the amount of squeezing of the cluster state to
lower the gate noise and by using GKP ancilla states for quantum error-correction to prevent the
accumulation of noise. The squeezing threshold for fault-tolerance of similar MBQC schemes has
been estimated to be in the range of 10{17dB [38, 43] which should be compared to the state-
of-the-art of squeezing of 15dB [115]. GKP states have been generated in vibrational modes of
trapped ions [101] and in microwave cavity elds [100], but it remains a challenge to produce them
in the optical spectrum [112, 127{130]. Once this challenge has been solved, all ingredients for
fault-tolerant, universal, scalable quantum computing are available.

5.3 Suppl. Inf.: Experimental setup

The experimental setup in Fig. 5.1b is shown here in Fig. 5.5 with more details of the measurement
device including control of the basis settings for di erent temporal modes. The cluster state
generation scheme is similar to the scheme presented in chapter 3 [31], where a detailed description
of the cluster state generation setup can be found in the corresponding methods section 3.3. The
optical table of the experimental realization is presented in appendix A (page 147). To summarize:
Two-mode squeezing in spatial mode A and B is generated by interfering two single mode squeezed
states in a beam splitter denoted BS;. By delaying one mode of the two-mode squeezed states by

and subsequently interfering the two modes (A and B) at beam-splitter BS,, a one-dimensional
(1D) cluster state, namely a dual-rail wire [9, 19] with temporal mode duration of , is formed.
The 1D cluster state is coiled up by a long delay of N to form a cylinder with N temporal modes
in the circumference. Locally on the cylinder surface the coiled-up cluster state can be pictured
as a 2-dimensional (2D) cluster state of parallel 1D cluster states. In chapter 3 the coiled-up 1D
cluster state is then interfered with itself by beam-splitter BSz to form a double bilayer square
lattice [31, 32]. However, for cluster state computation, here we will consider the coiled-up cluster
state just before BS3, while BS3 is part of a joint measurement device for implementing quantum
gates by projective measurements. As such, in the experimental setup, the modes in computation
are located just before BSz, and is marked as the logic level in Fig. 5.5. A computation scheme
in this logic level is presented in chapter 4 [32], while here we use a slightly modi ed scheme as
presented in section 5.4.

In chpater 3 [31], the generated coiled up 1D cluster state is in practice a H-graph state [7].
Here, we rotate the phases of every mode in the logic level by =4 to transform this H-graph
state into a cluster state with real edges. The =4 phase-rotations on both spatial mode A
and B commutes with BSz, and thus for simplicity, in the experimental realization we apply the
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Figure 5.5: Schematics of the experimental setup showing the details of the measurement device
for gate implementation by projective measurements, while details on the setup for cluster state
generation can be found in the methods section 3.3 [31]. Red and blue represents free-space and
single-mode ber optics respectively. In the measurement device P indicates polarization control
while indicates active phase control using a ber stretcher [30]. The required basis setting
sequence in the homodyne detectors (HD) to implement a desired gate is controlled using electro-
optical modulators (EOM) in the local oscillators (LO). The EOM is driven using an ampli ed
two-channel arbitrary waveform generator (AWG), and the measured quadrature time traces are
acquired on a digital storage oscilloscope (DSO). The AWG, scope and sample/hold locking scheme
is triggered from a function generator (FG).

=4 phase-rotations directly onto the the local oscillators, LOa and LOg, of the two homodyne
detectors HDA and HDg. Thus, in the following, the generated state is considered as a cluster
state, and not a H-graph state.

In the measurement device, the phase relation of the input modes of BS; is actively locked by
tapping o and detecting about 1% of the power in spatial mode A, and the DC measurement
value is fed back via a PID to a ber phase controller | a so-called DC-lock. The LO phases
of the homodyne detectors are phase-locked in similar fashion using DC-locks, thereby enabling
stable measurements of the p- and ®-quadrature of the spatial modes A and B. Finally, using an
electro-optical phase modulator (EOM) in each local oscillator, the homodyne detector bases can
be individually and dynamically controlled in each spatial mode for di erent temporal modes. To
prevent technical noise from the probe beams used for phase-locking of BS1¢z and the homodyne
detectors, a sample/hold locking scheme is used, where a probe beam is chopped on and o as
described in the methods section 3.3 [31]. All phase locks are activated when the probe is on, while
when the probe is 0 , the phase-lock feedback is kept constant while acquiring data with basis
settings controlled for each mode by the EOMs to implement a desired gate. Quadrature time
traces from the homodyne detectors are acquired on a digital storage oscilloscope (DSO), and for
each temporal mode k the measurement outcome is extracted using the corresponding temporal
mode function

Nt ke © ;jt kj< =2

i () =
k® 0 ; otherwise

(5.3)

where N is a normalization factor of units s . Here, is optimized to be 2 2:0MHz to
minimize the gate noise. In the data acquisition we measure 228 temporal modes, consecutively,
corresponding to 19 turnarounds of the cylindrical cluster state for N = 12. As shown in section
5.5, this allows us to implemented and characterize multiple gates at once in parallel.

The experimental setup is operated at the telecom wavelength of 1550 nm to minimize propa-
gation losses in optical bers (blue lines in Fig. 5.5). For the short delay line a 50m ber is used
leading to 250 ns temporal mode duration, while for the long delay line 600 m is used leading
to N = 12. For phase locks, ber stretchers of negligible optical losses are used as introduced in
section 2.6.2 [30]. The EOMs for setting the homodyne detection bases are of model MPZ-LN-10
from iXblue with 10 GHz bandwidth. To control the EOMs, a two channel arbitrary waveform
generator (AWG) of model M4i.6631-x8 from Spectrum Instruments with 1:25 GS=s sampling rate
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and 400 MHz bandwidth is used to generate the required waveforms to measure in a basis set-
ting sequence implementing a desired gate. The waveform signals from the AWG driving the
EOMs are ampli ed using THS3491 operational ampli ers (op-amps) from Texas Instrument with
a 8000 V= s slew rate. To compensate for electrical responses in the AWG, op-amps and EOMs,
before the experiment is carried out the AWG waveforms are optimized by inserting each EOM in
a Mach{Zehnder interferometer, and feeding back the resulting applied phase shift from the EOMs
to the AWG in order to update the waveform targeting a desired phase shift sequence. As a result,
we are able to switch the homodyne detection basis from =2 to =2 (both stable within 1% of
the value) within 8ns, followed by a constant phase of the desired value after switching. More
details on optimization of waveforms are presented in appendix C (page 153).

5.4 Suppl. Inf.: Computation scheme

In the experimental setup shown in Fig. 5.1b, and explained in detail in section 5.3, a dual-rail
1D cluster state [9, 19] is generated and coiled up into a cylinder with N temporal modes in the
circumference to form a cluster state with a local 2D topology. The 1D cluster state can be used
for computation along the cluster state [10, 25], but here, with the cluster state coiled up, the goal
is instead to perform computation with information owing along the cylinder, i.e. across the 1D
cluster state. The scheme for doing so is explained in the following, and the required basis settings
for implementing single-mode and two-mode gates are described in section 5.4.1 and 5.4.2, while
in section 5.4.3 we combine single- and two-mode gates to implement a circuit.

In the language of graphical calculus of Gaussian states [7], the generated 1D cluster state
has edge weights of t = tanh(2r)=2 and self-loops of isech(2r) [9], where r is the squeezing
parameter of the initial momentum squeezed states. This is an approximate cluster state with the
variance of the nulli ers,

Naii = Paii t( Raii 1 Rajivr RBiieN 1+ RBjieN+1)

(5.4)
fei =P tRai N 1 Raii N+t Reii 1+ Rejivl)
vanishing in the limit of in nite squeezing:
Varffa.ig = Varffig.ig = Vosech(2r) ¥* 0 ; forr ¥ 1 ; (5.5)

where Vo = 1=2 is the variance of vacuum for ~ = 1, and the subscript indicates the mode numbering
in Fig. 5.6. Since the edge weight, t, depends on the squeezing parameter, r, the required basis
setting for implementing a desired quantum gate will in general depend on r. Such scheme is
described in detail in chapter 4 [32] for the cluster state considered here, namely the double bilayer
square lattice (DBSL). However, in practice, it is inconvenient to have the basis settings depend
on r, as the exact initial squeezing most often is unknown at the point the experiment is carried
out and may vary slightly from time to time. Instead, here we rede ne the generated state to have
the same graph but with edge weights t= 1=2, i.e. we drop the squeezing dependent tanh(2r)
in the edge weights. The resulting 1D graph state is by the de nition in Ref. [4] a cluster-type
state! with the variance of the nulli ers in Eq. (5.4) equal

Varffiaig = Varfiig.jg=2Voe 2" 80 ; forr ¥ 1; (5.6)

which as well vanish in the limit of in nite squeezing. Note that at high squeezing levels where
sech(2r)  2e 2%, the nulli er variances for the approximate cluster state in Eq. (5.5) and the
cluster-type state in Eq. (5.6) are equal, while for vanishing squeezing, (5.5) approaches the vacuum
variance, Vg, while (5.6) approaches 2Vy. Thus, for nite squeezing, the rede ned cluster-type state

1A cluster-type state, with graph vertices g 2 G and connected nodesb 2 N to a, is de ned in [4] as a multi-mode
Gaussian state where the variance of pa b2N, tbRb (here the non-zero variable t, is added by us to generalize
the cluster-type states to have variable edge weights) vanishes in the limit of in nite squeezing. Thus, cluster-type
states are a more general group of states allowing cluster state approximations not covered by graphical calculus for
Gaussian pure states [7].
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Figure 5.6: (a) Section of the coiled-up dual-rail 1D cluster state in the logic level of Fig. 5.1b,
forming a local 2D cluster state of parallel vertical 1D cluster states. Here the bright and dark
modes represent spatial mode A and B, respectively, while temporal mode k = 0 is marked as a
red area. Modes in the gray shaded area are control modes, which are measured in basis *( =4)
to project the 2D cluster state into wires. The red arrow in each temporal mode indicates the
beam-splitter of the measurement device, BS3, and can for the control modes be compensated for
as shown in Eq. (5.10). (b) After measuring control modes, the cluster state is projected into
wires with wire number w = (k mod N)=2. (c) Shows the 1D cluster state generation and wire
projection, while (d) shows the corresponding simpli ed circuit after measurements. Here D and
N corresponds to displacements and noise as described in Eq. (5.7), (5.8) and (5.9).

with t = 1=2 is more noisy than the more traditional approximate cluster state with t = tanh(2r)=2.
Fortunately, we nd that the noise produced by gates implemented on the generated graph state
considered as a cluster-type state is at the same level or, in some cases, even lower than if we use
the graph state as an approximate cluster state. In the following, unless it may lead to confusion,
we will use the term ‘cluster state’ for both cluster-type states and approximate cluster states.
The rules for graphical calculus of Ref. [7] applies to approximate cluster states and are there-
fore, to our knowledge, not necessarily valid for the more general cluster-type states. As a result,
here we will derive the necessary graph transformation. A section of the coiled-up 1D cluster state
is shown in Fig. 5.6a. To perform computation, we need to project the cluster state into wires
along the cylinder, on which gates can be implemented [32]. To do so, control modes (in the grey
shaded areas of Fig. 5.6a) are measured in alternating bases of ( 1) D=2 =4 where odd k is {he
mode number of the temporal control modes in Fig. 5.6a, i.e. measuring ®( =4) = (8 )= 2
of control modes by homodyne detection. From standard graphical calculus of Ref. [7], we expect
this measurement to form new edges of weight 2t as shown in Fig. 5.6b. To see that this is
indeed the case for the cluster-type state with t = 1=2, we consider the 1D cluster state generation
scheme in Fig. 5.6¢c: After measuring the control modes, the generation scheme can be simpli ed
to separate the generation of two-mode entangled states as shown in Fig. 5.6d (to derive this, we



104 CHAPTER 5. DETERMINISTIC MULTI-MODE GATES ON A SCALABLE...

have used the method of calculating quadrature transformations outlined in section 4.8 [32]). Here
D symbolises a displacement in phase-space, D( ), by Ref g and Imf g in % and p-quadrature,
respectively, depending on the control mode measurement outcomes as

h
1 . ..
Dak( ) = ﬁ g Dmax 1+(J DmMak+
i
+(J DMmek+n 1+ (DM Kk+N+1
1 h (5.7)
Dewen( ) ; = ?95 (J+Dmak 1+( J DMak+

i
+( jHrimey+n 1+ ({0 FD)MBkeN+1

where j = ( 1) withw = (k mod N)=2 being the wire number, while i is the imaginary unit, i =

1. Since the measurement outcomes, Ma(g):x, are known, this displacement can be compensated
for by feeding the measurement results forward to displacement operations displacing the wire
modes back. Or, we can simply keep track of the displacements and compensate for them in the

nal measurement outcomes since all operations implemented here are Gaussian operations [2, 5].
N symbolises a quadrature symmetric noise operator, and originate from nite squeezing in the
1D cluster state generation. In the Heisenberg picture, this is represented by adding initial nite
squeezed momentum quadratures, p‘A(B);k, to the the wire cluster state quadratures Rag):x and
Bamyk- Here (Rh gy Paceyi) and (Ra)k: Pace)k) are marked on Fig. 5.6¢,d. The resulting
quadrature evolution of N on the wire mode quadratures is

0 1 0 1 0
Rak 1 1 )
ﬁB-k+N§ N BRe; k+N§ s % 11 § Bak
’ —P= i 5.8
pA;k pA k 2 2 1 1 m3;k+N ( )
Pe:k+N BB :k+N 1
for even wires (w = (k mod N)=2 = even), and
0 1 0 1 0
Ak 1 i
RB'k+N§ N RB k+N + 1 % 1§ Bak 1
' —P= i 5.9
Bk Bk 2 2 1 p=3;k+N+1 (59)
PB:k+N BB;k+N

for odd wires (w = (k mod N)=2 = odd). Since the initial momentum squeezed quadratures,
p‘A(B);k, squeezed by e ", has a Gaussian quadrature distribution with variance Varpr(B);kg =
e 2"Vo and mean hpiA(B);ki = 0, the N-operation adds noise to the wire mode quadratures de-
pending on the initial momentum squeezing, which vanish in the limit of in nite squeezing. From
Eqg. (5.8) and (5.9) the noise added by N is seen to be correlated in the quadratures between two
connected wire modes. This is exactly in such a way, that N can be brought to the left side of
the beam-splitter and phase shifts in Fig. 5.6d, in which case N adds uncorrelated noise in the
two wire-modes before the beam-splitter. Fortunately, for the same reason, the quadrature noise
added by N cancels out in the wiye cluster state nulli ers and when implementing gates, as we
will see later. Finally, note the = 2 anti-squeezing on the initial momentum squeezed states in
Fig. 5.6d. This anti-squeezing leads to a degradation of the \e ective" initial momentum squeezed
variance which becomes 2e 2"V, instead of e 2"V, and is the cost of projecting the cluster state
into another cluster state useful for computation [32].

Similar to the 1D cluster state with edge weights t= 1=2, the projected two-mode entangled
states in Fig. 5.6b,d are cluster-type states with edge weights 2t = 1. After compensating for
the displacements D, the nulli ers are

Nak =Pak  ( DRek+n = Zp,lA;k 1 pzp:B;k+N+1

P_ . P_ .
NBk+N = PBk+n  ( DRak = Zp,la\;k 1 2F’:3;k+N+1
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for even wires with 2t = 1 edge weight, and

p- . _
Nak = Pak  RBk+N = ZgA;k + 2P)'|3;|<+N
Nek+N =Peik+n  ( DRak = Ep,ib\;k + EﬁiB;k+N
for odd wires with 2t = 1 edge weight, such that the variances of all nulli ers become
Varffaeg)kg =4Voe * B 0forr ¥ 1

and thus vanish in the limit of in nite squeezing as required for cluster-type states. Note that the
quadratures added by N in Eq. (5.8) and (5.9) are not present as they cancel out due to their
(anti-)correlations between the connected wire modes in (even)odd wires.

During the projection of the wires in Fig. 5.6¢,d we ignored the beam splitter of the measurement
device, BS3, marked by red arrows in Fig. 5.6a,b (here we de ne a balanced beam-splitter operation
asB =e | &P P =4 gimilarly as in chaoter 3 and 4 [31, 32], and its direction-dependency is
marked below by an arrow pointing from the rst to the second mode of the tensor products).
This is possible when the two spatial modes A and B of the same temporal mode, k, are measured
in the same basis, as is the case for the control modes, since

(5.10)

Thus, the hypothetical measurement outcomes of the control modes before BS3, macg).x, are
extracted from the homrigyne measurement outcomes of Ble measurement device after BS3 as
Mak = (Mex +mM )= 2 and mg.xk = (M+x M )= 2. Note that, since we consider the
computation from the logic-level point of view, the notation used here is opposite to that used
in the language of macro-nodes in [10, 11, 107]. Here ‘A’ and ‘B’ refer to spatial mode A and B
before BS3, while © * and ‘+’ refer to spatial mode A and B after BS3, respectively.

The wire modes in Fig. 5.6b, projected into two-mode cluster states, are now suitable for the
implementation of gates. With N = 12 temporal modes in the circumference of the cluster state
cylinder generated in this work, the coiled-up 1D cluster state is projected into N=2 = 6 wires,
numbered as w 2 f0;1;2;3;4;5g with edge weight ( 1)V. As a result, the generated cluster
state may hold 6 modes in computation, while this can be scaled up simply by increasing N
corresponding to the ratio between the long and short delay lines in the experimental setup.

5.4.1 Single mode gates

Single-mode gates are implemented on each wire, and a single computation step is shown in Fig. 5.7.
The input mode may be switched into the spatial mode B at the logic level using an optical switch,
or is, most often, the output mode of the previous computation step. With a joint measurement of
the input mode and one mode of the two-mode wire cluster state, using the measurement device
consisting of BS3 and two homodyne detectors, the input mode is teleported to the second mode
of the wire cluster state. Depending on the basis setting the input mode undergoes a Gaussian
operation, O, while teleported:

i outiB;k_._N = 0] outiB;k :
Here, O consists partly of a desired gate, G, a displacement by-product, and a noise operation due

to nite squeezing. In the Heisenberg picture, U transforms the quadratures of the input mode
B; k to the output mode B;k + N as

ko _ ) ei_ i
B:k+N =G kB,k +N eiA’k +D m K ; (511)
B;k+N PB:k Bik+N M4k
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Figure 5.7: A single computation step from mode B;k to B; k+N on an even (purple with 1 edge
weight) or odd (green with 1 edge weight) projected wire in Fig. 5.6, leading to the implemented
operation with the quadrature transformation shown in Eqg. (5.11). The black node represents the
input mode, which may be switched into mode B;k using an optical switch in the logic level at
spatial mode B, or may, as most often, be the output of the previous computation step. The red
arrow indicates the beam-splitter BS3 of the measurement device.

where the prime denotes the output mode quadratures after gate implementation. In the following
we discuss each of the three terms on the right-hand-side. G is the symplectic matrix corresponding
to the implemented gate and can be derived to be

G=( )R +Tk ) tanT;k R +Tk : K= Akt BK; (5.12)

where R( ) = e I ®+P)=2 and §(s) = el INIRP+PR=2 gre the rotation and squeezing operations,
respectively, with the squeezing parameter r = In(s) (leading to squeezing in the R-quadrature for
positive r). Note, here a.x and g.k are basis settings of the homodyne detectors in spatial mode
A and B after BS; and should not be confused with the hypothetical measurement outcomes ma:k
and mg.x before BS3. The subscripts ‘+’and * " of . simply notes the addition and di erence of
Ak and g.x. The term N( ,‘?j;k; peB‘;k+N)T represents the gate noise due to nite squeezing in the
cluster state generation. Here p&., and p&., .\ are the \e ective™ initial momentum quadratures

for the two-mode wire cluster state including the = 2 anti-squeezing contribution from the wire
projection shown in Fig. 5.6d, and so, when including the wire projection, the second term in
Eq. (5.11) is

8 ! !
- 1 1 .
_ % P3 ipA'k ! , for w = even
eA:'k 1 1 pB;k+N+l
N pei = ! S (5.13)
B;k+N _ i
_S P; 11 P , forw =odd :

1 1 Phyan

Note, as mentioned previously, the noise added by N does not appear in the implementation of
gates as the added noise is correlated between two connected wire-modes. As a result, with B, .,

being squeezed by e ", symmetric quadrature noise of variance 4Voe 2" is addeqjas gate noise in
each computation step, independent on the basis setting and wire number. Here, qui = 4, with
Ngi being the elements of the gate noise matrix N and q = 1; 2 for single-mode gates, are gate noise
factors. Assuming identical squeezing in all cluster state modes, the gate noise variances of each
quadrature can in general be written as the initial momentum squeezing variance scaled by the
gate noise factors of each corresponding quadrature. Finally, D(m..;m )7 is a displacement by-
product depending on the measurement outcomes. Here, the tilde indicates that the displacements
in the wire projection D in Fig. 5.6 are included. Writing this out, the third term in Eq. (5.11) is

M4k sin . Sin Ak sin gk M 0 )
1 . Mak 1 (5.14)
| I I %mA;kﬂ
+ Pp=
B {1 1 1 @mgyen 1

MpB;k+N+1
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where j = ( 1)". Here, the rst term is the displacement by-product from the gate implemented
by teleportation, while the second term includes displacements from the wire projection. Note
that m . are the measurement outcomes in Fig. 5.7 after BS3, while ma(g).c are measurement
outcomes of control modes before BSg extracted using Eq. (5.10).

We implemented three single-mode gates, namely the rotation gate, R( ) = e ! R +0°)=2 | the
shearing gate P'( ) = el ®°=2, and the squeezing gate S(e") = elr®P+P=2 aach with symplectic
matrices

cos sin 10 e’ 0
R=" “§in  cos P = 1 ST g e
transforming a quadrature vector (%;p)T. fR( ); S(e")g constitute a universal single-mode Gaus-
sian gate set together with displacements in phase-space IBS], while for GKP-encoded qubits on
square grids in phase-space fR( =2); P(1)g, together with ©  displacements in phase-space, leads
to a single-mode Cli ord gate set in the encoded qubit subspace [14]. Note, phase-space displace-
ments are ubiquitous in measurement-based quantum computation, but they are simply absorbed
into the measurement results.
From Eq. (5.12), R( ) is implemented from mode B;k to B;k + N with basis setting

Ak 1 (D) =2

Bk p 2 +( DY =2

such that ( +x; ) = (;( 1Y =2). Note that ( 1)" in . compensates for ( 1)V in
Eq. (5.12). From Eq. (5.12), P( ) cannot be implemented in a single computation step. How-
ever, FIP( ) = R(j =2)P( ) can be implemented in a single computation step, in which FJ
keeps a GKP-encoded qubit within the qubit subspace for = 1, and may be compensated for
in a following computation step if necessary. Here, with j = (' 1)¥, FJ = F for even wires and
Fi =F 1 =FY for uneven wires. FIP( ) is implemented from mode B;k to B;k + N with the
basis setting

Ak — 0
Bk p =2 arctan( =2)
such that +.x« = . = =2 arctan( =2). Finally, $(e") is implemented from mode B;k to
B;k + N with basis setting
Ak — w r
’ =( 1)"arctane ;
Bk S ( ) l

such that ( +.x; k) = (0; ( L)"W2arctane"). For each of the implemented gates, the displacement
by-product is compensated for in the measurement outcomes using Eq. (5.14), while with gate noise
factors of 4 in each quadrature, we expect gate noise variance of 4Voe 2" (with r here being the
initial squeezing parameter in the cluster state generation) added to each quadrature, corresponding
to 6dB relative to the initial momentum squeezed quadrature variance.

5.4.2 Two-mode gate

If, instead of measuring the spatial modes A and B in the same basis for every temporal control
mode, we measure them in di erent bases (such that Eq. (5.10) does not apply), two neighboring
wires will be coupled [32]. This can then be used to implement two-mode gates as illustrated in
Fig. 5.8.

In Fig. 5.8, the projected cluster state corresponds to the cluster-type state discussed for wire
projection in Fig. 5.6. However, instead of measuring all control modes in the  =4-basis, one
temporal control mode is only phase-rotated by ( 1) Y32 =4 but is left unmeasured. The result
is a 10-mode projected cluster state, which is then connected to two input modes, B; k and B; k+2,
via the joint measurement of the measurement device. Measuring all modes, except the output
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Figure 5.8: Scheme for implementing two-mode operations. Due to the many modes involved, the
circuit for the cluster state generation and projection is shown graphically to the left with each
beam splitter represented by an arrow. Here, control modes in the grey shaded areas are phase
rotated by =4, followed by measuring % of the faded modes. The resulting projected cluster-type
state is shown in the center, consisting of two wires (here an even and odd wire on top and below)
and a temporal control mode to couple the wires. By joint measurement of the input using the
measurement device with BSz, as shown to the right, a two-mode operation, ¥, with a desired
two-mode gate is implemented depending on the basis setting.

modes B;k + 2N and B;k + 2N + 2, the states of the input modes are teleported to the output
modes with a two-mode Gaussian operation, ¥, applied depending on the basis settings,

I outl(g:krony:(Bik+2N+2) =Vj inl(B.1):(B:k+2) -

In general, ¥ transforms the quadratures of the input to the output modes as

kB ;k+2N
%ﬁB k+2N+2§ G %RB k+2§ +Np; +Dm ; (5.15)
B k+2N
B k+2N+2 PBk+2

where, again, prime marks the output mode quadratures. Here G, is the symplectic matrix cor-
responding to the implemented desired two-mode Gaussian gate, G,. Np} is the gate noise term
with N being a gate noise matrix and p} being a vector of initial momentum squeezed quadratures
in the cluster state generation. Finally, Dm is the displacement by-product with D being a dis-
placement matrix and m being a vector of measurement outcomes. Here, to shorten the discussion,
instead of writing the quadrature transformation initially in terms of the projected cluster state
guadratures and following measurement outcomes as for the single-mode operations in Eq. (5.11)
(i.e. in terms of Pace):x and m ), in the following we will write the quadrature transformation
directly from the initial momentum squeezed quadratures and measurement outcomes including
the cluster state projection, similar to Eq. (5.13) and (5.14).

The two-mode controlled-Z gate, €z (g) = e'9* % with g being a coupling constant, constitutes,
together with the single-mode gate set FR( ); $(e")g in section 5.4.1, a universal multi-mode Gaus-
sian gate set. Furthermore, for GKP-encoded qubits on square grids in phase-space, €z (1) leads,
together with fF = R( =2); P'(1)g, to a multi-mode Cli ord gate set in the encoded qubit subspace
[14]. However, on the cluster state architecture considered here, €z (g) cannot be implemented di-
rectly. Instead, we implement (F  F1)C(g), with short notation FFIC2(g), where j = ( 1)V
with w being the wire number of the input mode B;k (again F** = F and F 1 = FY). Here, F
and FJ on the two output modes keep a GKP-encoded qubit within the encoded qubit subspace for
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g =1, and may be compensated in a subsequent computation step if necessary. The basis setting
to implement FFI€,(g) from modes B; k and B; k + 2 to modes B; k + 2N and B;k + 2N + 2 is

0 1 0 1
Ak =4
B:k =4
Ak+2 ( DV =4
Bik+2 (D" =4
Ak+N ¢ _ B ( D" =2 arctan(g=2)] (5.16)
B;k+N 0 '
Ak+N+1 ( 1)W =4
B:k+N-+1 ( W[ =4 + 2arctan(g=2)]
AK+N+2 ( D" =2 arctan(g=2)]
Bk+N+2 0

This basis setting includes the settings for the temporal control mode k + N + 1 coupling the two
wires w and w + 1 for the desired two-mode gates, while all other control modes surrounding the
two wires are measured in the regular =4 control mode basis as described at the beginning of
section 5.4.

The displacement matrix, D, and corresponding vector of measurement outcomes, m, is shown
in Fig. 5.9 for the di erent coupling constants g implemented. For the measurement outcomes in m
corresponding to the modes in Eq. (5.16), the direct homodyne measurement outcomes, m ., are
used, while for control modes used to form the projected cluster state in Fig. 5.8, the measurement
outcomes before BSs3, ma().k, are used, extracted using Eq. (5.10). In the characterization of
the gate, the displacement is compensated for in the measurement outcomes of the output modes
B;k + 2N and B;k + 2N + 2.

Finally, the gate noise matrix, N, and corresponding vector of initial momentum squeezed
quadratures, 8, is shown in Fig. 5.10. Assuming all initial momentum squeezed quadratures,
p‘A(B);k, are equally squeezed by e ' such that tllj_)e variances of the momentum quadrature distri-
bution}s_,are e 2'Vp, gate noise of variance e 2"Vo qui is added in each output quadrature. Here,
again, qui are gate noise factors scaling the initial momentum squeezing variance into gate noise
variance with ¢ = 1, 2, 3, and 4 for the output quadratures Rg-k+2n, RB:k+2N+2, PBk+2n and
Pe-k+2n+2, respectively. The resulting gate noise factors are shown in Fig. 5.10.

5.4.3 Circuit

Besides implementing individual gates of a multi-mode universal Gaussian gate set, the cluster
state computation architecture in this work allows quantum gates to be combined universally, with
single-mode gates on each wire by teleportation as described in section 5.4.1, and two-mode gates
between neighboring wires coupled by control modes as described in section 5.4.2. To demonstrate
this, we implement a quantum circuit consisting of 10 single-mode gates and 2 two-mode gates
distributed on 3 modes as shown in Fig. 5.4b of the main text section 5.2. For GKP-encoded
qubits encoded on square grids in phase-space, the implemented circuit corresponds to the encoding
scheme of a logical qubit in the 3-qubit bit- ip error correction code as shown in Fig. 5.4a.

The circuit is implemented with the three input states on mode (B; k), (B; k+2) and (B; k+4),
and output states on mode (B;k +6N), (B;k +6N +2) and (B;k + 6N + 4). Since in this work
the displacement by-product is compensated for in the measurement outcomes, the displacement
of each gate will accumulate throughout the computation. By keeping track of each measurement
outcome, and how they propagate through the subsequent gates towards the output modes, the
displacements are compensated for in the measurements of the circuit’s three output states. Here,
using the expressions for displacements in single- and two-mode gates in Eq. (5.7) and in Fig. 5.9
for g = 1, an accumulated displacement term, Dm, on the circuit output modes is derived, and the
resulting displacement matrix, D, and vector of measurement outcomes, m, are shown in Fig. 5.11.

Each gate of the implemented circuit adds gate noise to the quadratures of the modes in
computation proportional to the initial momentum squeezing in the cluster state generation. To
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Figure 5.9: Displacement matrix D in Eq. (5.15) for implementing the (F  F1)&2(g)-gate. Here the left and right column of matrices show D for
input mode B;k being on an even and odd wire respectively, while each row represents a di erent value of coupling constant g. Indices without
numbers are zero. On top of each column, the vector m of measurement outcomes are shown.
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Figure 5.11: Upper part shows the displacement matrix, D, and vector of measurement outcomes, m, of the accumulated displacement by-products
on the circuit’s output quadratures. The matrix rows correspond to the output mode quadratures Xg-k+6N, RB:k+6N+2, RB:k+6N+4, PB:k+6N,
Pa k+en+2, @aNd Pa-k+en+4. Similarly, the lower part shows the gate/circuit noise matrix, N, and vector of initial momentum squeezed quadratures,
pi, of accumulated gate noise on the circuit’s output quadratures.
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avoid gate noise accumulation, the noise must be removed after each gate implementation. This
can be done by using GKP-encoded qubits for computation and applying GKP error correction
of the computation mode quadratures [14] as often as possible, preferably after each implemented
gate depending on the magnitude of the gate noise. In the work here, however, GKP-encoding
and error correction is not implemented and as a result, the gate noise accumulates during the
computation and thus adds to the circuit output modes. This noise is measured and compared
to the theoretically expected accumulated gate noise which depends on the initial momentum
squeezing. Using the expression for single- and two-mode gate noise in Eq. (5.13) and in Fig. 5.10
for g = 1, and keeping track of the gate noise propagation through each gate of the implemented
circuit, a combined circuit noise term of accumulated gate noise, Np, is derived with the noise
matrix, N, and the vector olginitial momentum squeezed quadrature, py, presented in Fig. 5.11.
The resulting noise factors, i quj, of the output quadratures Xg:k+6N, RB:k+6N+2, RB:k+6N+4,
Pe-k+6N, PB:k+6N+2, aNd Pe-k+en+a fOr g = 1;2;3;4;5; and 6 are also shown. Note that the large
circuit noise is due to the lack of error correction. In fault-tolerant quantum computation the
purpose of error correction is to prevent gate noise to accumulate into such large values.

5.5 Suppl. Inf.: Gate tomography

In section 5.4 we described how quantum gates and circuits are implemented by projective mea-
surements on the generated cluster state presented in section 5.3. Here, we describe the method
of gate and circuit characterization which is based on gate tomography. The procedure is based
on probing the gates using entangled states as input and subsequently determine the quadrature
correlations that remain after the gate operation. This method was also used in Ref. [25] but here
we generalize it to multi-mode gates and circuits.

The implemented n-mode Gaussian gate/circuit, or operation, can be represented by a 2n  2n
symplectic matrix S (referred to in section 5.4.1 and 5.4.2 as G and G») plus gate noise. Here,
we consider the case where the displacement by-products have been compensated for, either by
feed-forward or, as in this work, in the measurement results. Thus, the goal is to estimate S and
the variance of the gate noise in each quadrature. To do so, each of the n input modes to the
implemented operation is entangled to one of n reference modes, and from measuring correlations
of the reference modes and the operation’s output modes we can extract S, while the gate noise
variance can be estimated from measured variances of the input and output modes together with
the estimated S. The corresponding circuit is presented in Fig. 5.12.

The entanglement probes in Fig. 5.12 are prepared by the wire projections shown in Fig. 5.6,
and the resulting two-mode entangled states are formed as two-mode wire cluster states. One mode
of each of the n two-mode cluster state wires serves as an input mode to the implemented n-mode
operation, while the other mode serves as the corresponding reference. The projected wires are
two-mode squeezed states obtained by interfering two squeezed states, as shown in Fig. 5.6d, with
the corresponding quadrature transformations

for a w = odd wire, with a st{.milar transformation for an even wire. Here, the displacement, D, is
compensated for, while the © 2 momentum anti-squeezing contribution and the e ect of N (after
moving N to the left of the beam-splitter and phase shifts in Fig. 5.6d where it adds uncorrelated

noise in connected wire modes as discussed in section 5.4) are combined in an e ective squeezing
of s >e " of the initial input and reference mode momentum quadratures such that

h(R5*")%i = h(%]")?i = aVo=s” ;
h([}EEf')zi — h(pj”)zi — 52V0 :
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Figure 5.12: Corresponding circuit of the gate tomography. Here the controlled-Z gates applied to
the input and reference modes correspond to the projected two-mode wire cluster states in Fig. 5.6,
where s is a combined squeezed coe cient including additional noise from the wire projection. By
measuring the output and reference modes in ®X- and p-quadrature, the implemented gate/circuit
symplectic matrix S can be extracted using Eq. (5.19), while the gate noise can be estimated from
the quadrature variances of the input and output modes. The primed and non-primed quadratures
used in the text are marked with a dashed line.

Vo = 1=2 is the variance of vacuum for ~ =1, and a = 1 for pure states while excess anti-squeezing
is described by a > 1. Note that here we assume the reference and input modes to be equally
squeezed, while the exact values of s and a are unimportant for the purpose here. The resulting
quadrature correlations between the input and reference modes are

hk%noﬁgef'oi = in[)r}refoI = m[)krefol — hkmoprefo — : i &j

hklnokrefol = ;no ref.0 =0 (5.17)
1

hpmokref UI —_ hkln[)pref UI E é 52 VO llj > O

for odd wires with positive edge weight, while similar for even wires with opposite sign of ";
Here the rst line shows quadrature correlations between input and reference modes of di erent
two-mode wire states which are naturally zero.

After the gate/circuit operation the input mode quadratures are transformed by the symplectic
matrix S with entries s;;; while gate noise is added to the output quadratures as

0 1 0 10 .1
R?“t Sl;l Sl;n S1;n+1 S1;2n Rllno
k?}Ut _ Sn;1 Sn;n Sn;n+1 Sn;2n k:'?o +N . 518
out - in0 m . ( . )
p? Sn+1;1 Sn+1;n  Sn+1;n+1 Sn+1;2n 1
p%Ut Son;1 S2n;n Son;n+1 S2n;2n r?o

Here the gate noise vector of the initial momentum squeezed quadrature vector, py, transformed by
the gate noise matrix, N, is described in section 5.4. Using Eq. (5.17) the quadrature correlations
between the input and reference modes can then be used to extract s;;;j since

hk?Ut[ﬁEef'oi =h Si;lkmo + +5i-nkm0 +S__n+1p|1n0 + + Si:2n :1n0 [ef.Oi

J
— Si;j hk}no ref. OI + ;. . h ;nO ref. 0I

= sijj nj
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hk?UtkEEf'Oi =h Si;lkgno + + Si;nki-]no =+ Si;n+1p!|_n0 + + i 2npln0 kref[)
= Sij hk}nOXEef.Oi + Siin+j hp}nok}’ef.oi
= Sin+j
hﬁ?UtﬁEef'Oi =h Sn+i;15til”0 + + sn+i;nki,?0 + Sn+i;n+1ﬁi1n0 + + Sn+is2n hno Ff)refo
= Sn+iij hk}nﬁpjfef.Oi + Sn+i:n+j hp}nOp}ef.Oi
= Sn+ij
h OUtkref “i=h Sh+i; 1*1 + Sn+i;n5§i,:10 + Sn+i;n+1pi1n° +  + Sn+i;2npi,?0 ﬁj[ef.oi
= Sn+iij hkinok}ef-oi + Sn+i;n+j hp}nOREEf'Oi

= Sn+iin+j

for i;j 2 f1;, ;ng. Thus, nally, the symplectic matrix of the implemented operation can be
estimated from quadrature correlations of output and reference modes as
0 1
hk?UtﬁEEf'Oi ="j hk?“tk}ef"’i :"j
S= : : (5.19)
hﬂ?UtpEef'oi :"j hﬁ?UtkEef'oi :"j

Here, "; is estimated from the measurements of the quadrature correlations between input and
reference modes on even and odd wire states individually side by side with the implemented
operations. As such, within even and odd wires, we assume " to be identical for di erent j. This
is a valid assumption, as the gate tomography of each implemented gate (including estimating ";
for even and odd wires) in this work is carried out within 19N = 228 temporal modes, i.e. within
a time period of 228 247ns =56:3 s, while the setup stability allows for a stable setup without
changes for much longer time periods.

Using the estimated symplectic matrix in Eq. (5.19), the variance of the gate noise in Eg. (5.18)
can be estimated as the di erence of the quadrature variance on the output modes and the expected
quadrature variance from the input modes as

% 80 Rout % % 0 Rmol %
out - |n0 -

VarfNpy g = Var pout % E S klng % (5.20)
ﬁ(r)]ut 1 . rl]’]() 1

Here the reference mode is traced out. Similar to "}, Varfk}”og and Varfpj—”og are estimated by
measurements on wire cluster state individually for even and odd wires, both before and after the
gate tomography, but within 19N = 228 temporal modes.

5.5.1 Single-mode gates

In Fig. 5.13 the basis setting layout on the generated cluster state for single-mode gate imple-
mentation and tomography is shown. Since Sisa 2 2 matrix for single-mode gates, 4 di erent
measurements of quadrature correlations of the output-reference mode are required to estimate S.
Thus, with a section of 19N = 228 temporal modes, 8 di erent single-mode gates can be imple-
mented and characterized at once in parallel on 4 wires. The remaining 2 of the 6 wires are used
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Figure 5.13: Basis setting layout with 19N = 228 temporal modes for implementation and char-
acterization by gate tomography of 8 di erent single-mode gates on wire w = 0{3, each in the
regions marked by (1{8). In each region the gate is implemented 4 times in order to measure px-,
XX-, Xp- and pp-correlations between the reference and output modes to estimate the indices S;.1,
S1:2, S2:2 and Sp.1, respectively, of the implemented gate symplectic matrix S by Eq. (5.19). Here,
modes marked by red and blue are measured in ®- and p-basis, respectively, while faded modes are
control modes measured in the =4 basis to form wires. The faded edges to control modes are
only shown to indicate the initial coiled up 1D cluster state before wire projection, and has now
physical meaning here. Even though present in all temporal modes, the beam splitter BS3 is only
shown between spatial modes measured in di erent basis in order to implement the desired gates.
The measurement outcomes before BS3 on all other modes are extracted using Eq. (5.10). Wire
w =4 and 5 are used to estimate the quadrature correlations between input and reference modes,
"j, together with the quadrature variance of input modes in order to estimate the gate noise vari-
ance by Eqg. (5.20). To the right of the cluster state basis layout, the corresponding single-mode
gate tomography circuit of input, output, and reference modes is shown.
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to estimate the correlations between input and reference modes, ", of the two-mode wire states
in both odd and even wires, together with the input mode variance when tracing out the reference
modes. To build up statistics, measurements with the layout in Fig. 5.13 are repeated 10 000 times.
In the following we will refer to such 10000 repeated measurements of the same layout as a set of
measurements.

Each of the implemented single-mode gates, R( ), B( ) and S(e ), are implemented in dif-
ferent sets of measurements with 7 di erent values of , and r. To |l out one set, which can
implement and characterize 8 di erent gates, the value ; ;r = 0 are repeated twice in each
set. From wire w = 4 in each set the input-reference quadrature correlations are estimated to be
“j= 2114 003, 2:15 0:03and 2:14 0:03 for the sets with R( ), P( ) and S(e ), respec-
tively, and are used for gate tomography on w = even wires with negative edge weight. Similarly,
from wire w =5, "; = 2:11  0:04, 2:12 0:03 and 2:11 0:02 are estimated and used for gate
tomography on w = odd wires with positive edge weight. The uncertainties on *'; are estimated as
the standard deviation of the 16 measured quadrature correlations in each wire w = 4 and 5 for
each measurement set. The resulting symplectic matrix for each implemented single-mode gates,
extracted using Eq. (5.19), are shown in Fig. 5.2a as a function of , andr.

Also, using wires w = 4 and 5, the quadrature variances of the input modes when tracing
out the reference mode (i.e. ignoring the reference mode measurement outcome) are estimated
to be (Varfx}”og;Varfp}”Og) = (2:28 0:04;2:67 0:05), (2:33 0:03;2:64 0:03) and (2:31
0:02;2:66  0:02) on wire w = 4 for measurement sets with R( ), P( ) and S(e ") respectively,
and similarly (Varfxj"’g; Varfpi"'g) = (2:30 0:03;2:78 0:04), (2:34 0:03;2:75 0:03) and
(2:31 0:03;2:75 0:03), respectively, on wire w = 5. The uncertainties in the variances of
the % and P quadratures in each measurement set are estimated as standard deviation of the 8
measurements of input modes in each quadrature on wires w = 4 and 5. The resulting gate noise
variances, extracted using Eq. (5.20) with the variance of the output modes measured in each gate
tomography, are shown in Fig. 5.2c. Also, the gate noise variance compensated by the theoretical
gate noise factor of 6 dB is shown, in which case it agrees with the initial momentum squeezing of
4:4dB below the vacuum variance as discussed at the end of section 5.4.1 (a more general discussion
of gate noise is presented in section 5.6).

To show how the gate noise behaves as a function of squeezing, in Fig. 5.2d of the main text
section 5.2 the gate noise of R( ), averaged over ® and p and over the 7 di erent implemented
values of , is shown as a function of pump power relative to the OPO thresholds. The measured
gate noise is seen to agree well with the gate noise expected for the estimated properties of the
experimental setup and is discussed further in section 5.6.

5.5.2 Two-mode gate

When performing gate tomography on the two-mode controlled-Z gate, - (g), the 4 4 = 16
entries s;.;j of the corresponding symplectic matrix S can be estimated by executing the ¢2(9)
gate four times, since 4 di erent input-reference mode quadrature correlations can be estimated
simultaneously using the two reference and output modes of each implementation. The basis setting
layout of 228 temporal modes is shown in Fig. 5.14, in which €, (g) can be implemented with three
di erent values of g. In total, €~ (g) is implemented with 5 di erent values of g distributed on two
sets of measurements with g = 0 repeated twice to Il out the sets.

Similar to the gate tomography of single-mode gates in section 5.5.1, the input-reference quadra-
ture correlations, ", averaged on the two measurement sets, are estimated from wires w = 4 and 5
tobe"; = 2:15 0:04 and 2:13 0:03, respectively, with uncertainties estimated as the standard
deviation of 16 measured quadrature correlations in each wire. From the gate tomography, the
resulting symplectic matrix estimated using Eq. (5.19) is shown in main text section Fig. 5.3a as
a function of g.

From wires w = 4 and 5 the input mode variances, averaged over the two measurement sets,
are estimated to be (Varfx}”og;Varfp}”Og) = (2:36 0:06;2:72 0:04) and (2:34 0:03;2:65 0:04)
on even and odd wires respectively, with uncertainties estimated as the standard deviation of the
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Figure 5.14: Basis setting layout for implementation and characterization by gate tomography of
the two-mode €~ (g)-gate. The notation is the same as in Fig. 5.13 for single-mode gates. The same
€~ (g)-gate is implemented 4 times for gate tomography. As a result, 3 di erent C(g)-gates can
be implemented and characterized within one measurement set of 19N = 228 temporal modes in
the regions marked (1{3). €~ (g) is implemented and characterized for 5 di erent values of g in two
sets of measurements. To the right, the corresponding circuit of the two-mode gate tomography
circuit of input, output, and reference modes is shown.

8 measured input modes per ®- and p-quadrature of each wire. Using this, and the estimated S,
the gate noise variance is estimated using Eqg. (5.20), and shown in Fig. 5.3c as a function of g.
Here, the gate noise variance is also compensated for by the theoretical gate noise factor presented
in Fig. 5.10, in which case the gate noise agrees well with the initial momentum squeezed variance
of 4:4dB below the vacuum variance.

5.5.3 Circuit

The quantum circuit, described in section 5.4.3, is implemented on wires w =1, 2 and 3 as shown
in the basis setting layout in Fig. 5.15. Similar to the €~ (g)-gate in section 5.5.2, all 6 6 = 36
entries of the corresponding symplectic matrix S can be extracted from implementing the circuit
4 times, as 3 3 = 9 indices can be estimated from the three reference and output modes of
one implementation. Two measurement sets are required for full gate tomography of the circuit
implemented on wires w = 1, 2 and 3: One as in Fig. 5.15 where the rst 6 columns of S are
estimated, and a similar set where the ®X- and p-basis settings are swapped on the reference and
output modes in order to estimate the last 6 columns of S.

The rst and last two time steps on all wires, w = 0{5 (though only wire w = 1, 2 and 3 are
shown in Fig. 5.15), are used to estimate the input-reference mode quadrature correlations, "j,
and are estimated to be "; = 2:14 0:03 and 2:12 0:06 on even and odd wires, respectively,
averaged over the two measurement sets. Uncertainties are estimated as the standard deviation
of 12 measured quadrature correlations each for even and odd wires. The resulting estimated
symplectic matrix using Eq. (5.19) is shown in the main text Fig. 5.4c.

Similar to ", the quadrature variances of input modes are estimated from the rst and last two
time steps in each wire when tracing out reference modes by ignoring the reference mode measure-
ment outcomes. The input mode quadrature variances are estimated to be (Varfx}”og; Varfp}”og) =
(2:34 0:05;2:72 0:03) and (2:34 0:04;2:68 0:08) on even and odd wires respectively. Uncertain-
ties are estimated as the standard deviation from 6 measured input modes per ®- and p-quadrature
each in even and odd wires. Using this, and the estimated S, the gate noise variance is estimated
using Eqg. (5.20), and shown in Fig. 5.4d. The gate noise is also shown when compensating for the
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Figure 5.15: Basis setting layout for implementation and characterization of the circuit described
in section 5.4.3, here implemented on wire w = 1, 2 and 3, while wire w = 0, 4 and 5 are not
shown here. The notation is the same as in Fig. 5.13 for single-mode gates. For full tomography
the circuit is implemented 4 times, distributed on two sets of measurements. Here, the rst set
is shown from which the rst 6 columns of the symplectic matrix, S, is estimated. In the second
set for estimating the last 6 columns of S, the - and p-basis settings on all output and reference
modes are swapped. Below the basis setting layout, the corresponding circuit of the multi-mode
circuit tomography with input, output, and reference modes is shown.

theoretical gate noise factors presented in Fig. 5.11, and the resulting gate noise agrees well with
the initial momentum squeezed variance of 4:4dB below the vacuum variance.

5.6 Suppl. Inf.: Gate noise

In this section, we discuss the performance with respect to measured gate noise in the cluster state
computation scheme of this work. Ideal cluster states have nulli ers of zero variance. However, such
ideal cluster states, generated from in nite squeezed states, are non-physical. Instead, as discussed
in section 5.4, we generate approximate cluster states, or cluster-type states, from nitely squeezed
states with nulli er variances that vanish in the limit of in nite squeezing but are otherwise non-
zero. When implementing gates on the cluster state by projective measurement, the inherent noise
in the cluster state from nite squeezing leads to gate noise proportional to the initial squeezing
in the cluster state generation as discussed in section 5.4.1 and 5.4.2 || the gate noise variance in
each quadrature is the product of the initial squeezing variance and the corresponding gate noise
factor.

To prevent gate noise from accumulating on the states in computation, error correction is
required. This can be achieved by encoding the computational states as qubits using Gottesman-
Kitaev-Preskill (GKP) encoding, where qubits are encoded in the bosonic mode quadratures [14].
The gate noise, which appears as noise in the quadratures, can then be corrected with GKP
quadrature error correction with a success probability depending on the amount of squeezing. In
the event of an error in the quadrature error correction, a bit- ip and/or phase- ip error is induced
on the encoded qubit, which can then be corrected with a concatenated qubit error correction code.
A detailed review of GKP encoding and error correction can be found in [14, 112, 113], while in
[3, 32] GKP error correction and resulting qubit error probability is reviewed in terms of gate
noise. To achieve fault-tolerant quantum computation, the probability of inducing a qubit error
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on the GKP-encoded qubits should be lower than the error probability threshold allowed by the
concatenated qubit error correction code. Since this qubit error probability depends on the gate
noise and thereby the initial squeezing, the amount of required squeezing for fault-tolerance depends
on the error probability that the concatenated qubit error correction code can tolerate. Di erent
squeezing levels have been estimated in the settings of cluster state computation, ranging from at
highest 20 dB below the vacuum variance [3], to 17 dB in [38] where excess anti-squeezing is shown
to not a ect the squeezing threshold, and further to 10dB in [43] using topological qubit error
correction codes (though this requires a 3-dimensional cluster state instead of the 2-dimensional
cluster state used in this work).

In the other limit of no squeezing, the generated cluster state is simply a vacuum state. In
this case, a desired gate can still be implemented, as the quadrature transformation is mainly
realized by the feedforward of the displacement by-product, and as such, this is equivalent to
classical teleportation [124]. In this limit, considering single-mode gates, the gate noise is 4 units
of vacuum noise, 4V, as discussed in section 5.4.1, i.e. 6dB above the vacuum variance. Though
single-mode gates can be implemented with less gate noise in classical teleportation, in the cluster
state computation scheme in this work, it is not possible to lower the gate noise below 4Vy =
6 dB without squeezing in the cluster state generation leading to quantum correlations between
the cluster state modes. With e " momentum quadrature squeezing, the single-mode gate noise
becomes 4e 2"V. In chapter 3 [31] the cluster state modes are shown to be inseparable when the
cluster state is generated with more than 3dB of squeezing, while in the work here the cluster
state is generated with 4:4dB of squeezing, which leads to expected single-mode gate noise of

4:4dB + 6dB = 1:6dB = 1:4V,. This expected gate noise agrees with the measured gate noise
shown in the main text Fig. 5.2c, where the gate noise compensated for by 6 dB (hollow points)
is compared to the 4:4dB initial squeezing (dashed line). The same analysis is shown for the two-
mode €z (g)-gate and accumulated gate noise of the implemented circuit in the main text Fig. 5.3c
and 5.4d.

In conclusion, even though the gate noise measured in this work is larger than what can be
achieved with di erent architectures, it is less than what can be achieved with the computation
scheme used here without the presence of a cluster state [32]. In the cluster state computation
scheme here, the function of the cluster state can be thought of as to decrease the gate noise
depending on the cluster state quality in terms of initial squeezing. In the main text Fig. 5.2d, the
measured single-mode gate noise is shown as a function of pump power. At zero pump power where
the cluster state is simply vacuum, we measured 6 dB gate noise as expected, while increasing the
pump power, generating a cluster state, decreases the gate noise. At some point the gate noise
saturates due to optical losses and phase uctuations, limiting the cluster state quality achievable in
the given setup. This is not a fundamental limit but merely a technical challenge. For fault-tolerant
computation, optical losses and phase control need to be optimized to improve the cluster state
quality, while the computation scheme will remain the same as demonstrated here. Even though
some cluster state architectures, like the quad-rail lattice [9, 107], can o er an improvement in the
gate noise by 3dB [32], to achieve fault-tolerant computation it is not enough to simply measure
gate noise less than the vacuum variance, Vo = 0dB; optical losses and phase control need to be
optimized for any architecture. As such, although the gate noise is a good gure of merit, a gate
noise below Vq is not the target || it is gate noise below some fault-tolerant squeezing threshold
which is the target. Below we estimate how the gate noise would scale in more optimal settings of
the computation scheme in this work.

5.6.1 Gate noise in optimal settings

To estimate the gate noise, it is su cient to estimate the initjal quadrature squeezing in the

cluster state generation and multiply with the gate noise factors qui with Ng;i being entries of

th%,gate noiqg matrix N as discussed in section 5.4. For single-mode gates, the gate noise factor

s NZ = i NZ = 4 in both ®- and p-quadrature, corresponding to adding 6 dB to the initial

squeezing, while the gate noise factor for the €z (g)-gate is given in Fig. 5.10. Thus, we need to
rst estimate the initial momentum squeezing in the cluster state temporal modes.
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The temporal modes are de ned by the temporal mode function, f(t), in Eq. (5.3). For the
initial momentum squeezed states in the cluster state generation h&i = hpi = 0, and the quadrature
variance of a temporal mode k becomes

z Z
Varfé\.g = hg%i = f (@) dt  F ()@t dt’
zZ (5.21)

= A ®Of®)ha)a)i dedt’ ; ¢=2%p;

where h&(t)&(t")i and hp(t)p(t)i are the quadrature auto-covariance functions. For momentum
squeezed states generated as output from an optical parametric oscillator (OPO) pumped below
threshold, the quadrature auto-covariance functions are

RO =5 @ )+ e MY,
1 " (5.22)
hj== 0 ( +Mijt % .
HOK)I =5 (t 1) e :
where , , and " are the overall e ciency, the OPO decay rate (or bandwidth), and pump rate,

respectively [79]. In the experimental setup =2 7:7 MHz on average for the two OPO squeezing
sources [31]. p

Inserting Eq. (5.3) and (5.22) into Eq. (5.21), and using that " = P=Pthr. Where P=Pyy,. is
the pump power relative to the OPO threshold, we estimate the quadrature squeezing and anti-
squeezing as a function of pump power for di erent e ciencies. Adding 6dB to the noise variance,
we estimate the resulting single-mode gate noise, which is presented in the main text Fig. 5.2d
for some optimal settings with high e ciencies of 90%. Here, the gate noise is presented
with two di erent OPO bandwidths, namely =2 7:7MHz as in the experimental setup, and

=2 100 MHz for more optimal settings. Predicted gate noise for the current experimental
e ciency of = 77:7% (an average of 78:9% and 76:4% of two tted e ciencies in section 3.6.2
[31]), together with an estimated phase uctuation of =4 , is shown as well and is seen to agree
well with the experimentally measured gate noise. The same analysis is possible for the two-mode
€~ (g)-gate using the gate noise factors in Fig. 5.10. In general, the gate noise is seen to decrease
with increasing e ciencies and pump power. Furthermore, the gate noise is also seen to decrease
with increasing squeezing bandwidth. This is explained by a better coverage of the temporal mode
frequency response by the wider squeezing bandwidth of 100 MHz.

In conclusion, for high enough e ciency and phase control where the gate noise decrease per-
sistently with increasing pump power instead of saturating, the gate noise in the cluster state
computation scheme here can be brought down and eventually allow fault-tolerant computation,
depending on the squeezing threshold set by the concatenated qubit error correction code. Besides
this, the squeezing source bandwidth should be broad enough to cover the temporal modes in the
frequency domain well. This latter condition is especially important to keep in mind when scaling
up the number of encoded modes by reducing the short delay line, , shortening the temporal
modes in time domain and thereby broadening them in frequency domain.
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Chapter 6

A fault-tolerant
continuous-variable
measurement-based quantum
computation architecture

In this chapter, the paper \A fault-tolerant continuous-variable measurement-based quantum com-
putation architecture” of Ref. [34] is presented. This paper is authored by Mikkel V. Larsen,
Christopher Chamberland, Kyungjoo Noh, Jonas S. Neergaard-Nielsen, and Ulrik L. Andersen,
and is submitted for publication.

Throughout chapter 3, 4, and 5 [31{33] the focus has been on cluster state generation and
implementation of gates by projective measurements. Due to nite squeezing in the cluster state
generation, the implemented gates will always be noisy, and quantum error correction is required
for fault-tolerant computation. In this nal theoretical work, we study e cient implementation of
error correction, and we propose a complete and fault-tolerant computation scheme.

While this work utilizes the experience of chapter 2, 3, and 5 [30, 31, 33] to propose an experi-
mentally feasible computation scheme, this work has largely come forward through the theoretical
study in chapter 4 [32]. Note, in this work, instead of R as in chapter 2{5, ¢ represents the electric

eld amplitude (or position) quadrature operator | | apologize for any inconvenience this change
of notation brings the reader.

From www.arXiv.org as pre-print arXiv:2101.03014 (2021).

6.1 Abstract

Continuous variable measurement-based quantum computation on cluster states has in recent years
shown great potential for scalable, universal, and fault-tolerant quantum computation when com-
bined with the Gottesman-Kitaev-Preskill (GKP) code and quantum error correction. However, no
complete fault-tolerant architecture exists that includes everything from cluster state generation
with nite squeezing to gate implementations with realistic noise and error correction. In this
work, we propose a simple architecture for the preparation of a cluster state in three dimensions
in which gates by gate teleportation can be e ciently implemented. To accommodate scalability,
we propose architectures that allow for both spatial and temporal multiplexing, with the temporal
encoded version requiring as little as two squeezed light sources. Due to its three-dimensional
structure, the architecture supports topological qubit error correction, while GKP error correction
is e ciently realized within the architecture by teleportation. To validate fault-tolerance, the ar-
chitecture is simulated using surface-GKP codes, including noise from GKP-states as well as gate
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noise caused by nite squeezing in the cluster state. We nd a fault-tolerant squeezing threshold
of 13.2 dB with room for further improvement.

6.2 Introduction

In measurement-based quantum computation (MBQC), gates are implemented by projective mea-
surements on a multi-mode entangled cluster state, circumventing the complex coherent unitary
dynamics required in conventional gate-based quantum computation [1]. As such, the cluster state
is a critical resource for MBQC, and its number of modes and structural design de nes the size
of a potential measurement-induced algorithm. A particularly promising platform for scaling and
controlling the structure of a cluster state is the optical continuous variable (CV) platform [2, 5],
where large cluster states can be deterministically generated and controlled, and e ciently mea-
sured by homodyne detection. This has been proven by the realizations of large-scale CV cluster
states in both one dimension [19, 20] and two dimensions [31, 37] (where Ref. [31] is the content
of chapter 3). Moreover, the versatility of the CV optical platform has been further corroborated
by the recent demonstrations of single- and multi-mode gates using high-e ciency projective mea-
surements on one-dimensional [25] and two-dimensional cluster states [33] (where Ref. [33] is the
content of chapter 5).

MBQC based on CV is however inherently noisy due to the impossibility of generating maxi-
mally entangled CV cluster states: The generation of maximal CV entanglement requires squeezed
states of in nite squeezing and thereby in nite energy, which is not feasible. Therefore, inevitably,
Gaussian noise will be added to the quantum information during computation. To combat this
additive noise, information is encoded as special qubits in CV bosonic modes of in nite dimension
[13{15]. These CV qubits introduce a certain structure that makes them correctable against noise
using tailored syndrome measurements. However, this comes with the cost of inducing bit- ip
and phase- ip errors on the encoded qubits which must then be corrected by some qubit quantum
error correction scheme. Implementing qubit error correction e ciently in MBQC puts stringent
requirements on the underlying cluster state. As an example, the local connectivity in the cluster
states support only coupling between nearest-neighbor modes, so topological error correction is a
natural choice for qubit error correction [131]. This, in turn, requires a three-dimensional (3D)
cluster state for MBQC [132{134].

Di erent proposals on 3D cluster state generation and topological MBQC exist. Fukui et al.
[43] suggested a scheme for fault-tolerant MBQC based on topological error correction, but their
scheme assumes the availability of a highly complex 3D cluster state of encoded qubits. Wu et
al. [44] proposed an optical setup for the generation of a 3D cluster state using time and frequency
multiplexing. However, in their proposal gates are implemented by gate teleportation through
four-mode square cluster states leading to increased gate noise. In another work of Fukui et
al. [45], an all-temporally encoded 3D cluster state is proposed, but this scheme is experimentally
highly challenging as it requires the construction of 12 squeezing sources and real-time feed-forward
operations. Moreover, no schemes for qubit encoding and qubit error correction was put forward.
The most complete work on CV MBQC to date is carried out by Bourassa et al. in Ref. [46] in
which a computation architecture for the generation of a 3D cluster state combined with topological
MBQC is proposed. However, the suggested architecture is based on spatial encoding, rendering
the number of spatial resources very large (as this number scales linearly with the computation
size). Moreover, their scheme relies on a very large number of experimentally challenging on-line
swap and sum gates which they assume to be ideal.

In our work, we propose a simple, scalable, and complete architecture for topological MBQC and
validate the fault-tolerance of the computation scheme. It is based on gate teleportation on parallel
one-dimensional (1D) cluster states, or wires, arranged in a 3D lattice and coupled by variable
beam-splitters for two-mode gates. As such, the setup is a variation of the well-demonstrated 1D
cluster state generation [19, 25, 31] with added variable beam-splitters. Combined with Gottesman-
Kitaev-Preskill (GKP) encoded qubits [14], the scheme allows for universal computation, while
fault-tolerance is achievable by encoding logical qubits in the topological surface code [135{137].
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Furthermore, the scheme, being based on gate teleportation, is compatible with a recently proposed
GKP correction protocol that dispenses with demanding coupling to ancillary GKP-qubits [42].
We validate the fault-tolerance of the full scheme by a thorough simulation that includes both
noise in the GKP-qubits and gate noise caused by nite squeezing in the cluster state. As a result,
when combining the topological surface code with GKP error correction in the surface-GKP code
[121], we nd a squeezing threshold of 17:3dB. We continue to propose a variation of the surface-
GKP code ] the surface-4-GKP code with four GKP corrections during the surface code syndrome
measurements ]| by which we upgrade the squeezing threshold to 13:2dB while leaving room for
further improvements. If gate noise is ignored, the threshold drops to 10:6 dB, which is comparable
to that found in [43, 46].

The paper is organized as follows. In section 6.3 we present the computation scheme and
describe the implementation of the required gates. In section 6.4 we focus on GKP error correction
within the computation scheme, and in section 6.5 we implement the surface code for qubit error
correction and validate the fault-tolerance properties by performing simulations. In section 6.6 we
discuss the results and conclude the paper.

6.3 Computation scheme

Our computation scheme supports temporal as well as spatial encoding of the cluster state nodes.
The architectural design of the setups for temporal and spatial encoding are shown in Fig. 6.1a
and Fig. 6.2, respectively. Despite the signi cant architectural di erences of the two designs, the
computation schemes for temporal and spatial encoding are identical. Therefore, while focusing on
the temporally encoded scheme in this paper, all the presented methods, results, and conclusions
also hold true for the spatially encoded scheme ] even a combination of the spatial and temporal
encoding architectures might lead to a similar computation scheme with identical conclusions.

The temporally encoded scheme consists of three parts: the preparation of resource states,
the injection of input states at the computational level, and the measurements, enabled by a
temporally delocalized measurement device (TDMD). Note, the term ‘computational level’ refers
to the location in the setup at which information is encoded and computation takes place. In
some of our previous works (chapter 4 and 5) this computational level is referred to as a ‘logic
level’ [32, 33]. However, in this chapter we reserve the term ‘logic’ for qubit error correction in
section 6.5. As ancillary input for the resource preparation, we switch between squeezed vacuum
states, jOiSq, when implementing gates by projective measurements, and GKP qunaught states [42],
J? igkp, When performing GKP error correction. In section 6.4, GKP error correction with ancillary
J? igkp-states is described, while throughout this section we focus on gate implementation with
ancillary jOiSq-states.

At the resource preparation stage, the spatial modes A and B are initially occupie%ly squeezed
vacuum states, jOiSq, which are squeezed along the orthogonal quadratures (¢ = 2 and (¢ +

M= 2, respectively. Here, ¢ and p are the electric eld amplitude and phase (or position and
momentum) quadratures for which we use the ~ = 1 convention, corresponding to a vacuum
variance of 1=2. Each pair of squeezed states is then interfered on a balanced beam-splitter,
leading to two-mode entanglement with dp-correlations. This is an approximate cluster state
equivalent to a conventional two-mode squeezed state (with §¢- and pp-correlations) that is phase-
rotated by =4 in both modes [4, 7]. As a unitary operator for the balanced beam-splitter, we use
B=e i@ B 1 9)=4 wijth corresponding symplectic matrix

0 1
1 10 0
_1B1 1 o0 0§
B—% 0 1 1 (6.1)
0 0 1 1

acting on (&; dy; Pi;P5)" quadrature vectors, and represented graphically with an arrow pointing
from mode i to j. Note, in this work we prepare two-mode cluster states, however, we could
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Figure 6.1: (a) Temporally encoded computational setup of our scheme. The scheme consists of
three parts: The resource preparation (res. prep.); the computational level where the computation
takes place; and the temporally delocalized measurement device (TDMD) for gate implementation
by projective measurements. This scheme utilizes temporal multiplexing of two spatial modes, A
and B, marked in the computational level. (b) Wires of two-mode entanglement at the computa-
tional level shown in the time domain, here for the simple case of nm = 9. Bold lines represent
two-mode entanglement, while thin lines indicate the temporal overlap of A and B. The wires
begin with nm input states in temporal modes 0 to 8, switched in using an optical switch in A of
the computational level. The colors of the wires have no physical meaning and are merely used to
indicate di erent wires. (c) Wires rearranged into a 3D time lattice where the input is encoded
onto the n  m end surface while gates are implemented by teleportation along the wires in the
third dimension. Here, the red arrows represent the rst beam-splitter of the TDMD, while the
dotted blue and green arrows represent the variable beam-splitters of the TDMD. The rst 10
temporal modes of (b) from 0 to 9 are labeled in (c).

as well have considered preparation of conventional two-mode squeezed states (with 4- and pp-
correlations) which are equivalent to cluster states under phase-rotation that may be absorbed into
the measurement bases.

After the interference at the beam splitter, the modes of A are delayed by hm temporal modes,
leading to synchronization of the modes A and B of two-mode entangled states that initially are
separated by nm temporal modes.> The result is nm decoupled wires of two-mode entangled
states, illustrated in the time domain in Fig. 6.1b for nm = 9. Here, each color indicates di erent
wires with the bold lines indicating two-mode entanglement, while the thin lines indicate temporal
overlap of A and B. The nm wires constitute the computational level in which computation is
performed. Using an optical switch, nm input modes to the computation can be switched into
the computational level at A || optical switching has been demonstrated in a continuous variable
quantum setting in [30, 114]. In Fig. 6.1b nine input modes have been switched into A in temporal
modes 0 to 8.

The nm wires can be arranged in a 2D grid such that they form a 3D square lattice, as shown in
Fig. 6.1c. The third dimension is in principle arbitrarily deep. As such, information is encoded on
a surface while computation proceeds along the third dimension by teleportation using the TDMD.
The TDMD consists of a balanced beam-splitter, two variable beam-splitters (VBS), two delays
of 1 and n 1 temporal modes, and two homodyne detectors (HD) measuring A and B in bases
¢( ) = @cos +psin . The arrangement is illustrated in Fig. 6.1a. Each VBS can vary between
two settings: when implementing single-mode gates, the VBSs are left ‘open’ such that the modes
A and B do not interfere, corresponding to f» fi; when implementing two-mode gates, one of the
two VBSs are ‘enabled’ to be functioning as a balanced beam-splitter with the symplectic matrix
in Eg. (6.1) interfering A and B. Such a variable beam-splitter may be implemented in various
ways, for instance as a Mach{Zehnder interferometer with a controllable phase in one arm, or by

1We assume the temporal mode duration and spacing to be equal. In practice, for a pulsed scheme, the temporal
mode duration corresponds to the pulse width, while the nm -delay corresponds to a delay of nm times the temporal
pulse spacing.
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Figure 6.2: Spatially encoded version of the computation scheme illustrated in Fig. 6.1. Here, the
wires originate from individual resource preparations and are coupled through a grid of variable
beam-splitters (VBS). The resulting computation scheme is exactly the same as in Fig. 6.1, but
with the 3D lattice of Fig. 6.1c being encoded in (space)? time instead of (time)3. Spatial encoding
has the advantage of the computation time not being a ected when scaling up the lattice. However,
this comes at the cost of requiring spatially scalable resources. As such, spatial encoding may be
possible on platforms with integrated photonics, whereas temporal encoding may be advantageous
in free-space and ber optical platforms.

polarization control combined with polarization-dependent beam-splitters [114, 138, 139].

When the VBSs are left open, the TDMD simply implements a two-mode joint Bell mea-
surement which enacts a single-mode gate teleportation through the two-mode entangled resource
state [10, 25]. The state in computation is teleported from temporal mode k in A, (A; k), to mode
(A; k+nm). In this process, depending on the HD basis settings, a.x and gk, the gate operation

R(+)S(tan )YR( 1) (6.2)

is implemented on the teleported state, where = ( ax+ B:k)=2.2 Here R( ) =e | (@ +p)=2
and $(s) = el IN(®WAP+PD=2 3re the rotation and squeezing operators. Note, k labels the temporal
modes at the computational level, while at the HDs, modes in A are delayed by n temporal modes
relative to modes in B. All single-mode Gaussian gates can be implemented with two iterations of
Eqg. (6.2) [6].

Enabling one of the two VBSs, two-mode gates can be implemented between nearest neighbours
in the 3D time lattice. Two-mode gates between (A; k) and (A; k+1) are implemented by enabling
the rst VBS, while enabling the second VBS allows two-mode gates between (A; k) and (A; k+n).
In the 3D time lattice of Fig. 6.1c, the VBSs are represented by dotted arrows. To encode the
surface code described in section 6.5, we implement two di erent symmetric two-mode gates:
C2(g) = 9 ¢ and Cx(g) = e 9" P They are controlled-phase gates that displace one mode
in p (or ) by an amount g (or gp) controlled by the other mode. We note that €x(g) does
not correspond to a controlled-not gate. C,(g), or Cx (g), constitutes together with Eq. (6.2) a
universal Gaussian gate set. In practice, €~ (g) and Cx(g) cannot be implemented in a single
computation step without some Fourier by-products of =2 phase-rotations, F = R( =2). To
implement the surface code in section 6.5 with a minimum number of computation steps, we make
use of 4 variations of €z (g) and Cx(g) with di erent by-products, each listed in table 6.1 with
their required basis settings for implementation. These are with by-products of . FY or FY F
when implemented on modes (A;k +nm) (A;k+nm+ j) where j =1 or n depending on which
VBS is enabled. When implementing the surface code, the gates are arranged such that the Fourier
by-products cancel.

2Comparing with Ref. [10], a squeezing operator, dependent on the squeezing of the ancillary  jOi sq-States, is
missing in Eq. (6.2). This is because in this work the two-mode entangled states prepared in the resource preparation
are considered cluster-type states with edge weight 1 [4], similar to in chapter 5 [33], instead of approximate cluster
states in the language of Ref. [7].
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Two-mode gate Basis setting, ( ax; Bk Ak+ji Bik+j)
" F)Cz(0) arctan 2;0;0; arctan 2
Cz@F FY) s +arctan?;5; 55 arctanZ
F FNEx(9) s +arctan2; 5, 55 arctan?
Cx@FY F) arctan 2;0;0; arctan 2

Table 6.1: Two-mode gates with input and output in modes (A; k) (A;k+]) and (A;k+nm)
(A;k + nm + j), respectively, and their required basis settings. Here, j = 1 when enabling the

rst VBS (marked by blue in Fig. 6.1), and j = n when enabling the second VBS (marked by
green in Fig. 6.1). The order of the tensor products are arranged with earlier temporal modes rst.
Note, as apparent from the basis settings, (F¥ F)Cz(g) = Ex(@)(FY F)and C-(g)(F FY) =
Cx(@)(FY F). However, when implementing the gates in the surface code in section 6.5, it is
useful to consider them individually, as we will have the Fourier by-products to cancel.

Finally, as the resource squeezed states jOi , are nitely squeezed, all gate implementations
will inevitably produce excess noise which accumulates on the computational modes throughout
the computation. Due to the Gaussian nature of the quadrature distribution of jOig,, this gate
noise leads to a Gaussian convolution of the quadratures of all computational modes [10, 32, 33].
Assuming the variance of the squeezed quadrature of jOiSq to be 2 = e 2'=2 (where r is the
squeezing parameter), the uncorrelated gate noise is

e =2 2=e %" (6.3)

which will be added symmetrically in each quadrature of the computational modes. In addition
to gate noise, an implemented gate also results in a displacement of the computational modes
depending on the projective measurement outcomes. Since the measurement outcomes are known,
this displacement can be compensated for by another cancelling displacement operation. However,
in practice, these ubiquitous displacement operations need not be executed directly onto the out-
put modes; they can simply be accounted for in post-processing of the measurement outcomes.
Therefore, in this work, we will ignore these displacements, while for practical implementation,
one has to keep these in mind when analysing the measurement outcomes.

For a derivation of implemented gates considered in this section, together with their resulting
gate noise and displacements, see appendix section 6.7.

6.4 GKP quadrature correction

As mentioned above, noise will be added to the computation modes at each gate implementation
due to the nite amount of squeezing of the resource states. To correct for this noise and thus
prevent noise accumulation, we consider a quadrature noise correction scheme that relies on bosonic
qubit encoding in the in nite-dimensional Hilbert space. This noise correction scheme, however,
comes with the cost of introducing qubit errors which must be subsequently corrected by a qubit
error correction scheme. The rst correction layer, the quadrature correction scheme, will be
discussed in this section while the second correction layer, the qubit error correction, will be the
subject of section 6.5.

Several schemes for encoding qubits into bosonic harmonic oscillators of in nite Hilbert space
dimension exist, including cat-codes [13], binomial codes [15], and the Gottesman-Kitaev-Preskill
(GKP) code [14]. Since the gate noise of our computation scheme is additive quadrature noise,
GKP-encoding where a qubit is encoded in the mode quadratures as Dirac combs is most suitable.
The GKP code is also suitable for correcting excitation loss errors since excitation loss can be
converted via quantum-limited ampli cation into additive quadrature noise [109, 140{142]. Fur-
thermore, as the gate noise (with variance given in Eqg. (6.3)) is added symmetrically in phase
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P- 2p, unit
cell. For such encoded qubits, a unBersaI Cli ord gate set is realized by the Gaussian gates
fR( =2);P(1); € (1)g together with ~  displacements in phase space. For a comprehensive re-
view of the GKP code, see [14, 112, 113].

Information encoded in GKP qubit states, j inigxp. IS launched into the computation scheme
at the computational level as shown in Fig. 6.1a. These states are not ideal as they are subjected
to the nite energy constraints (similar to the squeezed states). This means that the uncertainties
of the individual spikes of the quadrature comb of the GKP state are not zero but have a nite
value. Mathematically, the delta functions of the Dirac comb in the GKP state quadrature wave
function are replaced by nitely squeezed Gaussian functions, each with a variance of éKP, and
an overall envelope that satis es the Fourier relations between the orthogonal ¢ and p quadratures
with equally squeezed spikes. In the following, we ignore the overall envelope, which is valid for
su ciently high squeezing, while we assume that the squeezing of the GKP spikes is the same as
that of the jOisq states in the resource preparation,

space, we consider GKP qubits encoded on square grids in phase space with a 2

Gkp= 2=e 2=2: (6.4)

The Gaussian noise accompanying gate implementation results in the variance of the GKP
spikes increasing by gate in both quadratures for every single gate. To prevent this, GKP quadra-
ture correction is performed, preferably after every gate. Traditionally, this is done by coupling
each quadrature to ancillary GKP states, which are then measured, and the result is fed forward to
displacements of the computational qubit (or compensated for in following measurement outcomes)
[14]. This approach, however, requires active two-mode gates which are experimentally hard to
realize online and noisy to implement by projective measurements. Instead, we use the new ap-
proach by Walshe et al. [42] where GKP quadrature correction is realized by qubit teleportation
using ancillary GKP qunaught states and is directly compatible with our computation scheme.
The GKP qunaught state, j? igp, is the 1-level version of the generalized GKP qudit state with
a2 spacing between the spikes in the quadrature wave functions [42, 143]. As such, j? igxp
holds no information, but interfering two j? i states on a beam-splitter results in a two-mode
GKP-qubit Bell state. This state can then be used for GKP-qubit teleportation with support only
on the GKP grid in phase-space so that a noisy GKP qubit is projected into a puri ed GKP qubit
by the teleportation.

The implementation of the GKP quadrature correction in [42] is shown in Fig. 6.3. In the
resource preparation, we switch from jOisq to j? igkp States. After interference on the rst beam-
splitter, a GKP Bell state is prepared at the computational level instead of a two-mode CV cluster
state. For teleportation of a noisy GKP qubit through the GKP Bell state, a Bell-measurement of
the noisy GKP qubit and one mode of the Bell state should be carried out by the TDMD. This is
done by leaving the two VBSs open and measuring in the ¢ and p basis in spatial modes A and B,
respectively. The corresponding graph in a small section of the 3D time lattice is shown in Fig. 6.3
together with the corresponding circuit. The resulting Kraus operator,

R(maime) =N "aeR( ma" 2)2( ma'2); (6.5)

projectsﬁhe noisy ianE state into a puri ed GKP qubit state. Here, X ( mApi) =eiMa P2 and
2( mg 2) =e ims 2¢ are displacements in the ¢ and P quadratures, respectively, depending
on the measurement outcomes ma and mg, N is a normalization factor, also depending on the
measurement outcomes, and

" akp = j0ckpi N0ckp] + jlokpiNlakpi

is a noisy GKP projector. jjekpi (Where j = 0; 1) are approximate GKP Pauli-Z eigenstates with
spike variance identical to that of the initial j? i, states. For simplicity, we assume the spikes in
the j? ig«p states | and hence also the newly projected GKP qubit || to have variance 2 p» just
as we did for j inigkp-
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Figure 6.3: Implementation of GKP quadrature correction by qubit teleportation. Qunaught
states, j? igkp, are injected at the resource preparation state, thereby preparing a two-mode GKP-
qubit Bell state shown as two connected rectangles before the nm-delay. In the computational level
after the nm-delay, one part of the Bell state overlaps in time with the GKP-qubit state to be
corrected, j igkp, Shown as a circle. Setting the TDMD to perform a Bell measurement (the two
VBSs are open and left out in the gure) j ig,p is teleported through the Bell state and projected
into a puri ed GKP qubit state by the Kraus operator in Eq. (6.5). Below is the corresponding
graph as it will appear in the 3D time lattice of Fig. 6.1c as well as the corresponding circuit
diagram.

The output values, ma and mg, are integer multiples of P =2 plus some noise aslgociated
with the nite squeezing of the GKP qubit and qunaught states. As such, the X( ma 2) and
2( mg 2) displacements in Eq. (6.5) mainly corresponds to Pauli-X and Pauli-Z operations on
the encoded qubit, and is a natural result of the teleportation similar to regular qubit teleportation.
These displaceBLents may be compensated for by Ltgitarily displacing the teleported state back in
&P) by mae) 2 rounded to the nearest integer of © , or simply by shifting the nal mergsurement
outcomes. However, due to the Bevitable noise in ma and mg, occasionally mag) 2 will be
rounded to the wrong integer of ©  which then results in a faulty displacement operation. This
induces a qubit error. The probability for this error to occur is [121]

" wep @ @n+)P e ?)

7) = 2 6.6
P @) 2P @ Nt )@ 2] ()
where the residual analogue information, z = R(mA(B)pé), when rounding is given by
$ p- %
P- P p_—m 2 1
R(Ma@) 2) =Map) 2 R 2 5 (6.7)

In Eq. (6.6), 2= 2+ 2,p is the variance of z with 2, being the spike variance of the GKP
qubit before teleportation. For example, if the GKP qubit to be corrected has gone through one
gate, then § = Zxp + Zae Where Z,.p was the GKP qubit spike variance before the gate
and Sate is the gate noise variance in Eq. (6.3). Using the analogue information from the GKP
quadrature correction to improve the concatenated qubit error correction was proposed in [144],
and here, similar to in [121], we use this information through the probability in Eq. (6.6) to improve

the second layer of error correction, the surface code, which is the subject of the next section.

6.5 Surface code

In section 6.4, we showed how to project the continuous variable noise from the nite squeezing in
section 6.3 into qubit Pauli errors by GKP quadrature correction. However, in order to perform
fault-tolerant quantum computation, such Pauli errors must be corrected using an outer quantum
error correcting code. Given the nearest neighbour interactions of the computation scheme in
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section 6.3, topological error correction is a natural choice to use as an outer code. With information
encoded on a surface of the computation scheme’s 3D time lattice, and gates implemented in the
third dimension, we consider the surface code [135{137]. Speci cally, to compute logical X or
Z error rates, we implement the simulation methods of [121] applied to the rotated surface code
[145, 146]. Such simulation methods are adapted to the computation scheme as described in the
appendix section 6.8. We note that the rotated surface code may not be the most resource-e cient
code for our computation scheme since it is rotated 45 with respect to the 3D time lattice, and
thereby, computation modes located in the corner of the 3D time lattice may not be utilized |
the rotated surface code was chosen for straightforwardly reusing the simulation method of [121].
Below, in section 6.5.1, we rst describe the implementation of the surface code, and then consider
it combined with GKP quadrature correction. In section 6.5.2, we then present simulation results
of logical error rates and provide a squeezing threshold.

6.5.1 Implementation of the rotated surface code

A logical qubit is shown in Fig. 6.4a for a distance d = 5 rotated surface code. Information is
encoded in d? data qubits (white and gray circles). The stabilizers of the code are measured using
(d®> 1)=2 ancilla qubits prepared in J+igkp (green circles) and (d®> 1)=2 ancilla qubits prepared
in JO0igp (red circles). In what follows, we refer to green and red ancillas as measure-Z and
measure-X ancillas.

One round of Z and X-type stabilizer measurements is shown in Fig. 6.4b,c. Each stabilizer
measurement consists of four two-qubit gates and is thus implemented in four time steps along
the third dimension of the 3D time lattice in which the surface code is implemented as shown in
Fig. 6.4d. Using the optical input-switch in spatial mode A of the setup described in section 6.3,
the ancilla qubits, initialized beforehand in the jOigp and j+igkp 7 jOigkp + jligkp States, are
switched into the computational level in the temporal modes corresponding to ancillary modes of
the surface code. The measure-Z and -X ancillas are then coupled to neighbouring data qubits
using €z(1) = e % and Cx( 1) = e P P gates, before being measured in the p and ¢ basis,
respectively. To measure such ancillas using the TDMD, the VBSs are left open while the same
basis is chosen in spatial modes A and B in which case the measurements commute with the beam-
splitter of the TDMD. Note that the state initialization and measurement basis for the ancillas
are opposite of what is traditionally used in the surface code since they are coupled to data qubits
via €, and Cx gates instead of sum-gates, CNOT =e ¢ P The reason for not using sum-gates is
that such gates cannot be implemented in the MBQC scheme considered in this work in a single
set of projective measurements. As such, using sum-gates would lead to larger gate error rates
compared to the error rates of the ¢z and €x gates.

While the measure-Z ancillas are coupled to data qubits with a constant coupling rate through
€2(1), the measure-X ancillas are coupled to data qubits with Cx (1) in step 1 and 4 and Cx ( 1)
in step 2 and 3. This is to prevent the propagation of nite squeezing noise among measure-qubits
[121] (though this does not matter in the case of GKP quadrature correction during the stabilizer
measurements as discussed later). Furthermore, since the 2 (1) and Cx( 1) gates cannot be
implemented in a single computation step without Fourier by-products as described in section 6.3,
the surface code is implemented with the two-mode gates listed in table 6.1, and so, for the di erent
two-mode gates in Fig. 6.4 we use

( Y F)Ez(1) ; stepl&3
C(D)F FY) ; step2&4
(F FNCx() ; stepl
Cx(D)(FY F) ; step4
(F FN)Cx( 1) ; step3
Cx( D(FY F) ; step?2

(6.8)

where the rst term in the tensor products is the earlier temporal mode in the computational level.
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Figure 6.4: a lllustration of a logical qubit for the d = 5 rotated surface code. White and gray
circles represent odd and even data qubits, respectively. Green and red circles represent Z- and
X-measure qubits, respectively. The two-mode gate operations are listed in Eq. (6.8) and the
labels 1 to 4 indicate the time steps in which those gates are implemented. (b,c) lllustration of one
round of syndrome measurements including the initialization of the encoded GKP ancilla qubits,
4 time steps for the coupling between the data and ancilla qubits by 4 measurement-induced two-
mode gates, and a measurement using the TDMD. For the surface-GKP code, GKP corrections
are performed on data qubits at the beginning of a surface code syndrome measurement cycle. For
the surface-4-GKP code, GKP quadrature corrections are performed on all data and ancilla qubits
after each gate. (d) Orientation of the surface code in the 3D time lattice of the computation
scheme in Fig. 6.1. Here, the surface code is encoded in two dimensions of the time lattice with
vertices corresponding to encoded GKP qubits, while gates are encoded in each step along the
third dimension of the time lattice. (e,f) Example of qubit errors induced by GKP quadrature
correction in the surface-4-GKP code. In (e), an X Pauli error occurs on a measure-Z ancilla after
the rst two-mode gate of a surface code syndrome measurement round. The error then propagates
to neighbouring data and measure-X ancillas via the subsequent two-mode gates used to measure
the surface code stabilizers. In (f), a 2 Pauli error occurs on a data qubit after the rst two-mode
gate and propagates to two measure-X ancillas.
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In this way, the Fourier by-products of step 1(3) and 2(4) cancel as FFY = FYF = f on measure-
Z and odd data qubits, and becomes FF = FYFY = { on measure-X and even data qubits.
Hence such terms have no in uence on the encoded information and do not propagate errors.
For CV noise, [ on even data qubits cancels with ' on measure-X qubits when phase-space
displacements propagate in-between measure qubits.

We proceed to combine the surface code with GKP quadrature correction, the so-called surface-
GKP code. Commonly, in the surface-GKP code, each round of syndrome measurements consists
of correction of the GKP data qubits followed by measurements of the surface code stabilizers.
In this way, qubit errors induced in the GKP quadrature correction is corrected by the surface
code [43, 121, 147]. However, in the usual surface-GKP code, gate noise accumulates during all
four gates of the stabilizer measurements in Fig. 6.4b,c. We propose to modify the scheme to
perform GKP quadrature correction of each mode after every implemented gate. In other words,
for each Z- and X-stabilizer measurement, GKP quadrature correction is performed four times,
and we refer to this as the surface-4-GKP code. Unfortunately, when doing so, qubit errors are
induced during the surface code stabilizer measurements with a large impact on the fault-tolerant
error threshold [137]. Two examples of induced qubits errors, and how they propagate during
the stabilizer measurements, are shown in Fig. 6.4e,f. Here, a qubit X error on a measure-Z
qubit, induced in the GKP quadrature correction after the rst gate of the stabilizer measurement,
propagates to three data qubits as 2 errors through the €, gates (while an initial 2 error will not
propagate through €2). From there it further propagates to two measure-X qubits through Cx
gates. Similarly, a 2 error on a data qubit after the rst two-mode gate propagates as X errors
to measure-X qubits through Cx. These errors lead to faulty syndrome measurements, and may
therefore lead to wrong error recovery inducing logic errors, but even then, we will nd a signi cant
improvement of the surface-4-GKP code over the surface-GKP code. Note, in the case here with
GKP quadrature correction after every gate, having 1 coupling rate in Cx ( 1) of step 2 and 3 is
unnecessary, as all CV noise is immediately corrected. However, since a 1 coupling rate requires
no extra resources and is solely controlled by the basis settings in table 6.1, we keep it like this to
compare with the surface-GKP code.

Finally, the surface code Z- and X-stabilizer measurement outcomes from d rounds of syndrome
measurements are recorded in 3D Z- and X-spacetime graphs. Here, ‘space’ traditionally refers to
the plane of qubits in the surface code, but in our implementation this ‘space’-plane is encoded in
time on a surface of the 3D time lattice. Minimum-weight perfect matching (MWPM) [148, 149] on
these graphs is then used as the decoding algorithm to determine data qubit errors and the resulting
error recovery. In practice, the error recovery is simply handled by using and updating a Pauli
frame [111, 150{152], similar to how feed-forward can be handled in MBQC by compensating for
by-products in the following measurement outcomes [2, 5]. Using the residual analogue information
from the GKP quadrature correction to infer the probability of inducing a qubit error, the edges
of the spacetime graphs are weighted for the MWPM algorithm to nd error paths of highest
probability. With four GKP quadrature corrections of each mode in one round of syndrome

measurements, multiple error probabilities are combined in each edge weight as
!

1 Y
Prot = 1 1 2pi] ;

where p; is the probability given by Eq. (6.6) for one GKP quadrature correction taking values
between 0 (no error) and 1=2 (minimal error information). With propagating qubit errors, it
is not straightforward how to combine error probabilities of di erent GKP qubits, but here we
have done as follows: Errors on a measure qubit, both induced by GKP quadrature correction
and propagated from other modes, are combined on the corresponding vertical edge representing
a measurement error. Errors on a data qubit, both induced by GKP quadrature correction and
propagated from other modes, are combined on the corresponding horizontal edge of the following
round of syndrome measurements where the data qubit errors will be detected, except for 2(X)
errors on odd(even) data qubits induced in the rst step, which are instead included in horizontal
edges of the current round of syndrome measurements as they will be correctly detected there. For
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Figure 6.5: (a) Simulated logic Z and X error probability of the surface-4-GKP code as a function
of the (identical) squeezing of the jOisq-states used for gate implementation, the GKP qubits
encoding the surface code and the j? i -states used for quadrature correction. The logic error
probability is shown for di erent code distances d, and the fault-tolerant threshold where the logic
error rate decreases with increasing code distance is seen to be at 13:2dB of squeezing. Error bars
of standard deviations are estimated by bootstrapping. (b) Squeezing threshold of the surface-4-
GKP code as a function of the probability with which a j? i -state is replaced with a jOi_ -state
in the resource preparation. Here, the threshold is estimated as the crossing point of the d = 7
and d =9 logic error rates. For zero replacement probability, the threshold is that of (a).

the probabilities to correctly add up in the MWPM, the edge weights in the spacetime graphs are
taken to be 109, (Pot)-

6.5.2 Simulation results

To establish a fault-tolerant error threshold, we numerically simulate the complete scheme. The
GKP-encoded data and measure qubits and the qunaught states, j? igp, are all initialized with
= 2 = e 2'=2 variance of the wave functions’ GKP spikes as described in section 6.4.
The anC|IIary squeezed vacuum states for gate implementation, jOISq, are equally squeezed by
2 = g 2'=2 leading to quadrature-symmetric gate noise of variance Sate =22=¢%as
described in section 6.3. Using the Monte Carlo method, logical qubit error rates are simulated
as a function of squeezing using up to 100000 simulation samples with a stopping condition at
the occurrence of 500 combined logic 2 and X qubit error events. The resulting logical 2 or X
error rate (they are equal) is shown in Fig. 6.5a for di erent code distances d as a function of
squeezing level, while the logical ¥ error rate is smaller. The decibel scale is de ned relative to
the vacuum variance, 10log;o[ ?=(1=2)]. The resulting squeezing threshold from where the logic
error rate decrease with increasing code distance is found to be 13:2dB of squeezing.

For comparison, in the appendix section 6.8 we also simulate the error rates of other scenarios
with the simulation results shown in Fig. 6.6. For the surface-GKP code with a single GKP
quadrature correction before the surface code stabilizer measurements, the squeezing threshold
increases to 17:3dB. This is signi cantly higher than the 13:2dB squeezing threshold of the
surface-4-GKP code due to accumulation of gate noise during the stabilizer measurements. To
compare with other MBQC schemes with topological error correction where gate noise is typically
not taken into account, and so only includes nite squeezing noise from GKP states, we simulate the
surface-4-GKP code with gzate = 0. The resulting threshold is 10:6 dB of squeezing which agrees
well with the 10dB reported in [43] and the 10:5dB reported in [46]. Finally, to see the impact of
using the residual analogue information of the GKP quadrature correction in the weighting of the
spacetime graphs for MWPM decoding, we simulate the surface-4-GKP code with xed weighting
based on variances of each mode at each point in the code similar to [121]. As expected, the result
is a slightly larger squeezing threshold of 14:1dB.
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While the GKP code has been experimentally realized in trapped-ion and circuit QED systems
[100, 101, 153], GKP state generation in optical platforms is yet to be demonstrated, although there
are many recent proposals [112, 128{130, 154{156]. At rst, GKP state generation is most likely
going to be probabilistic. In [46] it is proposed to combine multiple GKP state generators with
optical switches, and then switch between generators with a successful preparation of a GKP state.
In this way, the success probability of the GKP state generation, p,, can in principle be brought
arbitrarily close to 1. Since the surface-4-GKP code requires a large supply of j? ig,p States, we
consider as our nal analysis the multi-GKP state generation scheme of [46] for j? igp resource
state preparation. If all the generators fail to prepare a j? igp State in a given temporal mode
for GKP correction, a deterministically generated squeezed vacuum state, jOiSq, is used instead. In
this case, if j? igp is replaced by jOisq in spatial mode A(B), only the () quadrature is corrected
in the GKP quadrature correction, while the other quadrature accumulates gate noise of variance

gzgate during the correction [42]. The resulting fault-tolerance squeezing threshold is shown in
Fig. 6.5b as a function of the probability 1 p-» of replacing j? igp States by jOiSq states. Here,
for each point, the threshold is estimated as the crossing point of the logic error rates for surface
code distances d = 7 and d = 9. For zero replacement probability, 1 p, = 0, where j? ig«p
states are always successfully generated, the squeezing threshold is the same as in Fig. 6.5a. For
increasing replacement probability, the squeezing threshold level increases as expected, while it
seems to converge to in nite squeezing around 1 p,  0:95. Note, here we still assume successful
encoding of the surface code. l.e., the data and measure qubits switched into the setup as j inigkp
in Fig. 6.1a are successfully prepared as GKP qubit states. With probabilistic optical GKP state
generation, this may be possible using state storage of a probabilistically prepared GKP state until
it is switched into the computation scheme [157{160].

6.6 Discussion and conclusion

In this work, we have proposed a simple but complete architecture for optical CV MBQC that
includes quadrature noise correction and qubit error correction using topological codes. The setup
consists of simple optical devices such as beam-splitters, delays, optical switches, and variable
beam-splitters, where the latter two can be decomposed into beam-splitters and optical phase
shifters. The scheme allows for both spatial and temporal encoding, with the temporally encoded
version requiring just two squeezing sources. A universal Gaussian gate set is directly imple-
mentable, while universal qubit computation is made possible by feeding the setup with GKP
states, thereby supplying the required non-Gaussianity [39{41]. As the computation scheme is
based on gate teleportation on wires of two-mode entangled states, the setup naturally supports
the new GKP quadrature correction scheme in Ref. [42], circumventing the need for on-line active
two-mode gates coupling to ancillary GKP states. Finally, by arranging the GKP qubits in a 2D
plane of the cluster state that allows for nearest-neighbor interactions, topological codes can be
realized. By encoding a variation of the surface-GKP code | the surface-4-GKP code | we show
fault-tolerant computation to be possible above a certain squeezing threshold by simulating a logic
qubit memory, or an identity gate, of the surface-4-GKP code. In the surface code, Cli ord gates
can be implemented by braiding [137] or lattice surgery [161] implemented by regulating the sur-
face code syndrome measurements, while non-Cli ord gates may be realized using magic states
distilled from GKP qubits prepared in a magic state [39, 40] and injected into the surface code as
input states [137, 162].

The fault-tolerant squeezing threshold is found to be 13:2dB. The estimation of this number
takes into account the nite squeezing values of GKP states as well as the gate noise stemming
from the nite squeezing values of the generated cluster state on which gates are implemented
by projective measurements. However, this squeezing threshold leaves room for improvements:
The decoding algorithm from Ref. [121] used here is optimized to detect qubit errors occurring
in between the surface code stabilizer measurements. For the surface-4-GKP code, due to the
repeated GKP stabilizer measurements in one surface-code cycle, Pauli errors arising from gate
failures are induced during the stabilizer measurements which can result in errors that are correlated
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on both data and ancilla qubits and can reduce the e ective code distance of the surface code.
However, the full e ective code distance of the surface code can be retained by adding space-time
correlated edges to the spacetime matching graphs of the surface code decoder, which may also
improve the squeezing threshold [163{166]. Note, that such modi cations are solely implemented
at the software level of the error correction decoder and thus requires no modi cations to the
setup. Another improvement may be found in the gate implementation: Due to the similarity
of the GKP quadrature correction and gate implementation, it might be possible to combine the
two transformations in one step, that is, implementing a gate while correcting the quadratures.
Although the quadrature correction is only considered on single wires [42], it might be possible
to generalize it to the two-wire case by which two-mode gates could be implemented during GKP
quadrature correction, thereby eliminating gate noise coursed by nite squeezing. If this is possible
while maintaining the GKP quadrature correction quality of Ref. [42], the resulting squeezing
threshold reduces to 10:6 dB as shown in the appendix section 6.8.

The squeezing thresholds in this work are derived by assuming a particular noise model in
which all resource states are nitely squeezed while all optical propagation and detection losses
are set to zero. In practice, however, losses cannot be neglected. Let us denote the transmission
of the setup by . For Gaussian states, 0 < < 1 leads to the formation of mixed states with
reduced e ective squeezing. This can be reformulated as an ideal, loss-less setup ( = 1) with
mixed squeezed vacuum states as input having a lower e ective squeezing, and some excess anti-
squeezing that does not a ect the measurement-based computation [38]. As a result, for <1
the 13:2dB squeezing threshold corresponds to the e ectively measured squeezing. Now, for the
GKP states, besides a Gaussian convolution in the quadratures, < 1 leads to a \shrinking" of
a GKP state in phase-space. To see this, consider the Heisenberg picture with modeled as a
beam-splitter of transmission. In this case, an amount 1 of vacuum is mixed into the state,
adding noise to the guadratures, while a share 1 of the state is lost, \shrinking" the state in
the quadratures by ™. The quadrature shrinking is more detrimental to GKP spikes far from
the phase-space origin, which are naturally delimited in GKP states of nite squeezing due to the
overall envelope in the quadrature wave function. For GKP-states with 13:2dB of squeezing, we
assume this e ect to be negligible on the qubit error probabilities for reasonably high e ciencies |
we estimate & 0:95 to be doable on optical platforms. We also note that the shrinking e ect can
be counteracted by linear ampli cation which on the other hand will further reduce the amount
of squeezing [109, 140{142], e ectively resetting to unity at the cost of lowering the e ective
squeezing of the GKP state. Again, the estimated threshold of 13:2dB refers to the required
squeezing after such actions have been implemented. Another detrimental e ect that has not
been directly accounted for is interferometric phase uctuations. Similar to optical loss, phase

uctuations lead to mixed squeezed states of reduced squeezing and excess anti-squeezing as well
as mixed GKP states with an impact that increases with the quadrature value.

Finally, we comment on the scalability of the computation scheme. For the temporal encoding
in Fig. 6.1, the number of modes in which GKP qubits can be encoded for computation, i.e. the
size of the encoding plane in the 3D time lattice, depends on the nm-delay in the resource prepa-
ration. Increasing the delay length increases the number of encoding modes. However, doing so
also increases the optical propagation loss, which puts a limit on the useful delay length. Thus, to
continue scaling up, nm must be increased by shortening the temporal modes, in turn increasing
the demands on the squeezing and detection bandwidth. In [35], squeezed light with a band-
width of 2:5THz was demonstrated, limited by the phase-matching condition of the non-linear
down conversion process, while in [36], detection of squeezing up to 3 THz sideband frequency
was demonstrated. Assuming proper squeezing, experimental control, and detection in a 2:5 THz
bandwidth de ning temporal modes of  1=2:5THz duration, and assuming a propagation e -
ciency above 0.95 (0:23dB attenuation) in a low-loss optical ber with low optical attenuation
of 0:15dB=km, up to nm 10’ computation modes may be realized in the temporally encoded
computation scheme. For the spatial architecture in Fig. 6.2, scalability is similar to other schemes
based on spatial encoding. It relies on the availability of resources, and is suitable for integrated
photonics [167]. Finally, temporal and spatial encoding may be combined: Consider multiple tem-
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porally encoded computational devices, each as in Fig. 6.1. Using the optical switch at the setup
computational level, computation modes can be switched in and out between di erent devices.
Since the setup is optical, the devices are simply connected by optical bers between the switches
of each device without the need of quantum transducers. Furthermore, with the switch being mode
selective, each mode of an encoded logical qubit in the surface code can be transferred without
the need of decoding and re-encoding the logical quantum state, while measurement of the surface
code stabilizers after transfer may be used for error-correcting the transfer line. This is not only
suitable for combining temporal and spatial encoding for up-scaling, but is also useful in a quan-
tum internet scheme [168, 169], and is made possible by the optical architecture combined with
temporal multiplexing on the transfer lines.

6.7 Appendix: Gates by projective measurements

To derive the gates implemented by projective measurements in section 6.3, consider one compu-
tation step on two parallel wires,

(6.9)

where the red arrows represent the rst beam-splitter in the TDMD, and the gray arrow represents
the blue or green VBS in the TDMD for j = 1 or j = n, respectively. Here, a two-mode input state
(separable or not) is encoded in modes (A;k); (A; k + ), while the two{mode entangled states are
prepared at the resource preparation stage, and can be written as

where jOiq D is a squeezed vacuum state, squeezed along the (¢ p)=p§ guadrature, and similarly,
jOiq and jin are squeezed along the ¢ and p, respectively. As such, the two-mode entangled
states correspond to two-mode squeezed states rotated in phase-space by =4, turning them into
approximate cluster states with tanh 2r edge weight and isech2r self-loops, where r is the squeezing
parameter of the initial squeezed vacuum states [7, 44]. Alternatively, we can consider the two-
mode entangled states more generally as cluster-type states [4], here with edge weight 1, for which
the implemented gate is independent on the squeezing, r, which then only a ects the gate noise [33].
The two situations are equivalent: One can change from the former to the latter by normalizing
the edge weight [10]. Here, we will consider cluster-type states, since implementing a desired gate
in practice (without considering the resulting gate noise) then requires no prior knowledge of the
squeezing level.

For single-mode gates the VBSs of the TDMD are left open, and the dashed arrow in Eq. (6.9)
represents f\A;k f\B;kﬂ-. In this case, we can ignore the second wire, and focus on a joint projective
measurement of the input mode (A;k) and one mode of the two-mode entangled state, (B;k),
resulting in gate teleportation to the output mode (A;k + nm) | exactly the same derivation can
be made on the second wire of mode (A;k+j), (B;k+j), and (B; k+nm+j). The corresponding
circuit is
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where jOi, in (A;k +nm) is replaced by R( =2) j0i,, only to follow the traditional convention of
cluster states with initial squeezing in p quadratures. Using the method in the appendix section 4.8
[32] with ( a:x; B:k) being the basis setting determining the implemented gate, the corresponding
quadrature transformation in the Heisenberg picture can be derived to be

qDA;k+nm =G q\A;k +N pB;k +D mA;k
A:k+nm F}A;k pA;k+nm mp:k

Here, G is the symplectic matrix corresponding to the desired single-mode gate operation in
Eq. (6.2),

_ 1 1
N= 1 1
is a gate noise matrix, and
p-
2 COS B:k COS A:k

D= —— . .
sin(2 ) sIn gk sin Ak

is a displacement matrix. Since ( ax; B:k), Ma:k and Mgk are known, D(ma.x; Me:k)" can be
compensated for by displacing the teleported state back by D(ma.x; Mg:k)", or simply by taking
this displacement into account in the following measurement outcomes. With nite squeezing
in the ancillary modes such that Varfpg.xg = Varffax+nmg = 2 = e 2"=2, the noise term
N(Pg:; Pax+nm)" leads to quadrature-symmetric gate noise in 4%, ,,, and P, nm Of
gzate = Varfpg kg + Varfpax+nmg = *":

In the Wigner function picture, this gate noise corresponds to convolutions in both quadratures by
a Gaussian function of variance Satei each followed by the application of a corresponding Gaussian
envelope due to the Fourier relation between ¢ and ¢ [10, 32].

When implementing two-mode gates by enabling the rst or second VBS of the TDMD, the
corresponding circuit is

We do not derive a general expression for the implemented gate as a function of the basis setting
( Ak Biki Ak+j: Bk+j). Instead, we use the method introduced in chapter 4 [32]: A cost func-
tion is de ned based on the implemented gate, a desired target gate, and the gate noise, which
is then used in a global search to nd the basis setting that implements a desired gate with the
minimum gate noise. The resulting basis settings for the gates required to implement the surface
code are shown in Table 6.1. We note that those settings only implement two di erent gates since
FY F)YEz@) =Cx@)(FY F)and C-(@)(F FY)=Cx(@)(FY F). The reason for considering

them as four di erent gates is to make the implementation of the surface code more intuitive. The
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basis settings are not unique: other settings exist that implement the same gates with equal gate
noise.

The quadrature transformation when applying the basis settings for two-mode gates is

1 1
A k+nm
%QDA k+nm+J =G %@A k+_]
A k+nm Paik
A k+nm-+j 0 IQA,k“_fLJ 0 1
Pe:k Ma;k
+N%0A'k+nm §+D%m8;k g:
Pe: k+j MA;k+j
BAk+nm-+j MpB;k+j

Again, G is the symplectic matrix corresponding the implemented two-mode gate.
D(Ma;k; Me:k; Ma:k+j; mB;kﬂ-)T is a displacement in phase-space with

0 p- _ _
25:2 05 1-P7  Pe.
D= % 5=2 1|:O 2 0 5= 2§
0 2 9
0 0 2
for (FY F)Cx(g) and Cx (g)(FY F), and
0 _ 1
0 s B o
_B..0 0 2
D= %’25 2 oIo 1='8§ §
5=2 1= 2 0 5 2

for - (@)(F FY) and Cx(g)(FY F), both of which can be compensated for, just like for single-
mode gates. N(Pg:k; Pa:k+nm; Pa:k+j; Pak+nm+j)' represents gate noise where

1 1 0

_Bo o 1§
N‘%l 1 0
0 0 1

leads to quadrature-symmetric gate noise of variance

R O PFr O

gate :Varpr;kg + Varpr;k+nmg

=Varfpg.k+jg + VarfPa:k+nm+j0
— 2r .
=e ;

which conveniently equals the gate noise variance of single-mode gates.

6.8 Appendix: Simulation

To simulate the logic qubit error rate of the surface code, we adopted and modi ed the simulation
in Ref. [121] to the computation scheme of this work. The simulation method is well-described in
appendix B of Ref. [121] and is summarized here with focus on the modi cations. In the simulation,
quadrature noise is simulated as stochastic normally-distributed variables for each quadrature of
each mode i, § and }. For GKP-states, | and | are initialized with random samples from
N (0; ckp), Where N(0; ) is a normal distribution of zero mean and 2 variance. After each

gate, independent random samples from N (0; gate) are added to 5 and :, as gate noise. As for
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homodyne measuretﬂents, C'I or l‘J is read out, and the logic value is determined from the closest
integer multiple of . Note that, unlike in Ref. [121], we do not consider measure noise or idle
noise. In optical platforms, homodyne measurements are carried out with near-unity e ciency
(any loss is assumed to just degrade the squeezing as discussed in section 6.6). Furthermore, in
MBQC no modes are idle since modes not performing any tasks still have to teleport through the
computation step and thereby acquire gate noise instead of idle noise.

For the two-mode gates in the surface code, the simulation here di ers from Ref. [121] by using
€2 (1) and Cx( 1) gates instead of sum-gates. For a two-mode gate between modes i and j, the
quadrature noise variables are updated as

. 5 + randG( Zaee)
q q gate
Iod b+ randG( 2y
5 S b +randG( Zu)
i i 2
IO TEE I el
q q p gate
ool + randG( Zac)

where randG( 2) returns a random value from N (0; ).

For GKP quadrature correction, instead of coupling to ancillary GKP qubits through sum gates
as in Ref. [121], the mode to be corrected is teleported through a two-mode GKP qubit Bell state
as described in section 6.4. The Bell state is prepared by interfering two GKP qunaught states,
denoted ?1 and ? 2,

dl= randG( 4xp) . <%= randG( &yp)
o= randG( &xp) = 2= randG( &xp)

on a beam-splitter, p
21 21 ?2)=" )
q q 9 7"h
21 21 22)="5
P P P h
22 21, ?22y-"5
q (g7 + q9)=_2
22 214 22y="75.
P (p™+ p)= 2:

To teleport, the mode to be corrected, i, and ? 1 are interfered on a beam-splitter and measured
in ¢ and P, respectively, with outcomes

P3 3.

— (1 ? 1= . — (i ? 1=
mA—((I4 q)_ ) mB_(;I)+p)_

Finfigly, to comqggsate for the Pauli by-products of the qubit telepgtation (displacements by pﬁ,
ma 2 and mg 2 are rounded to the nearest integer multiple of ©

$ p_ %
P-. p—- m 2 1
P(Ma@) 2) = A8 C 5 (6.10)

which is then used to displace the teleportation output mode, ? 2, back,

?2 ?2 +P(mAp§)

q q .
22 224p(mg 2):

For the sake of simulation, we pass the corrected output mode to the input mode, 5 32

and 5 32, such that mode i can be reused in the following gmulation. The probability of

having induced a qubit error by rounding to a wrong integer of in Eq. (6.10) due to input
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Figure 6.6: Simulation results of all four simulated cases. Here, the case of the surface-4-GKP
code using p (z) is the results shown in the main text Fig. 6.5. Error bars of standard deviation
are estimated by bootstrapping.

p p
the residual analogue information, R(ma) 2) = Mag) 2 P(mae) 2), in Eq. (6.7) through
the probability in Eq. (6.6). Finally, it is used for weighting the spacetime graphs of stabilizer
measurement outcomes for the MWPM decoding. Here, 2 in 2= 2+ 2, _ of Eq. (6.6) is the
quadrature variance of the input mode, and is carefully kept track of in the simulation based on
previous gates and corrections.

In one simulation, d + 1 rounds of surface code stabilizer measurements are carried out. Data
GKP qubits are initialized in round 1 with 2, variance. To stabilize the data qubits, measure
GKP qubits and qunaught states are initialized in round 1 to d with 2, variance, followed by
noisy gates and measurements to build up the spacetime graphs. In the last round, d + 1, measure
GKP qubits and qunaught states are initialized with zero variance to carry out ideal syndrome
measurements for determining logic qubit errors induced in round 1 to d. To build up statistics,
for each squeezing level and code distance, d, this process is repeated 100000 times, or until a total
of 500 logic X and 2 errors are detected.

We have simulated four di erent cases, shown in Fig. 6.6. In three cases, GKP states (qubits
and qunaught states) and squeezed vacuum states are initialized with equal variance, 2.p =

2 =e 2'=2, which from Eq. (6.3) and (6.4) leads to  Z,;e =2 &yp- In this way, the surface-GKP
code with GKP quadrature correction before the surface code stabilizer measurements, and the
surface-4-GKP code with four GKP quadrature corrections during the stabilizer measurements,
was simulated. To see the impact of using the analogue information from the GKP correction in
the weighting of the spacetime graphs, the surface-4-GKP code was simulated using

noise in ¢ and §, together with initializati&n noise of 7', 1, 72 and 2, is inferred using

X 1 Zenpt vy
Per( )= P— o de =29 (6.11)
n2z 2 @n+3)"

instead of Eq. (6.6) [121]. By integrating the wave function marginal distribution in the odd
GKP bins, perr( ) infers the qubit error probability only based on variances without taking the
projective measurement outcome into account. Finally, to compare with other MBQC schemes
supporting topological error correction, but only taking noise from GKP-states into account, the
surface-4-GKP code is simulated using g, = 0.
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Chapter 7

Conclusion

In this thesis, work further towards the realization of continuous variable (CV) measurement-
based quantum computation (MBQC) in Ref. [30{34] was presented. This includes experimental
work on cluster state generation, gate implementation, and temporal multiplexing, as well as
theoretical work on noise performance analysis, error correctable computation schemes, and fault-
tolerant computation. In chapter 3, the generation of a two-dimensional (2D) cluster state was
realized, while a computation scheme on this cluster state was presented in chapter 4. In chapter
5, the implementation of a universal Gaussian gate set on the generated cluster state was then
presented. Both of these experimental demonstrations operates at the telecom wavelength, and
take advantage of ber optics utilizing the developed techniques in chapter 2. The generated cluster
state and implemented gates are noisy due to nite squeezed and experimental imperfections as
optical ine ciencies and phase uctuations. In chapter 4, a noise analysis was carried out of the
demonstrated computation scheme together with other proposed schemes [9, 11, 37]. From this
analysis, it was concluded that certain architectures are preferable for most e ciently utilizing the
available squeezing, and the requirements for error correction was discussed. Based on this, in
chapter 6 a new computation scheme was presented that allows error correction, and the scheme
was shown to be fault-tolerant for a certain amount of squeezing. Below, the work of each chapter
2{6 are summarized and concluded individually.

In chapter 2 [30], an optical switch was used for temporally multiplexing a single squeezing
source to prepare two-mode entangled states in two spatial modes. Although this is not directly
relevant to the following experimental work of this thesis, experimental techniques were developed
including optical delay, e cient in- ber phase control, and ber-based homodyne detection, each of
which has been applied in chapter 3 and 5. Furthermore, in fully functional MBQC architectures,
optical switching plays an important role in switching di erent quantum states in and out of a
computation, routing between di erent computations, and connecting to di erent detectors [5, 12,
46, 60, 170].

In chapter 3 [31], a 2D cluster state generation scheme was proposed and demonstrated. This
work was done in parallel with a similar work by Asavanant et al. demonstrating a 2D cluster
state [37]. A cluster state of two dimensions is the minimum number of dimensions required for
universal computation: One dimension for encoding a multi-mode input state in multiple cluster
state nodes, and another dimension for implementing gates by projective measurements. As such,
this work opens for the implementation of a programmable multi-mode quantum circuit. In the
validation of the generated cluster state using the van Loock-Furusawa separability criteria [103],
linear combinations of nulli ers are demonstrated to successfully bring down the required squeezing
threshold to 3 dB for validating genuine inseparability of the cluster state. This improvement is to
be compared with a squeezing threshold of 6 dB when following previous applications of the van
Loock-Furusawa separability criteria [19, 37] without considering linear combinations of nulli ers.

In chapter 4 [32], a computation scheme was proposed for the cluster state demonstrated in
chapter 3, and noise analysis was carried out on this scheme as well as on other computation
schemes on 2D cluster states, namely the cluster state demonstrated by Asavanent et al. [37], the
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bilayer-square lattice (BSL) in Ref. [11], and the quad-rail lattice (QRL) in Ref. [9]. All of the
considered schemes allow for universal computation when combined with the Gottesman-Kitaev-
Preskill (GKP) encoded qubits [14]. The three cluster states of chapter 3, by Asavanant et al., and
the BSL, are all shown to have similar noise performance. This is despite the fact that the cluster
state generation scheme in chapter 3 is experimentally simpler comprising only two squeezing
sources and three interfering beam-splitters. The QRL cluster state is shown to be optimal due to
a simpler entanglement structure in the logical level (or in between the corresponding macronodes
in the language of Ref. [9, 11]).

In chapter 5 [33], following the computation scheme proposed in chapter 4, a multi-mode Gaus-
sian gate set was implemented on the generated 2D cluster state by projective measurements.
Besides implementing a multi-mode gate set, in chapter 5 di erent gates are combined in a simple
quantum circuit to demonstrate the programmability of the scheme. The implemented gates and
circuit are characterized by multi-mode gate tomography. This was done by transmitting single
modes of two-mode entangled states through the gates/circuit and measuring the quadrature cor-
relations of the two-mode entangled states after applying the gates/circuit. Due to nite squeezing
in the cluster state generation, the implemented gates are noisy. To characterize the gate perfor-
mance, gate noise, comprising Gaussian noise added in the quadratures, is derived from the gate
tomography. Although the resulting gate noise is large, the gate noise is shown to agree well with
the available squeezing, and it was discussed how the gate noise can be made arbitrarily small by
improving optical e ciencies, phase uctuations, and squeezing bandwidth.

Finally, in chapter 6 [34], a computation architecture was proposed, supporting error correction
to combat noise due to nite squeezing. Based on the analysis in chapter 4, the proposed scheme
is designed with a simple cluster state structure that matches the noise performance of the QRL.
With GKP states as inputs, the scheme supports the GKP quadrature correction scheme recently
proposed in Ref. [42], preventing active on-line coupling to ancillary GKP qubits. To correct GKP
qubit errors, gates are implemented on a three-dimensional cluster state supporting topological
qubit error correction. By combining GKP quadrature correction with the topological surface
code, the scheme is simulated to be fault-tolerant given 13:2dB of squeezing in both the cluster
state generation and the supplied GKP states, with room left for further improvements.

7.1 Outlook

In recent years, multiple simpli cations have appeared to ease the realization of universal and
fault-tolerant MBQC in the CV regime. These simpli cations include cluster state generation by
linear optics and o -line squeezing [7], improved squeezing thresholds using the residual analog in-
formation from GKP quadrature correction [43, 144], GKP magic state distillation, and universal
computation with Gaussian gates rendering non-Gaussian gates unnecessary [39, 40], etc. However,
for universal fault-tolerant MBQC in the CV regime, important challenges are still to be tackled.
Most obvious is the preparation and preservation of high quality squeezing to minimize CV noise,
as well as the encoding of a qubit (or another discrete level system) into the in nite-dimensional
Hilbert space of bosonic modes to allow correction of CV noise. For the latter, GKP-states has
shown advantages [109, 112, 113, 140]. While GKP-states have been prepared in ion-traps [101]
and in the micro-wave regime [100], generation of GKP-states on an optical platform is still an ex-
perimental challenge although proposals exist [112, 128{130, 154{156]. For high-quality squeezing,
as of today, squeezing of 15dB has been demonstrated [115], while maintaining similar squeezing
quality in a cluster state generation and computation setup is a matter of experimental improve-
ments. Below, few other, possibly less challenging, problems that deserve attention are discussed.

Throughout the work presented in this thesis, temporal encoding is considered by time mul-
tiplexing of the spatial resources. This has the advantage of keeping the number of required
spatial resources at a manageable level. In temporal encoded computation schemes, scalability is
achieved by adjusting the delay lengths. However, due to propagation losses, an upper bound on
the maximum delay length exist, and to keep scaling up, the temporal mode duration is reduced as
discussed in section 6.6. Doing so requires increasing the squeezing bandwidth, which is an active
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research topic with a 2:5 THz squeezing bandwidth recently demonstrated in Ref. [35], limited only
by phase-matching in the parametric down-conversion process. However, experimental control of
increasing bandwidth is required as well. The short temporal modes need to be detectable, and
towards achieving this, there have been recent demonstrations on the detection of squeezed light
in the tera-hertz regime using an optical parametric ampli er [36]. Additionally, phase control of
local oscillators, as well as other active components, is required to operate at an even larger band-
width to change settings in between temporal modes. In the proof-of-principle work in chapter 5,
basis settings are changed within 8 ns between temporal modes, while in Ref. [25], Asavanant et
al. managed to change basis settings within 2 ns. However, to properly utilize tera-hertz squeezing
bandwidths, the ability to change computation settings within pico-seconds is to be developed.

An alternative to all-temporal encoding is the frequency and spatial encoding. In spatial en-
coding, information is encoded in space while gates are typically implemented in time as proposed
in [46]. Such realization scales similar to other spatially encoded platforms including supercon-
ducting qubits and ion-traps, each based on coherent dynamics instead of gates implemented by
projective measurements. In frequency encoded platforms, information is encoded in frequency
modes, while gates can be implemented in the frequency or time domain [8, 11, 44, 171, 172].
Similar to all-temporal encoded schemes, scalability in frequency encoding is as well limited by the
squeezing bandwidth. 2D cluster states and implementation of programmable gates are still to be
demonstrated in spatial and frequency encoded schemes.

For optical switching of quantum states of light in and out of an optical computation device, an
e cient and fast optical switch is to be developed. In chapter 2, optical switching was demonstrated
with a switching time of  50ns and 17% optical transmission loss. To achieve fault-tolerant
computation 17% loss is unacceptable, and fast optical switches with high transmission e ciency
are required. In Ref. [114] optical switching of < 7% loss and 10ns switching time was realized
with polarization control and a polarizing beam-splitter (PBS), and similar performance can be
expected using phase control in an interferometer. In such settings, not just on/o -switching is
realized, but a variable beam-splitter is realized by the continuous polarization or phase control.
Thus, on the experimental side of the work presented in this thesis, a straightforward next step is
to implement such variable beam-splitter in the cluster state generation and gate implementation
setup of chapter 3 and 5, both for switching input states into the computation, but also to work
towards architectures with active on-line optical control as in the proposed schemes of chapter 6
and Ref. [46].

Another requirement to experimental control is the ability to feed measurement results forward
in the computation and use them to implement gates conditioned on the measurement results.
We may consider two kinds of feedforward: feedforward to implement conditioned displacement
gates, and feedforward to implement other conditioned operations. For circuits implemented with
all-Gaussian gates (remember, non-Cli ord gates can be implemented using GKP magic states
and Gaussian gates [39{41]), conditioned displacement can simply be accounted for in the nal
homodyne measurement outcomes, since displacements continue to be displacements when propoa-
gated through Gaussian gates (although with di erent displacement coe cients). As a result,
active feedforward is not required for conditioned displacement gates. This includes conditioned
displacements in GKP quadrature correction, compensation of by-product displacements when im-
plementing gates by projective measurements, and implementing Pauli operations on encoded GKP
qubits. For feedforward to implement other kinds of conditioned operations, active feedforward
is required when the conditioned operations cannot simply be taken into account in the measure-
ment results. An important example hereof is the case of non-Cli ord gates implemented using
magic states. For instance, the qubit =8-phase-gate implemented by gate teleportation using a
GKP qubit Hadamard eigenstate requires a conditioned shear-gate [14]. As a result, in this case,
active feedforward is required to adjust the basis settings of some following projective measure-
ments to implement the desired shear-gate based on previous measurement outcomes. The gates
implemented by projective measurements in chapter 5 are without active feedforward, while for
universal computation active feedforward becomes necessary, either if implementing non-Gaussian
gates [5], or if implementing non-Cli ord GKP-qubit gates using magic states. Thus, future work
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can be the implementation of active feedforward on the setup presented in chapter 5 and requires
fast processing of the measurement outcomes and feedforward to dynamic phase control of the local
oscillators for homodyne detectors. While feedforward is applied in the eld of quantum sensing
using fast processing with a eld-programmable gate array (FPGA) [173{175], active feedforward
is still to be demonstrated in the settings of CV MBQC.

Finally, besides experimental improvements, it is important to keep developing the theoretical
side to simplify the experimental requirements. Examples hereof are the work by Baragiola et al.
by wich non-Gaussian gates has become unnecessary for universal computation on GKP encoded
qubits [39], and the work by Walshe et al. by witch active on-line coupling to ancilla GKP qubits
through sum-gates can be avoided in GKP quadrature correction [42]. A next step in the theoretical
work of this thesis would be to improve the squeezing threshold for fault-tolerant computation
in the architecture presented in chapter 6. As discussed in section 6.6, few improvements may
be considered. This includes optimizing the decoding applied in the topological surface error
correction code, while gate noise may be reduced if it is possible to combine two-mode gates
and GKP quadrature correction in a single computation step as similar to single-mode gates in
Ref. [42].



Appendix A

Optical table

The optical table with the experimental setup of 2D cluster state generation and gate implemen-
tation in chapter 3 and 5 is shown in Fig. A.2. Feedback and control electronics for the setup are
shown in Fig. A.L.

For demodulation and Pl-controllers, the setup includes 9 RedPitayas (STEMlab 125-14) (RP)
FPGA boards as shown on Fig. A.1. Here the RPs of RP rack 1 are synchronized by using the
crystal oscillator of RP3 for RP5 and RP13 as well. This is in order to use the modulation of RP3,
driving the free-space EOM, to demodulate in RP5 and RP13 for the OPO cavity Pound-Drever-
Hall lock. Similar, in RP rack 2 the RPs are synchronized by using crystal oscillator of RP9 for
RP4, RP6, and RP11 as well. In this way, the modulation from the parametric gain lock (Probe-1
pzt. and Probe-2 pzt.) can be used for demodulation in a AC phase locks in RP4, RP6, and RP11
as well. This is used for the homodyne detector as described in appendix B.

Figure A.1: Feedback and control electronics of the experimental setup in Fig. A.2. Abbreviations:
RedPitaya (RP); function generator (FG); computer (PC); arbitrary waveform generator (AWG);
digital storage digital storage oscilloscope (DSO). Inputs and outputs are shown in Fig. A.2.
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Figure A.2: Optical table for the experimental setup in chapter 3 and 5. Optical bers (yellow paths) are not to scale. Feedback and control
electronics are shown in Fig. A.1. (Legends may be too small to show on printed version || see PDF version.)



Appendix B

Phase locking in 2D cluster state
generation

In chapter 3, a 2D cluster state is generated by interfering two spatial modes three times with
optical delays in between. For each point of interference, the relative phase on the balanced beam-
splitters are controlled using phase locking. In this appendix the required con guration of each
phase lock is derived.

Part of the experimental setup for 2D cluster state generation is shown in Fig. B.1. The
input to the setup is squeezed vacuum states, squeezed along the ®X-quadrature, but for phase
locking, a coherent seed beam is injected into each of the two inputs during the locking period
of a sample/hold locking scheme as described in section 3.3. From the parametric gain lock of
the two squeezing sources, the seed beams are modulated with frequencies fa and fg in spatial
modes A and B. This modulation is shown in Fig. B.1 as arrows on the seed beams in phase-space.
In general, frequencies less than 100 kHz is used for modulation (in chapter 3 fa = 90kHz and
fs = 55kHz was used). For such modulation frequencies, in the following we can ignore the e ect
of the two optical delays of 50m and 600 m, corresponding to 250ns and 3 s, on the modulated
coherent seed beams.

To start with, we review the e ect of a =2 phase rotation and the balanced beam-splitter
in phase-space. We use the same de nitions as in chapter 3{6 (in chapter 2 slightly di erent
de nitions was used). The =2 phase rotation transforms the quadratures as

(B.1)

Here the quadrature transformation is shown in phase-space as well, which will become useful later.

Figure B.1: Schematics of the =2 phase rotation and three beam-splitters in the 2D cluster state
generation. In the experimental implementation, the beam-splitters are implemented with 50:50

ber-couplers. For more details on the setup, see section 3.3. For the used modulation frequencies,
fa and fg, the 50m and 600 m delay can be ignored in this appendix.
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The balanced beam-splitter transforms the quadratures as

(B.2)

We start with the rst phase-lock used to prepare two-mode squeezed states (or EPR-states):

From the squeezing sources, the seed beams are located along the amplitude quadratures, %, and
modulated in the phase quadratures, f, as shown above (this is done by locking the parametric
gain in the squeezing sources to de-ampli cation of the seed beams). After the =2 phase rotation
using Eg. (B.1), the seed in spatial mode B is along the p-quadrature. Using Eq. (B.2), after
the beam-splitter the two seed beams are interfered as shown above to form seed beams in spatial
mode A and B along X +p and ® 3, respectively. Using a tapping mirror, the interference is
detected in spatial mode A and fed back to a phase-controller, , in spatial mode B before the
beam-splitter. The phase-controller consist of a ber-stretcher driven by a piezoelectric actuator.
Here we will de ne, that when increasing the voltage to the piezoelectric actuator, Vp,¢., it will
cause a delay leading to the seed beam rotating clockwise in phase-space. In this case the detected
signal, Vger., Will increase with increasing V¢, around the set point as shown above to the right.
To stabilize the phase, Vget. is fed back through a Pl-controller as

If Vger. is above the set point, then the error signal, " = Vger.  [set point], is positive and V.
should be decreased. This is done using negative proportional and integration gain in the PI-
controller, p;i < 0. To summarize, the rst phase lock for EPR-state generation is locked using
a DC lock with a set point set to the middle of an interference fringe, and using negative p- and
i-gain to lock on the positive slope.

The phase lock for generating a 1D cluster state (or H-graph state) is similar to the rst phase
lock, but without =2 phase rotation:

Using Eq. (B.2), after the beam-splitter the seed beams are interfered to be along pand X in spatial
mode A and B, respectively. Following the same arguments as for the rst phase lock, when V.
is increased, the detected tapped o signal, Vget., increases. To stabilize the phase, a PI-controller
is used and, similar to the rst phase-lock, the set point is the middle of an interference fringe
while negative p- and i-gains should be used to lock on the positive slope. Note how the mixed
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modulation frequencies cancels after the phase lock for 1D cluster state generation. This is expected
since two beam-splitter operations of Eq. (B.1) becomes

0 10 ;10 1
1 10 0 1 10 0100

11100%1110 § 1 oo§

B3 o 1 1AP; 011 0 1K
0 0 1 1 0 0 1 0010

and the input quadratures are no longer mixed.
Finally, we consider the last phase lock for generating the coiled-up 2D cluster state (or H-graph
state):

After applying Eq. (B.2) the seed beams are interfered to be along %+ p and X + p in spatial
mode A and B, respectively. Again, increasing Vp,¢. leads to an increased detected interference
signal, Vget.. Thus, again, the phase is locked to the middle of an interference fringe with negative
p- and i-gain.
Note how the modulation is mixed after the last phase lock. Both seed beams in spatial mode
A and B are modulated in ®-quadrature by fg and in p-quadrature by fa. This is convenient for
AC-locking in the the following homodyne detection: To measure the () quadratures of spatial
modes A and B, the detected signals in the two homodyne detectors are demodulated by fa(fg).
The resulting demodulated signals are fed back through a Pl-controllers to phase controls in the
two local oscillator paths. To determine the sign of the p- and i-gains, consider rst homodyne
detection in spatial mode B: The seed beam is along the X + f quadratures, so when measuring
the ®- or p-quadrature, if p and i are set correctly, we expect to see a positive o set in the detected
signal before demodulation. If a negative o set is observed, the signs of p and i are swapped for
the local oscillator phase lock in spatial mode B. For spatial mode A the seed beam is along the
X+ quadrature. As a result, if measuring the R-quadrature, we expect to see a negative o set of
the detected signal before demodulation, while, if measuring the p-quadrature, we expect to see a
positive o set. If not, the signs of p and i are swapped for the local oscillator phase lock in spatial
mode A.
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Appendix C

Waveform optimization for gate
Implentation

In chapter 5, using two homodyne detectors (HD), Gaussian gates are implemented by projective
measurements on the 2D cluster state generated in chapter 3. This requires control of basis settings
in the two HDs to measure each temporal mode in di erent bases depending on the desired gate to
be implemented. For each HD this is done by controlling the phase of the local oscillator using an
electro-optic modulator (EOM). The two EOMs are driven from a two-channel arbitrary waveform
generator (AWG), and to implement a given bases sequence for a desired gate, we need to derive
the required waveforms on the two channels of the AWG, which is the topic of this appendix.
The two waveforms for the HDs are derived experimentally using the setup shown in Fig. C.1,
and the two waveforms are derived individually (one at a time). First, using a balanced ber-
coupler, light is divided in two local oscillators (LO) for the two HDs, LOa and LOg. Each LO
passes through an EOM, polarization control (P), and phase control for phase-locking ( ). When
implementing gates, the LOs continue to each their HD, but to derive the optimal waveform for
a desired bases sequence, the two LOs are interfered in a second balanced ber-coupler to form a
Mach-Zehnder-interferometer (MZI). One port of the MZI outputs is detected and used to phase-
lock the MZI using a DC lock. The other port is detected using a high-speed detector (Thorlabs
DETO08CFC with 5GHz bandwidth), and monitored on a digital storage oscilloscope (DSO) with
a 2:5GHz sampling rate. When triggered from a function generator (FG), the AWG (Spectrum
Instruments M4i.6631-x8 with 1:25 GS=s sampling rate and 400 MHz bandwidth) drives an EOM

Figure C.1: Setup used for optimizing the waveforms used in the AWG to drive the EOMs to
control the basis settings for gate implementation. Abbreviation and explanation are given in text.
Note, one waveform is optimized at a time.
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Figure C.2: lllustration of the data processing in the PC of Fig. C.1. (a) shows one acquired trace
including an appended sweep used for normalizing the trace. The waveforms used are at maximum
100 s long including the appended sweep. After normalization using the sweep-part of the trace,
the corresponding phase is calculated by arcsin and any o set is removed. This is repeated by
acquiring 100 traces with the same waveform in order to build up statistics of the measured phase.
In (b) the resulting average phase is compared to a target, and the waveform is updated depending
on the di erence.

(iXblue MPZ-LN-10 with 10 GHz bandwidth) based on a given waveform, and the DSO acquires
a trace. The waveforms used are at maximum 100 s long and applied with a 100 Hz repetition
rate, and so it is not necessary to hold the DC phase lock during this process since the feedback is
low-pass Itered by few kilo-hertz and does not see the fast change in phase caused by the EOM.

The acquired trace from the DSO is processed in a computer (PC) to update the waveform used
by the AWG. This processing is illustrated in Fig. C.2. Every waveform has a \sweep" appended
to it that cause a sine-wave in the trace, which is rst used for normalizing the trace. This is
done by tting a sine-curve to the sweep, and the trace is normalized using the resulting tting
parameters. Following the normalization, the corresponding phase is derived by

Phase = arcsin(Trace) :

A possible o set from the DC phase locking (not shown in Fig. C.2) is removed by subtracting an
average over time of the phase before the bases sequence (where the phase is at and should be
zero if no o set is present). The process of driving an EOM, acquiring a trace, normalizing the
trace, calculating the corresponding phase, and removing any o set, is repeated 100 times with the
same waveform to build up statistics of the measured phase. The average phase is then compared
to a target phase, and at each time t the di erence is calculated, scaled by a gain factor p and
added to the waveform in order to compensate for the di erence:

Waveform(t)  Waveform(t) +p Phaseaq (t) Target(t) ; forallt:

With this newly updated waveform the whole process is repeated, and the measured phase goes
towards the target for each iteration. The absolute value of the gain factor p depends on the
setup (optical power, electrical gain, etc.), and should be adjusted before optimizing a waveform.
The sign of p depends on which waveform is optimized: The same phase shift in each of the two
EOMs leads to opposite change in the acquired traces. The sign of p should be chosen such that
p[Phaseayq (t)  Target(t)] compensates the waveform for the di erence between the phase and
the target, while the absolute value should be chosen small enough to not overcompensate in each
iteration.
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There is a limit to how close an implemented phase sequence can be made to a target sequence
due mainly to limited bandwidths of the AWG and operational ampli ers between the AWG and
EOMs (Texas Instruments THS3491). To improve on this, the target should be made with soft
edges (transitions between bases), and in this work edges following error-functions was used with
a 8ns transition time. With optimal gain factor, p, the change in the measured phase is observed
to become negligible after approximately 10 iterations.

Another limitation is the phase range to which the waveform can be optimized. If we are to
optimize the waveform to a phase close to =2, we reach the 1 limit in the trace (after normalizing
using the sweep of the trace), and the estimated phase is uncertain. Worse is it above =2 since the
trace is periodic with the phase. Note though, can always be added or subtracted to a basis with
absolute value larger than =2 to move it into the range [ =2; =2] (such added to the basis
setting is compensated in the measurement outcomes by changing the sign of the measurement
result of the corresponding mode when implementing gates). However, sometimes it is preferable
to keep one basis setting just outside this range to prevent large phase-shifts to a neighbouring
basis setting when adding/subtracting . The waveform optimization is observed to work best in
a smaller range of around [ =4; =4] where the trace is close to linearly dependent on the phase.
Di erent parts of the waveform is therefore optimized separately: By adding an o set in the MZI
DC phase lock, the trace is moved up or down corresponding to adding a phase to the optimal
phase optimization range, [ =4; =4]+ . In this way, we optimize di erent parts of the waveform
when it falls within the optimization phase range [ =4; =4]+ for di erent set in the MZI
phase lock, while phases outside [ =4; =4]+ are ignored.

With the waveform optimization method presented in this appendix, the resulting optimized
waveform takes electronic response into account and avoids capacitive e ects, overshooting the
phase after each edge (unless too short transition times are used), as well as ringing and other
common electronic e ects. An example of an optimized and non-optimized waveform is shown in
Fig. C.3 for a simple square phase shift. For the non-optimized waveform some capacitive e ect
is seen in the resulting phase when changing the phase between 0 and =4. This capacitive e ect
is compensated for in the optimized waveform with some overshooting in the waveform, and the
resulting phase is seen to follow the target well. Note, here a transition time less than 8ns is
possible due to the short phase shift of =4, while for gate implementation in general larger phase
shifts are required and 8ns transition time is used. Finally, in Fig. C.4 phase of a simple basis
setting sequence of f0; =4;0; =4;0; =8;0g is shown using a non-optimized waveform of square
functions, and an optimized waveform. Again, the optimized waveform is seen to both compensate
for some capacitive e ect as well as some ringing e ect, and the resulting phase is seen to follow
the target well.
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Figure C.3: (a) Phase shift using a non-optimized waveform. To the left a square waveform with
1:25 GS=s is shown. In the middle the resulting phase is shown with a zoom-in around the rising
edge to the right. The phase is an average from 100 traces, and the corresponding 100 phases
are shown with grey points. (b) Similar to (a) but with an optimized waveform. The optimized
waveform is seen to have some overshooting after each edge to compensate for the capacitive e ect
seen in (a). The resulting phase follows the target well (note that the target and phase overlap,

and the target is barely visible below the phase).

Figure C.4: Phase shift sequence of f0; =4;0; =4;0; =8;0g. (left) shows the resulting phase
using a non-optimized wave form of square functions. Both a capacitive and ringing e ect is
seen in the resulting phase. To the right the resulting phase is shown when using the optimized
waveform. The phase is shown to follow the target well (note that the target and phase overlap,
and the measured phase is barely visible below the target).
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