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\textbf{A B S T R A C T}

Crystallization fouling presents a significant challenge in a wide range of industries. Accurate understanding of crystal formation is crucial for planning preventative measures and maximizing the effectiveness of maintenance interventions. In this study, we demonstrate that understanding net deposition rates depends on the knowledge of the detachment mechanisms and deposition distribution characteristics. We quantify deposition in a once-through flow set-up and visualize crystal formation through high-resolution X-ray micro-computed tomography scanning. Additionally, we quantify the height distribution of deposited crystals through computed surface texture parameters. Finally, we use computational fluid dynamics, implementing large-eddy simulations turbulence modelling and Eulerian transport of chemical species, to describe bulk and wall reactions and quantify energy and mass transport in turbulent eddies. Results show that attachment and detachment processes depend on fluid hydrodynamics; the influx of material determines the overall deposition to the surface, while the deposition pattern is governed by the surface morphology of the initial surface morphology. Our findings provide a foundation for understanding fouling mechanisms and present a template for developing more accurate prediction models.

1. Introduction

Crystallization fouling, i.e., scaling, occurs due to the precipitation and subsequent adhesion of crystals on surfaces. The presence of scaling has a wide range of deleterious effects in several industries. Examples include increased production costs in water treatment processes [1–4], flow assurance challenges in the petroleum industry [5,6], sub-optimal performance of heat exchangers [7,8], and reduced energy transfers in geothermal energy systems [9].

Effective scale prevention and removal strategies depend on an accurate understanding of the processes preceding surface adhesion [10, 11]. Scale formation is a multi-step complex process involving nucleation, adhesion, and growth [12,13]. Chemical inhibitors that either slow nucleation kinetics or prevent crystal growth are widely used [14]. However, these can be detrimental to aquatic life [15]. Deposited crystals are either removed mechanically or through chemical means [16]. The ability to predict the magnitude and location of crystal formation is vital for the planning and managing of both chemical inhibition and removal interventions [17]. Therefore, accurate prediction models are critical.

Nucleation and crystal growth combined with hydrodynamics are complex processes to simulate accurately [18,19]. When modelling the rate of scale formation, two key approaches have been presented in the literature. In the first approach, kinetic rate laws for scale formation are proposed based solely on correlations between various process parameters and the measured deposition rate [20–23]. This approach primarily relies on fitting experimental data and does not account for the actual mechanisms at play. Due to the ease of implementation, this approach is widely used. The second approach explicitly accounts for the competition between adhesion and detachment rates on the net surface deposition rate [24,25]. Recently, a mathematical framework based on the second approach was presented [26,27]. Here an increase in flow was found to result in lower net deposition rates [27]. This is in agreement with the observation that detachment processes are considered correlated with the shear stress exerted by the fluid on...
the surface [25]. However, due to the limited understanding of detachment mechanisms, accurate prediction of net scale deposition is challenging [28,29]. This is reflected in conflicting findings: Higher net deposition rates have been observed both in systems with increased [20,30,31] and decreased [26,27,32–34] fluid velocities and shear stresses. An increase in surface roughness has been reported to increase the scale formation rate [35,36], whereas other studies found weak or no correlation [30]. Surface texture has been reported to affect the morphology of the formed crystals [37,38]. Anti-scaling materials have been synthesized by engineering low energy surfaces [39].

In this study, we investigate the complex interplay between fluid flow and surface morphology on scale deposition. Two key experimental variables were studied: The fluid hydrodynamics – laminar and turbulent flow regimes – and surface morphology of the deposition cells — smooth and rough. The laminar flow domain represented a low material influx regime where the transport of material to the surface is diffusion-limited. In the turbulent flow regime, where there is a high material influx, the transport limitation was reduced and the effect of a fluid–wall coupling in a turbulent flow domain was illustrated.

In addition, we investigated the interaction areas of engineered surfaces resembling that of production equipment at both the beginning (i.e., smooth) and at the end [40] (i.e., rough) of a life cycle. In this study, we engineered threaded surfaces to investigate the role of surface roughness. The key feature of the fluid–wall interaction is the effect of the transport as the boundary layers are affected by the modulation of the bulk turbulence by the surface profile.

We conducted experiments using a once-through flow set-up with a constant flow of BaSO$_4$ saturated brine through the reactor cell. The magnitude of crystal growth is quantified through gravimetric analysis. We use high-resolution X-ray micro-computed tomography (CT) scanning to visualize scale deposition. The surface texture parameters of the scaled deposition cells are quantified using a custom-written Python code [41].

We perform numerical simulations based on computational fluid dynamics (CFD) applying large eddy simulation (LES) turbulence modelling, and Eulerian transport of the chemical species. The CFD simulations are used to illustrate the effects of hydrodynamics on the transport of reacting species.

These cases are designed to explore and understand how detachment processes are flow-dependent. Based on these case studies, we demonstrate the importance of reintroducing an accurate description of the detachment processes to understand overall scale build-up.

2. Materials and method

2.1. Materials

Two brines were prepared: a 2.04 mmol kg$^{-1}$ Na$_2$SO$_4$ and a BaCl$_2$ solution with a concentration of 0.972 mmol kg$^{-1}$ H$_2$O. Both solutions were prepared with de-ionized water (resistivity 18.2 MΩ cm) at ambient conditions.

2.2. The flow set-up

A custom flow set-up has been built (see Fig. 1), which allows for the investigation of crystal growth and deposition under single throughput flow conditions. Fluids were transported using Masterflex® peristaltic pumps with an L/S High-Performance Pump Head. Temperature control was achieved with a thermostatic bath. All experiments were performed at a temperature of 60 °C. Mixing of brines was done in a T-piece with an outlet of a 1/8 inch diameter plastic tube which was 14.5 cm long. A custom-built deposition cell was introduced after the plastic line (see Fig. 1a) with the portion in contact with the mixed brine solution being made of steel and the other compartment made of aluminium. The cell outlet was connected to a 55.5 cm long, 1/8 inch diameter plastic tube going to a waste tank.

Fig. 1. Description of the workflow utilized in this work. Detailed descriptions of (a), (b) and (d) are found in Section 2.4, 2.5, and 2.7.

2.3. Fabrication of the deposition cell

The cells were sampled and lathed from a tube of X-52 steel. The surface finish of the cell was fabricated in two ways: One smooth and one threaded. The threaded surface was made using an ISO M3 × 0.5 thread cutting tap. The inner diameters of both cells were 3 mm. The nominal surface areas of the smooth and threaded cells were 2.83 cm$^2$ and 6.13 cm$^2$, respectively. The surface area, $A$, of the threaded cell was calculated as

$$A = 1.625πLD$$

where $L$ is the length of the cell (3 cm), and $D$ is the diameter of the cell in the threading valleys (0.4 cm).

2.4. The experimental procedure

We investigated the effect of the interplay between flow rate and surface morphology on scale deposition. The experimental conditions investigated can be found in Table 1. Before each experiment, upstream flow lines of the deposition cell were flushed with de-ionized water for a minimum of five minutes to ensure proper cleaning and no leaks. Each cell was weighed before and after deposition. After the mixing point, the cell and plastic lines were positioned in an upright manner, allowing the flow to stabilize and ensuring that no additional turbulence was introduced due to kinks in the tubing. The injected flow rates were 60 mL/min and 280 mL/min for the laminar and turbulent flow, respectively. Brines were injected at a 1:1 volumetric ratio. At the end of each experiment, the cell was rinsed with de-ionized water and placed in an oven to dry at 120 °C for four hours. To test the reproducibility of the experimental procedure, one of the turbulent experiments was repeated four times. This resulted in a relative standard deviation of 2.9% (see Supplementary Material).
Chemical Engineering Journal 430 (2022) 132583

3

...equilibrium constant. Here $SR = \frac{\text{molality of barium}}{\text{molality of sulfate}}$. The fluid density is set to 983.2 kg/m$^3$ and the dynamic viscosity to 0.466 kg/(m s). As all length and time scales are not resolved by the computational grid, spatial filtering using LES turbulence modelling was applied. This was done to verify that the smaller segments of the cells, which were used for most of the analyses presented in this study, were representative of the whole cell.

2.5. CT scanning

CT scanning of the cells after the experiment was performed with a ZEISS XRadia 410 Versa. 995 projections were acquired per sample over 360° with a beam intensity of 120 kV, where each projection had an exposure time of 3–15 s and an objective of 4X was used. The total volume of the tomographies was 2.56 mm$^3$ and a voxel size of 4 μm. Furthermore, all cells were scanned with a field of view of 1069 mm$^2$, which was large enough to capture the whole cell in which deposition occurred. This was done to verify that the smaller segments of the cells, which were used for most of the analyses presented in this study, were representative of the whole cell.

2.6. Computational Fluid Dynamics

CFD modelling is carried out using the finite volume method implemented in STAR–CCM+ version 15.06. A CFD model is implemented with simplified reaction kinetics to provide insights into the effect of the hydrodynamics on the transport of the reactants. The CFD model is based on work performed in a recently published study [19]. The brine is assumed incompressible, and the influence of the solutes on the solvent density and viscosity was neglected. The temperature field is fixed isothermally to 60 °C. The fluid density is set to 983.2 kg/m$^3$ and the dynamic viscosity to 0.466×10$^{-3}$ kg/(m s).

As all length and time scales are not resolved by the computational grid, spatial filtering using LES turbulence modelling was applied. This yields a generalized conservation equation of a conserved quantity $\phi$:

$$\frac{\partial \phi}{\partial t} + \nabla \cdot (\phi \mathbf{u}) = - \nabla \cdot (\mathbf{D} \nabla \phi) + S$$

where the indexing $i$ follows tensor notation, the overbar denotes a spatially averaged quantity, $D$ is the diffusivity of $\phi$ and $S$ covers source terms. The model conserves mass ($\phi = \rho$), momentum ($\phi = \rho u_i$), and solute concentration ($\phi = m_i$) where $u_i$ is the velocity vector, $\rho$ the liquid density and $m_i$ the molality of a given solute.

The Pitzer activity model [42] is implemented using an in-house developed C library to compute the saturation ratio (SR) of barium sulfate:

$$SR = \frac{a_{\text{BaSO}_4^2-}}{K_{\text{BaSO}_4}}$$

where $a_{\text{BaSO}_4^2-}$ and $a_{\text{SO}_4^2-}$ are the activities of barium and sulphate. $K_{\text{BaSO}_4}$ is the equilibrium constant.

A reaction model is implemented in both the bulk and on the wall. The bulk reaction term is modelled as a second-order reaction:

$$r_{\text{BaSO}_4} = 2 \text{Ba}^{2+} + 2 \text{SO}_4^{2-} = (SR - 1)k_a \text{Ba}^{2+} \cdot a_{\text{SO}_4^{2-}}$$

Similar to the previously mentioned paper, [19], $k_a$ is obtained from a second order polynomial fitting of batch experimental data combined with data from Zhen-Wu et al. [43]. Bulk precipitates are transported passively with the flow. No attachment mechanism is implemented. The surface reaction rate is implemented with a similar second order reaction, using a surface rate constant $k_s$ set to 1 m/s to calculate a boundary flux $J$:

$$J_{\text{BaSO}_4} = (SR - 1)k_s a_{\text{Ba}^{2+}} a_{\text{SO}_4^{2-}}$$

(5)

The CFD model accounts for the deposition cell as well as the straight tubing attached on inlet and outlet. The fluid inlet is located 40 diameters of tubing upstream of the cell. The inlet conditions are modelled using a constant mass flow rate. The concentration of the inlet brine is assumed perfectly pre-mixed. The outlet is located 20 diameters of tubing downstream from the cell and is modelled using a fixed uniform atmospheric pressure. Fig. 2 illustrates the layout and dimensions of the threaded deposition cell used for the CFD model. All cell and tubing walls are modelled as no-slip walls. For the reactants the walls are modelled as sinks consuming a prescribed flux. The boundary fluxes are calculated in each boundary cell face for each time step solving Eq. (4). The actual deposition of the material is not modelled, i.e. no changes in solid geometry is implemented. The induction time for scaling under the experimental conditions investigated was calculated based on classical nucleation theory [44], and on literature parameters [45,46]. The calculated induction time was <1 ms, consequently, nucleation processes were not accounted for in the model. Temporal discretization is performed using second order implicit time stepping with Courant numbers below one. Reported time-averaged results are sampled over 5 times the residence time of the entire domain.

The computational domain is discretized using a set of 10 prism layers near the wall in both tubing and cell to resolve boundary layer flow and diffusion. The prism layers encapsulate a polyhedral mesh core with gradual refinement going from a coarser core to finest grid near the cell wall.

In terms of surface deposition rates, modelling uncertainties from the simplification of the kinetics and thermodynamics are considerably larger compared to the uncertainties of the flow model, and thus the CFD model is aimed at describing the flow-related effects rather than as a deposition prediction model. A sensitivity study is performed to test the effect of variations to the rate constants $k$ and $k_s$. While the absolute fluxes and saturation ratio fields are impacted by changing these parameters, the key conclusions remain unchanged.

As a baseline for comparison, a simple one-dimensional plug flow model (PFM) is also implemented. This model relies on an axial discretization of the cell and inlet tubing and is solved temporally through forward integration. This effectively models the kinetics without radial transport limitation and, thus, compared to the CFD model, can be used to highlight the effects of transport.

The domain of the implemented PFM comprises of the deposition cell as well as 40 cell diameters tubing upstream of the cell. The reaction model from Eq. (4) is implemented in each axial cell. All precipitated products are assumed to deposit immediately in the same cell. Thus the PFM model does not account for bulk precipitates being transported with the flow.

2.7. Surface analysis

The surface texture characterization performed in this study was based on the methodology proposed by Klingaa et al. [41], which uses...
an in-house Python code to extract surface texture information from 3D point cloud data, generated from the exported stack of images. The surface profile parameters used in this work are defined as:

\[ P_a = \frac{1}{l} \int_0^l |Z(x)| dx \]  

(6)

where \( l \) is the length of investigated surface in the flow direction, \( x \), and \( Z(x) \) is the surface height. The spikiness, \( P_{ku} \), is defined as:

\[ P_{ku} = \left( \frac{1}{P_q^4} \right)^{\frac{1}{4}} \left( \frac{1}{l} \int_0^l Z(x)^4 dx \right)^{\frac{1}{4}} \]  

(7)

where \( P_q \) is the variation of the surface height:

\[ P_q = \sqrt{\frac{1}{l} \int_0^l Z(x)^2 dx} \]  

(8)

If \( P_{ku} < 3 \) the profile consists of soft peaks and deep valleys. If \( P_{ku} = 3 \) the profile has an equal distribution of soft and sharp peaks and valleys. If \( P_{ku} > 3 \) the profile is characterized as being spiked [41]. These can therefore be used to quantify what kind of height distribution deposited material exhibit on a surface. \( P_a \) is the arithmetical mean height of the assessed profile, compared to the mean line of the profile, and gives a general description of the surface texture over the profile length. An increased surface roughness is likely to yield more nucleation sites.

3. Results and discussion

3.1. Attachment and detachment of scale

The rate of scale formation in a system with a high ratio of reaction rate to transport is limited by the transport of ions to the surface. CFD was utilized to investigate the transport phenomenon of the dissolved ions. Turbulent flow is governed by an unsteady turbulent core transitioning into a thin laminar sub-layer near the wall, whereas the laminar flow remains steady and stratified through the fluid bulk. In the stratified layers, the transport of the material towards the wall is limited by diffusion, whereas within the turbulent core, small scale convection due to turbulence drastically increases the transport towards the wall [47]. Transport considerations are neglected in traditional simple reactor models such as the PFM implemented in this study.

The saturation profiles of the bulk fluid, at the investigated conditions, are shown in Fig. 3. The inserts on the right in Fig. 3 illustrate the differences in the concentration gradients near the wall. The laminar flow over the smooth surface has a steeper boundary gradient compared to that of the laminar flow over the threaded surface. This is expected as irregular surfaces are known to increase the size of the boundary layer [48]. From Fig. 3cd it can be observed that for the turbulent-threaded condition, the onset of turbulence occurs closer to the inlet than for the smooth case.

Differences in bulk flow profile affect the influx of material to the surface. To compare the influx between different conditions, Fig. 3e shows the mean material influx for all four cases. Based on these results, the laminar and turbulent flow regimes will be referred to as the low and high influx regimes, respectively.

The main difference between the CFD model and the simpler PFM reactor model is their ability to capture the effects of high vs. low ionic flux towards the cell surface. In Fig. 4 we compare the average surface flux between the CFD and PFM reactor models to put these effects into perspective. Two key aspects govern the difference between the laminar and turbulent conditions. Firstly, the turbulence significantly increases the aforementioned ionic influx, effectively shortening the diffusion time from bulk to wall. Conversely, the residence time becomes significantly lower for the turbulent flow due to the higher flow rate, and consequently, each fluid volume injected has a shorter time span to react onto the cell surface. The PFM model shows a monotonically decreasing flux in the axial direction due to consumption and thus gradually lower concentration, whereas the CFD model shows the combination of an axially increasing flux due to dispersion and axially decreasing due to reaction. The resulting flux is reasonably uniform in the axial direction for both the smooth and threaded cells when averaging over a full pitch length for the laminar flow. In the laminar model, the magnitude of the average fluxes is also similar across the two surface conditions. While the bulk of the flow remains

![Fig. 3. Simulated bulk saturation profiles. Inserts showing the boundary layer thickness. (a) Laminar, smooth. (b) Laminar, threaded. (c) Turbulent, smooth. (d) Turbulent, threaded (e) Mean material influx.](image)

![Fig. 4. Comparison between the CFD modelled distribution of deposition compared to the simple plug flow model (PFM). The plotted data from the CFD model is averaged over a thread pitch length to avoid showing the variations over the profile for the threaded models.](image)
In the turbulent flow, the observed deposition for the laminar case is significantly lower. The threaded surface experience an increase in deposition, which is in line with the calculated influx. The observed mass deposition rate for the [Turbulent, threaded] setup is in line with that of the PFM model, exceeding the extrapolated rate obtained from the CFD simulations. This could either indicate that the effective kinetics are significantly faster than modelled or could be explained by attachment of upstream precipitate particles captured from the flow. The rest of the experiments show more mixed comparison with the extrapolated model fluxes.

Fig. 5c suggests that deposition is not the only process at play; detachment processes also affect the net deposition rate. In the low influx regime, there is evidence for a loss of mass between subsequent time steps. The impact of scale detachment on the net deposition rate can be investigated through the difference in mass between two experimental durations, \( \Delta m = m(t_{i+1}) - m(t_i) \) see Fig. 5c. Hence, \( \Delta m < 0 \) describes a case of detachment. There is an overall tendency for \( \Delta m \) to be larger on the smooth surface compared to the threaded in the low influx regime. This suggests that detachment processes are more prominent per detachment event on the smooth surface, while the threaded surface has a continuous removal of smaller amounts of deposited mass.

Under high material influx, the deposited mass consistently increased linearly as a function of injected fluid volume (see Fig. 5ab). In contrast, no clear increasing trend is observed under low influx. Since the mass deposited under high influx is observed to increase continuously with injected brine volume, it can be inferred that the impact of detachment is more pronounced in the low influx regime. Based on the results presented so far, no conclusion to the mechanism of this effect can be drawn. It cannot be concluded whether the detachment behaviour is a result of the change in flow conditions or due to a change in the deposition process itself.

We have shown how deposition can be quantified through gravimetric data and that both scale attachment and detachment occur. To understand these processes, the surface crystal growth distribution must also be quantified.

### 3.2. Distribution of crystal deposits

To quantify the surface growth distribution, CT scans of deposition cells were performed before and after each study. An axial view of a magnified area of the 2D orthoslices is shown in Fig. 6 to emphasize the location and magnitude of scale deposition. 3D representation of one experiment with related CFD simulations is shown in Fig. 7. The
full orthoslices are located in the Supplementary Material. In all cases (Fig. 6), the deposited crystals appear dendritic, similar to previous studies on BaSO₄ [50,51]. The deposition distribution vary with surface morphology and fluid hydrodynamics.

The deposition distribution across the threaded surface, observed in Fig. 6df and Fig. 6j, supports that a spatial modulation of material influx exists. There exist a sizeable local influx of material on the threadings facing the fluid stream (Fig. 7a). By correlating the increased influx with the deposition distribution from Fig. 6j and Fig. 7c it becomes evident that there is a strong correlation between the material influx and the location at which growth occurs.

The periodicity on the threaded surfaces imposes a material influx pattern which is nonexistent on the smooth surfaces. Therefore, on the smooth surfaces, there is no distinct pattern in which the scaling occurs in either the low or the high influx regimes.

There are two main effects of the effect of hydrodynamics that are present from Fig. 6. First, there is a difference in the deposition features between laminar and turbulent flow conditions. In the low influx regime, the scale is removed and rearranged as more brine is injected. At high material influx, the crystal growth on the threaded surface is located on the area with a locally high influx. Furthermore, the formed crystals possess a larger branching density from the primary dendrites compared to those from the laminar cases. As the experimental duration is increased, the following processes occur: The initiation of dendritic branching, followed by the merging of dendritic branches, and finally, the detachment of adhered crystals. The second effect is that the regime of influx determines the distribution of scale formation. In the low influx regime, crystal growth is localized in clusters and randomly distributed across the surface. Under high influx, the growth is uniformly distributed across the surface.

To quantify this distribution, the micro-CT tomographies were treated with the code previously described in Section 2.7. The output of the code is seen in Fig. 8 and shows a perspective view down the scanned segments, where the colorbar denotes the height deviation from an ellipsoid fitted to the mean plane. For example in Fig. 8.1a few clusters can be observed, while Fig. 8.3f shows a uniform deposition.

By tracking the average profile roughness (Pa) and the spikiness of the crystal height distribution (PKu) in successive order of the experimental duration, it becomes clear that two different physical mechanisms are at play.

For the first time step, t₁₁, on the smooth surface under low material influx (see Fig. 8.1a), growth occurred in a few scattered localized clusters. This is reflected in the low roughness and the large spikiness (see Fig. 9ab). At the next time step, t₂₂, deposition still occurs in clusters, but they are more evenly spread (Fig. 8.1b). This deposition characteristic is supported by the increased roughness and the decrease in spikiness. Finally, at t₃₃, (see Fig. 8.1c), only a few clusters can be observed. However, there is now a thin evenly spread layer of crystals all over the surface. At t₄₄ for the smooth surface, the least amount of mass was deposited, however from Fig. 8.1c the deposition can be seen as an effect that has occurred on the whole surface, which in addition led to an increase in the roughness from t₄₄.

The same trend is observed for the threaded surface. While the smooth surface had the highest amount of mass at t₁, for the threaded cell under laminar conditions, the highest amount of deposited mass occurs at t₁₊. This is supported by the type of distribution measured on the surface. The high roughness of the surface indicates a large mass deposition, while the low spikiness confirms that deposition is spread over multiple locations. At t₂₂, crystals were partially removed, and the deposited layer is more scattered. In comparison to the t₃₃, a decrease of the roughness has occurred, while there is a strong increase in the spikiness. Similar to the data point for the smooth surface at t₃₃, a more uniformly distributed layer is observed. The changing type of height distribution indicates that the stage of growth can be tracked by the profile texture parameters. This trend of a change in deposition distribution as a function of time is not present in the high influx regime. Here, a new trend can be observed, that is shared across both the smooth and threaded surfaces. The crystals form an evenly distributed layer across the whole surface under these conditions. As mentioned, a more significant degree of dendritic branching and merging of deposited crystals are observed under turbulent conditions. Before branching, at t₁₁, a large roughness is observed, reflecting large local dendrites emerging from the surface. As the secondary branches merge, the roughness is decreased and the outermost layer becomes more smooth (Fig. 9b). The spikiness varies little (less than 1.5) at all experimental conditions, suggesting that the type of distribution does not change with time.
3.3. Flow dependent growth mechanism

Surface deposition rates are largely controlled by the material flux to the surface. From a thermodynamic consideration, growth is more energetically favourable on existing phases than the formation of a nucleus. A theory used to describe molecular self-assembly provides a framework for a deeper understanding of scaling growth in low and high influx regimes [52]. From molecular self-assembly, the rate governing regime growth can be classified as either thermodynamic or kinetic based on the competition between the diffusion of adsorbents and the magnitude of material influx [52]. In the thermodynamic regime, growth is limited by favourable nucleation sites, where on the contrary, the kinetic regime is when the material supply limits growth. In this study, the molecular surface diffusion is identical because the temperature and material of the surface are the same. However, there is a variation in the surface influx. For large material influx studies, the growth will be of a kinetic character i.e. the movement of a particle is confined to the spatial dimension of the surface and has a small mean path before it adheres completely, either on the pristine surface or with another particle. In the low influx regime, the growth governing mechanism will be of a thermodynamic character as the influx of material is low, resulting in only the most energetically favourable sites occupied [52].

At laminar flow conditions, deposition was observed at a limited number of sites. From this, we infer that nucleation has only occurred at the most thermodynamically favourable sites. Consequently, a phase space where thermodynamics play a more dominant role than the kinetics can be derived. Under turbulent flow, i.e. higher influx to the surface, the uniform deposition pattern suggests that growth and deposition have occurred in multiple nucleation sites. Under these conditions, it can therefore be stated that the contribution of kinetics is more significant than that of thermodynamics.

Local crystal growth is self-reinforcing in the low influx regime. As scale formation occurs in small clusters, this will modulate the flow by creating a shadow zone behind existing crystals. Thereby further transport of material to the surface is limited, and reaction with nucleation sites is inhibited. We illustrated the shadow zone by simulating the flow around a crystal (Fig. 10). Behind the crystal there is a reduced fluid saturation further downstream in the laminar flow condition than under the turbulent conditions. This difference is a consequence of the increased mixing from the eddies in the turbulent flow. This effect is clearly observed from the experimental results in Fig. 10b and d, where the laminar flow conditions yield solitary crystals versus more and denser structures in the turbulent case.

Furthermore, the growth on the threading tops facing the fluid stream is enhanced by the increased fluid kinetic energy from turbulence. A temporal periodicity in the influx was revealed to exist on the threadings (see Fig. 11). A time series of the influx was extracted from the CFD model at the top, middle, and bottom of a threading. A correlated periodicity in the influx existed between the three positions. However, the signal from the top and middle positions appears more convoluted. The overall flux magnitude is lower at the bottom of the threading. As the kinetic energy and frequency is correlated, a higher kinetic energy state of the ions would be observed at the top positions on the threadings. The differences in the energy spectrum from the threading valleys to the tops provides further explanation to why there is a significantly higher amount of deposition on the top.

In Fig. 12, the mechanisms behind flow-dependent crystal growth are outlined. In the low influx regime, there are three key steps:

1. **Nucleation in clusters**, where the growth is spatially confined to local clusters, having a high spikiness. Here, deposition is limited by the density of favourable nucleation sites. A consequence of this is that higher deposition will be observed on threaded surfaces in the low influx regime as more viable nucleation sites exist. Solitary growth is self-reinforcing as low mixing in the shadow zones of existing crystals occurs.
2. **Detachment** of the crystals occurs when they have reached a size where the forces exerted by the fluid becomes too large. Just before the detachment the growth is characterized by a very high surface roughness. However, as the mean line is shifted and the crystal height distribution is broader, a lower spikiness will be measured.

3. **Regrowth** of new clusters occur on pre-existing deposited material, reflected in an increased spikiness. Regrowth differs from the first step as secondary nucleation occurs on the roots of the detached particles. Thereby, a significantly lower energy is associated with regrowth, caused by the increase of nucleation sites due to the presence of pre-existing deposited material.

Similarly, crystal formation at high material influx conditions can be divided into three key steps:

1. **Initial surface nucleation** is the result of a large influx of material to the surface, and growth occurs as a global phenomenon occupying a larger density of nucleation sites and not only the most favourable sites. Here, the growth rate is kinetically limited as the growth is uniform across the surface. This is confirmed by the low spikiness observed.

2. **Detachment** in the regime with high material influx to the surface occurs with crystals exhibiting a larger height. This is due to the dendritic branching that interlocks existing crystals, giving them an increased surface attachment strength.

3. **Regrowth** will occur after the detachment, however, under turbulent flow conditions, this will be identical to initial surface nucleation, as the deposition is not spatially confined but is seen across the whole surface.

The growth mechanisms described above confirm the observations for laminar flow. Even though the total amount of mass on the surface does not increase with injected fluid, the crystals will be redistributed continuously. This creates a gradually increasing dense crystal layer, resulting in an eventual complete blocking of the cell, impeding the fluid flow. As crystals formed under laminar flow grow locally they will have a relatively small area adhered to the surface. As the shear forces and momentum on the crystals increase with their increasing length, the maximum tension they can withstand will depend on their surface attachment area. As they are not interlinked to other crystals, which is the case in the high influx regime, they will have a relatively weak attachment. On the other hand, crystals formed in the high influx regime will be interconnected and therefore have a relatively larger area of contact to the surface than the crystals formed under low influx.

3.4. Implications for future prediction models and field operators

The findings of this work demonstrate the importance of accounting for detachment in a comprehensive prediction of scale build-up. Previous prediction models have overestimated fouling rates because either the effect of detachment was not accounted for [53] or not incorporated correctly [54]. Newer models, accounting for the effect of scale detachment and attachment strength, have also been developed [26,55]. However, these models are insufficient, as their description of scale attachment strength is incomprehensive. We have shown in Section 3.2 that the distribution of crystal on the surface is directly linked to the surface attachment strength. These models fail because they do not account for crystal distribution. Consequently, detachment processes cannot be addressed comprehensively. To create a unified prediction model, it would be necessary to describe surface attachment strength accurately.

Real-world challenges exist where field operators experience the consequences of crystal distribution. For example, in transport pipelines, scaling and corrosion will, throughout its life-cycle, change the surface texture and alter the fouling formation rate. We have shown how deposition will vary in a non-linear manner throughout the life-time of production equipment. A smooth newly fabricated pipeline will experience a random distribution, whereas a worn surface will agitate turbulence in the fluid flow and reduce energy requirements for surface deposition, thereby reinforcing scale deposition.

Ageing of fouling deposit is the temporal transformation of a deposited layer and is considered one of the principal mechanistic stages of overall deposition [25]. In heat exchangers, ageing is seen to drastically increase fouling rate at production equipment’s end life-time [34]. Our findings demonstrate how detachment can occur after a longer period when there is a larger interlocking between deposited scale. Scale removal devices based on fluid agitation operates on these basic mechanisms [56]. Based on our findings, the mechanism of this device can
be deduced. As crystal growth is removed before interlocking occurs, the crystal distribution is of a singular manner. This prevents larger sections from interlocking, and overall scale deposition is minimized as the surface attachment strength is lowered.

The nature of fouling is complex and determines the strength of the surface attachment. Crystallization fouling, adhering through nucleation, has a strong attachment, while biological fouling has a weaker adherence to the surface [57]. Biofouling was reduced in decentralized wastewater treatment operating at low aeration shear force [58]. Our findings support the notion that the deposition distribution and its interaction with shear forces will redistribute the fouling layer, resulting in a more dense layer being formed over time. This layer is known to be more resistant to mechanical removal [57]. Therefore, to understand the net formation of fouling, the distribution of deposition must be considered.

The distribution of fouling deposition has real-world implications, where the spatial modulation of fluid will create a deposition distribution, which will reinforce itself over time. The interlocking of crystals results in stronger attachment strength, and by minimizing the interconnection between deposited material, overall deposition can be reduced. As singular crystals are iteratively redistributed, more resilient scaling is formed.

4. Conclusion

In summary, we revealed novel insights about scaling. We show that the impact of attachment and detachment processes is surface and flow-dependent. Smooth surfaces experience an areal uniform material influx, as demonstrated by the random deposition observed, irrespective of the flow regime. Threaded surfaces modulate flow profile and increased material influx locally; this variation in material influx caused patterned deposition distribution. Flow facing protuberances have a high deposition, which can be correlated to the areas where the material is transported. Areas with low material transport (such as valleys and the shadow side of the threads) showed reduced surface deposition. In the laminar low influx regime, solitary crystals formed due to few nucleation sites being occupied. The increase in favourable nucleation site on threaded surfaces acted as a growth template, thereby increasing formation on threaded surfaces compared to the smooth. The formation of these crystals created a shadow region behind them, decreasing the likelihood for further growth. Calculations of shear stress distribution revealed a correlation between locations of high shear forces and detachment processes of solitary crystals. Deposits on threaded surfaces experienced more local shear stress, which likely resulted in more frequent detachment of material on the threaded surfaces than on the smooth. Consequently, iterative detachment processes resulted in an increasingly dense adhered layer. In the turbulent high material influx, numerous nucleation sites were occupied; this is in contrast to the confined crystals observed under low material influx. Interlocking crystal branches increase surface attachment strength, thereby delaying detachment events.

Combining these mechanistic insights provides a template for scaling prediction models to be developed where the importance of material detachment, surface texture, and influx regimes are incorporated.
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