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Abstract—As recommendation systems continue to evolve, researchers are using trust data to improve the accuracy of recommendation prediction and help users find relevant information. However, large recommendation systems with trust data suffer from the sparse trust problem, which leads to grade inflation and severely affects the reliability of trust propagation. This paper presents a novel research on sparse trust data mining, which includes the new concept of sparse trust, a sparse trust model, and a trust mining framework. It lays a foundation for the trust-related research in large recommended systems. The new trust mining framework is based on customized normalization functions and a novel transitive gossip trust model, which discovers potential trust information between entities in a large-scale user network and applies it to a recommendation system. We conducts a comprehensive performance evaluation on both real-world and synthetic datasets. The results confirm that our framework mines new trust and effectively ameliorates sparse trust problem.

Index Terms—Anti-sparsification, Recommendation System, Sparse Trust, Trust Model

1 INTRODUCTION

With the accelerated development of the Internet, an increasing number of online business activities generate a large amount of data every day. Recommendation systems try to provide users with items they might be interested in. Typically, recommendation systems automatically predict users’ interests by collecting, integrating, and analyzing entity rating data in a network. This technology is also called collaborative filtering. Interesting enough, relevant data on Taobao shows that there may be only a few buyers for each product with few effective comments, which causes the problem of sparse evaluation. Although trust data has been widely used in recommendation systems to solve the problems of cold-start and sparse evaluation (little “users-items” evaluation information) inherent [1], [2], large-scale recommendation systems still have sparse trust problem (i.e., insufficient trust data available for inference) closely related to these two problems. The cold-start issue of a recommendation system refers to how to provide satisfactory recommendation service to newly registered users and how to recommend newly stored items to users who like it. Similarly, for newly developed systems, there are few initial users and few user behaviors, how to make the recommendation system works well is also a big issue.

The sparse trust problem means that there is not enough trust established between users in the system so that too little trust data is available for recommendation. Evaluating sparse trust is aimed to obtain the sparsity of the user’s original trust. The sparsity of a user’s trust reflects the fact how little information the user has about interacting with other users. Some existing trust models [3], [4], such as the model of personalized trust [5], swift trust model [6], and Semiring Trust Inference for Trust-Aware Social Recommenders [7], evaluate a business’s performance on the basis of overall ratings and neglect some of the underlying information in textual reviews [8]. The Textual Reputation Model [9] calculates a merchant’s overall reputation score based on user reviews to improve the traditional model [10]. However, these recommendations are not valid for new or inactive users. This is due to the very few correlation ratings between users and products [11].

Sparse trust problem is a challenge not only for effective large-scale recommendation systems, but also for calculation about huge matrices. As mentioned earlier, the scarcity of trust evaluation and the cold-start have largely contributed to the sparse trust problem, which further increases the difficulty of huge matrices’ calculation. At the same time, solving these problems is challenging [12].

We propose a sparse trust mining framework based on the notion of trust transfer to achieve anti-sparsity (i.e., to alleviate the sparse problem). The words “anti-sparsification” and “anti-sparsified” used later in the paper all mean the same thing, which can improve the recommendation system to
get higher accuracy. Our main contributions are threefold.

1. Firstly, we define the concept of sparse trust and propose a sparse trust model based on the concept, which lay the foundation for the trust related research in large recommendation systems. New trustworthy recommendation techniques can be developed based on the concept and the model.

2. Secondly, we propose a new sparse degree to measure the sparsity of trust data. We then describe two new challenges regarding the big data sparse trust matrix, analyse the main features of the sparse trust, and discuss how the sparse trust is evaluated.

3. Thirdly, we propose a novel data mining framework for alleviating the problem of sparse trust. It is based on the customized softmax function and a novel transitive gossip trust model. The data mining framework can effectively tackle the hidden trust information problem and the sparse evaluation problem in large recommendation systems.

The rest of the paper is organized as follows: Section 2 introduces the related research work on the sparse problem. Section 3 explores the concept of sparse trust and describes our proposed trust model. Section 4 elaborates on our sparse trust mining framework used in large-scale recommendation systems. Section 5 introduces the relevant parts of the experiments. Finally, Section 6 summarizes this paper and considers future research directions.

2 Related Work

Learning recommendation system and data mining plays a very important role for trust mining and application. Recommender Systems were often introduced to solve the major problem of information overload. A survey has been done where different approaches and techniques implemented to make recommendation for tweet [13]. Katarya [14] proposed an algorithm which adopts a self-devised approach and a two-level filtering to predict ratings and know about the nearest neighbors respectively to improve collaborative filtering. Gupta et al. [15] used reinforcement learning to implement dynamic recommendation, where the use of the Markov Decision Process is the innovative core of the article. Different from the traditional recommendation with “interested” or “non-interested”, Yadav et al. [16] introduced fuzzy logic to simulate human behavior’s flexible inference. Due to the increasing volume of social network data, the selection of neighbors in collaborative filtering has become more and more difficult. A hybrid model based on movie recommender system was proposed [17]. Type division method in the model plays a key role in reducing the computational complexity, and K-Means is used to improve the performance of particle swarm optimization. Collaborative filtering is a classic idea commonly used in recommender system [18], a hybrid recommender system has been proposed which utilized k-means clustering algorithm with bio-inspired artificial bee colony (ABC) optimization technique [19]. It improves the traditional collaborative filtering recommendation systems.

Group recommendation systems designed for efficient prediction in emerging applications such as big data, forecasting, medical diagnosis [20]. “Median strategy”, [21] a group modeling strategy, was proposed based on collaborative filtering and group recommendations, where the user’s preferences are modeled by cluster them into a group.

Learning affective recommendation systems (ARS) is helpful for us. The research process of ARS was classified and discussed from the aspects of methods, properties, differences, data sets, experimental platforms and evaluation [22]. Gautam et al. [23] introduces the concept of “opinion leader” into online social network, and studies its identification and usage in online social network and data mining. In the era of big data, data mining is obviously an important technology to deal with large data sets. According to different classification technology, researchers have done relatively perfect research on data mining classifier [24]. “CapsMF” [25], a novel product recommender system applying the advanced neural network architecture Capsule Networks (Caps) for document representation, integrates the Deep Neural Network text analysis model with the Probabilistic Matrix Factorization to improve recommendations.

Generally, reputation-based frameworks are adopted by researchers to overcome the sparseness of data in recommendation systems. Guo et al. [26] added reputation-based trust to the Singular Value Decomposition plus (SVD++) model. In daily life, people are usually unwilling to show trust information out of the protection of privacy [27], [28], [29], [30], which results in the limitations in SVD++ model. Yao et al. [31] considered the impact of trust on recommendation effects from both sides of a user’s trust relationship; that is, each user is both a trustor and a trustee.

Some trust spread frameworks have been created to alleviate the problem of sparse trust. Kostas [32] proposed a Random Walk algorithm with a restart function to deal with social and friendship comments. In addition, Li et al. [33] proposed the T-broker model, which is a multi-cloud collaborative service broker scheme based on trust. Spertus et al. [34] recommended online communities based on the membership of users. Chen [35] proposed a method recommended for communities based on techniques of Latent Dirichlet Allocation and association rule mining. Wen et al. [36] proposed an analysis model with difference equation by considering different choices made by people and studying negative and positive propagation. In addition, Wang et al. [37] studied the propagation of negative and positive news in the Internet and provided ideas for the modeling of trust propagation that motivates this paper.

In addition to using other data sources, anti-sparsity processing frameworks have been studied in the collaborative filtering based recommendation systems. Smyth and Donovan regarded trust as one-way data that corresponds to a user’s expertise or ability by analyzing user behavior, and the potential trust is explored to reduce the sparsity of trust [38]. Massa and Ansari used explicit trust as a measure of user similarity that allows trust to be spread over a trust network. The propagation of trust greatly relieves the sparsity of trust matrix and improves the accuracy of the recommendation system [39], [40]. Golbeck proposed a framework based on trust propagation to predict the rating for the target project [41]. Hu et al. [42] proposed a reliable trust-based platoon service recommendation scheme, REPLACE, to help users avoid selecting shift vehicles with
poor performance. Specifically, the main idea of REPLACE is to design a reputation system for vehicles by collecting and modeling the feedback information of vehicle users. In addition, REPLACE includes an algorithm based on iterative filtering for unreal feedback from vehicle users.

Although the above trust models have their own advantages, none of the existing research is able to completely solve the problem of data sparsity caused by the cold-start and sparse trust evaluation. This problem is even more severe and intense in the context of big data [43]. Furthermore, the accuracy of the prediction must be considered. Based on our prior work on a rudimentary roundtable algorithm to mitigate the sparse trust issue, we introduced a thorough sparse trust model and a complete set of algorithms to further resolve the sparse trust issue. Compared with our prior work in [44], we conducted a much more thorough experiment, and our new results indicate that, compared with the current trust frameworks, our new set of algorithms can achieve much better accuracy in trust prediction of antisparsification in cold-start and all users environments, especially for datasets with high sparsity. We have summarized some of these highly relevant work in Table 1.

3 SPARSE TRUST MODEL

It is essential to formally define the concept of sparse trust to better study the problems in relation to sparse trust. This section describes relevant concepts and introduces our trust model and sparse metrics.

\[
T = \begin{bmatrix}
0 & 0.52 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]  

(1)

3.1 Concept of Sparse Trust

Definition 1 (trust): Trust describes an emotional tendency of one party (trustor) being willing to rely on the actions of another party (trustee). The trust degree (emotional tendency) is often described in terms of probability, called the trust value, represented by a real number between 0 and 1.

Definition 2 (sparse trust): Trustor and trustee have no related information between the trustors and trustees. A relationship that is not described by direct or expressive evidence is called “true” sparse trust. In addition, a relationship that contains data noise or fuzzy information with masking evidence is called “false” sparse trust. As shown in Equ. (1), matrix \( T \) has the following ternary form: \([2, 4, 0.79] \rightarrow [4, 6, 1.00]\). Take the ternary form \([2, 4, 0.79]\) for example, the number 2 denotes the second row and the number 4 represents the fourth column in the matrix. The same goes for the others. Therefore, it implies a trust relation between entities 2 and 6 through intermediate entity 4, i.e., there is “false” sparse trust from entities 2 in 6. On the contrary, if we cannot build trust or there is no benefit for A, we can call it “true” sparse trust. For matrix \( T \), there is ternary form \([2, 4, 0.79]\) but \([4, 3, 0]\) and there is ternary form \([2, 5, 0.80]\) but \([5, 3, 0]\), so “true” sparse trust exists between entities 2 and 3.

![Fig. 1: Policy enforcement.](image)

Trust is an emotional tendency and the degree of trust is described by a probability function and reflected by the emotional intensity, which is proportional to the probability description [45]. When the probability value is 1, the trustor has complete trust in the trustee. In contrast, when the probability value is 0, the trustor has no trust in the trustee. Sparse trust is described in ternary form because ternary form saves storage space, especially when the number of zero elements in the sparse matrix is much more than that of non-zero elements.

3.2 Trust Model

It is important to specify the type of model used as the reference of trust evaluation before studying the sparse trust problem. We construct a trust model targeting on large-scale recommendation systems (as shown in Fig. 2).

There are four elements in the trust model \( F_X \). (Entities mentioned below refer to the collection of all trustors and trustees):

- Central entity \( X_i : X_j \) is the trustor of the Trust Model \( F_X \), and the trustor in the trust relation;
- Trust track \( l : \) track \( l \) belongs to \([0, N]\), where \( N \) represents the infinite track. Input all elements on the \( i \)-th row of the trust matrix into the trust model \( F_X \) in order of the trust value from largest to smallest.
Walk, Sparse trust
Matrix factorization
filtering, Fuzzy C-means
Trust spread frameworks, Random
Reputation-based frameworks, Trust,
tion system
Recommender systems, Collaborative
learning, Markov Decision
Trust propagation
Recommender systems, Reinforcement
learning, Markov Decision
Recommendations, Group modeling
Trust-based recommendation, Reputation
system
Recommender systems, Collaborative
filtering, Fuzzy C-means
Reputation-based frameworks, Trust,
Matrix factorization
Trust spread frameworks, Random
Walk, Sparse trust
Trust propagation, Anti-sparsity

Table 1: Some of the typical related work.

<table>
<thead>
<tr>
<th>Keywords</th>
<th>Core Idea</th>
<th>Year</th>
</tr>
</thead>
<tbody>
<tr>
<td>Recommender system, Collaborative filtering, Capsule networks, Matrix factorization</td>
<td>CapsMF, a novel product recommender system applying the advanced neural network architecture Capsule Networks for document representation, integrates the Deep Neural Network text analysis model with the Probabilistic Matrix Factorization to improve recommendations.</td>
<td>2020</td>
</tr>
<tr>
<td>Recommender system, Collaborative filtering</td>
<td>An algorithm adopting a self-devised approach and a two-level filtering is aimed to predict ratings and know about the nearest neighbors respectively to improve collaborative filtering.</td>
<td>2018</td>
</tr>
<tr>
<td>Trust propagation</td>
<td>The paper studied the propagation of negative and positive news in the Internet and provided ideas for the modeling of trust propagation.</td>
<td>2018</td>
</tr>
<tr>
<td>Recommender systems, Reinforcement learning, Markov Decision</td>
<td>The paper used reinforcement learning to implement dynamic recommendation, where the use of the Markov Decision Process is the innovative core of the article.</td>
<td>2018</td>
</tr>
<tr>
<td>Recommendations, Group modeling</td>
<td>Median strategy, a group modeling strategy, was proposed based on collaborative filtering and group recommendations. The method with automatically detection implemented additive utilitarian, approval voting with threshold 1 and 2, least misery and most pleasure strategy from existing literature.</td>
<td>2017</td>
</tr>
<tr>
<td>Trust-based recommendation, Reputation system</td>
<td>A reliable trust-based platoon service recommendation scheme, REPLACE, aims to help users avoid selecting shift vehicles with poor performance, whose main idea is to design a reputation system for vehicles by collecting and modeling the feedback information of vehicle users.</td>
<td>2016</td>
</tr>
<tr>
<td>Recommender systems, Collaborative filtering, Fuzzy C-means</td>
<td>A hybrid model based on movie recommender system was proposed. Type division method in the model plays a key role in reducing the computational complexity, and K-Means is used to improve the performance of particle swarm optimization.</td>
<td>2016</td>
</tr>
<tr>
<td>Reputation-based frameworks, Trust, Matrix factorization</td>
<td>Trustsvd, a trust-based matrix factorization technique, added reputation-based trust to the Singular Value Decomposition plus (SVD++) model.</td>
<td>2015</td>
</tr>
<tr>
<td>Trust spread frameworks, Random Walk, Sparse trust</td>
<td>A Random Walk algorithm with restart function to deal with social and friendship comments to alleviate the problem of sparse trust.</td>
<td>2009</td>
</tr>
<tr>
<td>Trust propagation, Anti-sparsity</td>
<td>A framework based on trust propagation is proposed to predict the rating for the target project.</td>
<td>2006</td>
</tr>
</tbody>
</table>

and each ellipse represents a track \( l \). \( T_{x_i,S_l} \) describes the trust value of central entity \( X_i \) to entity \( S_l \), which is on track \( l \). The same track may have zero, one, or multiple entities:

\[
T_{x_i,S_0} = T_{x_i,x_i} = 1. \quad (2)
\]

Equation (2) represents the self-confidence of central entity and that the default trust value is 1. It means the central entity on the 0 track.

\[0 \leq T_{x_i,S_{l+1}} < T_{x_i,S_l}, (l \in [0, N])\]

Relation (3) describes that the distance between a track and the central entity represents the trust of trustee in trustor. The distance between trustee \( S_l \) and trustor \( X_i \) is less than the distance between trustor \( S_{l+1} \) and trustor \( X_i \). Therefore, \( T_{x_i,S_l} \) is greater than \( T_{x_i,S_{l+1}} \).

The left relation of (3) holds when \( l \to \infty \) and the right relation holds when \( l = 0 \).

\[
\lim_{l \to \infty} T_{x_i,S_l} = \text{Trusted} \quad (4)
\]

The distance represents the level of trust between the track entity and the central entity. The closer the track entity to the central entity is, the greater the trust value of the track entity in the central entity will be. According to Equ. (4), the infinite track trust value is zero; that is, there is no trust relationship between the track entity and the central entity. In addition, due to the sparsity of data, the number of entities that are located on the infinite track may be much larger than the sum of the numbers of entities that...
are located on other tracks for a central entity [44], [46], that is, the sparse trust is shown as below:

\[
|S_\infty| >> \sum_{i=\infty} |S_i|
\]  

(5)

A trust model of a central entity corresponds to a row of the trust matrix like in Eqn. (1), and each value \( P_{ij} \) in the matrix represents the trust value of central entity \( i \) in entity \( j \). Compared to the trust matrix, the trust model describes the trust-strength relationship more clearly.

For example, a trust model \( F_{X2} \) is established based on the central entity \( X_2 \), which corresponds to the second row of the matrix in Eqn. (1). Its associated entity \( X_1 \) and entity \( X_5 \) scatter in different trust tracks, while other entities’ trust relations are located on the infinite track \( N \). Entity 5 is closer to the central entity than entity 4 in the trust track, because \( T_{2,5} > T_{2,4} \). The trust model \( F_{X2} \) is shown in Fig. 3.

![Fig. 3: Trust model \( F_{X2} \).](image)

The above defined trust model has the following characteristics:

- The trust is not symmetric. Suppose there are two entities, which are denoted as A and B. The trust of A in B is expressed as \([A, B, P_{AB}]\) and the trust of B in A is expressed as \([B, A, P_{BA}]\), \( P_{AB} \) is not necessarily equal to \( P_{BA} \);
- Each trust model has only one central entity. All the entities in the dictionary are located on the trust tracks and most entities are located on the infinite track in sparse trust;
- Each entity must be located on a unique track in the trust model. The same track may have multiple or no entities. The entities on the infinite track have no trust with the central entity (as shown in Fig. 2. by the vertical line 
\( \sqrt{\cdot} \));
- The track of each trust model is divided into 0, 1, 2 ... \( N \). The central entity is located at the 0 track and the trust value decreases from inner to outer until the outermost infinite track trust value is 0. The central entity has 100% trust in itself;
- Each entity may be in multiple trust models at the same time and plays different roles in different trust models. Therefore, the trust values in different trust models are also different.

### 3.3 Sparsity degree

The more non-zero elements the trust matrix contains, the more latent associative relationships between the trustor and trustee exist. The number of zero elements and non-zero elements can be obtained by traversing the trust matrix. Then, the sparsity degree here is expressed by Eqn. (6):

\[
\text{Sparse}_v = \frac{\sum_{j=1}^{n} \text{Num}_{nz}^j}{m \times n},
\]

(6)

where \( m \) is the number of matrix rows, \( n \) is the number of matrix columns, and \( \text{Num}_{nz}^j \) represents the number of nonzero elements in column \( j \).

Note that there are far fewer non-zero elements than zero elements, and the cost is statistically less in a sparse trust matrix. Therefore, sparsity degree is measured by the number of nonzero elements. The smaller the value of \( \text{Sparse}_v \) is, the more sparse the matrix becomes.

### 3.4 Challenges

Big data computation refers to using all the data in a large volume of data for analysis and processing, rather than using the method of random analysis (sample survey) as a shortcut [47]. Therefore, big data sparse trust matrix has two main challenges:

- **High Sparsity:** In most cases, the rating sparsity is higher than 85% under the cold-start condition [44]. Therefore, the sparse matrix provides little evidence for recommendation due to its sparsity, which is difficult for ordinary experimental methods. Our work is based on a trust transfer mechanism to achieve anti-sparsity. However, in practice, the sparsity degree of many recommendation systems is much less than 0.0001% (sparsity is higher than 99.9999%).

\[
G_1 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

\[
G_2 = \begin{bmatrix}
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 1 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
0 & 0 & 0 & 0 & 0 & 0 \\
\end{bmatrix}
\]

(7)

- **Irregularly Available Data:** Different locations of data have different influences on the matrix. The entities need to rely on intermediate entities for trust transfer to build relationships. The distribution of non-zero elements will directly affect the transfer of trust relations. For example, the sparsity degrees of the two matrices \( G_1 \) and \( G_2 \) in (7) are both 13.89%. Matrix \( G_1 \) has the following ternary form: \([2, 4, 1] \rightarrow [4, 6, 1] \) and \([5, 4, 1] \rightarrow [4, 6, 1] \). Therefore, it will establish a trust relation between entities 2 and 6 through intermediate entity 4, and between entities 5 and 6 through intermediate entity 4. However, matrix \( G_2 \) has ternary form \([4, 6, 0] \) rather than \([4, 6, 1] \) and it cannot establish a trust relation between entities 2 and 6, or entities 5 and 6. This implies that even in two matrices with the same size and the same sparsity degree, different node positions will cause different anti-sparsity effects.

With the explosion of big data, the above two challenges have become increasingly severe.
4 SPARSE TRUST DATA MINING FRAMEWORK

In this section, we describe our sparse trust data mining framework.

4.1 Sparse Trust Mining Model

Assume that two people (entities) without a trust relationship can transfer the trust through a mutual friend (intermediate entity). For example, suppose A purchased B’s product and gave a positive review, and C trusts A or has the same hobby as A. We can infer that C has a high probability of trusting (purchasing) B’s product. This is very common in real life.

Nowadays, the traditional recommendation systems are affected by the problem such as the cold-start. The trust-based recommendation systems can effectively alleviate the problem, but the trust data is even more sparse. Our framework can overcome the sparse trust problem in recommendation system, and can estimate and establish the sparse trust relationship more effectively.

Our sparse trust mining model is depicted in Fig. 4.

![Sparse trust mining model](image)

The framework is divided into five parts. Part 1: input the initial trust value into the system in a ternary form. The system converts the received trust values into an adjacency list for calculation. The sparse trust matrix is anti-sparsified by our data mining framework. Part 2: Sparse trust normalization is performed to ensure all entities can fit on a round table, reduce the calculation cost and eliminate the Grade Inflation [48]. Part 3: Transitive gossip trust. Before transferring trust, the system constructs the multidimensional trust model, which lays the foundation for latent trust mining. Part 4: Latent trust mining is carried out. The system makes full use of the trust model to mine multi-modal social relationships in different communities. Part 5: the sparse trust mining model outputs the sparse trust.

4.2 Normalizing Sparse Trust

The roundtable algorithm was used in a combat game called World of Warcraft. The algorithm in this game can be regarded as the origin of the round table algorithm, where all possible states and event sets are abstracted as a round table. In essence, it puts all the possible events on the round table according to priority until all events are placed or the round table is filled. In contrast, the waterfall algorithm uses a top-down approach to in-game item selection, which is the decision algorithm used in most games. Compared with the waterfall algorithm, the roundtable algorithm has a lower computational overhead (it only needs to make a decision once, rather than step by step) and its flow can be summarized as follows:

- Step 1: First, abstract all the entities in the same community into a round table.
- Step 2: Put the entities on the table according to the trust value until all entities are placed or the round table is completely filled.
- Step 3: If there is an entity that is still not placed when the round table is filled, the entity will be eliminated.

The advantages and disadvantages of the roundtable algorithm are clear at a glance:

Based on Step 1 and Step 2, an abstract modeling process can mine the latent relationship of all entities in the same community at a low cost. Additionally, at the round table, the trust value of each entity has not changed, and it still truly reflects the trustor’s emotional tendencies towards the trustee. However, it is very unfair to eliminate a low-priority entity while ensuring that entities with high trust values have high priority and is not conducive to the discovery of intent relations. Therefore, we propose our data mining algorithms.

There are different levels of trust for the entities used for trust mining in the same network community. What’s more, different users do not adopt a uniform standard to rate items. In this case, some people will give a score that is far from the truth, while others are used to grading within a small range. This phenomenon is often referred to as Grade Inflation and can be frequently encountered in the field of data mining [48]. In order to solve the problem of Grade Inflation, we adopt a normalized approach to deal with all entities in a round table. We utilize the softmax function [49] to normalize sparse trust:

$$G_{ij} = \frac{e^{p_{ij}}}{\sum_{j \in S} e^{p_{ij}}}$$

where variable \( I \) stands for the network community. The function makes sure that the sum of the normalized trust values is 1. It is important for the execution of several steps in our algorithms. Notice that if \( e^{p_{ij}} = 1 \), the trust value will be 0, which indicates distrust. For example, if an entity does not interact with any other entities, the value of trust between it and other entities is represented by 0. However, the softmax function also computes a value for it. This is not realistic. This situation is common in practice, so the handling of these entities is particularly important. In our work, we define the value of \( G_{ij} \) in this case as zero, which

2. https://blog.csdn.net.qq_33361004/article/details/80989781
is used to mine the trust value. Furthermore, only those nodes that have a trust value are normalized. The improved softmax function is shown in (9).

$$G_{ij} = \begin{cases} \frac{e^{p_{ij}}}{\sum_{j' \in J} e^{p_{ij}'}}, & \text{if } p_{ij} \neq 0, \\ 0, & \text{otherwise} \end{cases}$$ (9)

The normalized sparse trust values do not distinguish between a trustee with whom a trustor did not interact and a trustee with whom a trustor had a good interaction. Moreover, if $G_{ij} = G_{ik}$, we can conclude that both entity $j$ and $k$ are trusted by entity $i$ with the same degree of sparsity, but we don’t know if they have the same interaction, whether they are all highly trustworthy or whether they are all untrustworthy. In addition, the two trust values may come from online communities with different evaluation criteria. In other words, these normalized sparse trust values are relative rather than absolute. After the trust value is normalized, the relativity will not change, and the result is still satisfactory. A very important advantage of this approach to normalize sparse trust values is that we do not need to re-normalize each iteration (which is prohibitively costly in the trust transitive process), which saves us relevant expenses and is also the reason why we choose this approach. This method solves the problem of Grade Inflation and plays an important role in the whole model. The calculation process is shown in Algorithm 1.

### Algorithm 1 Normalizing Sparse Trust

**Input:** Sparse Trust Matrix, $P_{ij}$; the Number of Entities $m$

**Output:** Normalized Sparse Trust Matrix: $G_{ij}$

```plaintext
1: for $i$ ← 1 to $m$ do
2:    for $j$ ← 1 to $m$ do
3:       if $p_{ij} \neq 1$ then
4:          $p_i \leftarrow e^{p_{ij}}$
5:    for $i$ ← 1 to $m$ do
6:       for $j$ ← 1 to $m$ do
7:          if $p_{ij} \neq 1$ then
8:             $g_{ij} \leftarrow e^{p_{ij}}$
9:          else $g_{ij} \leftarrow 0$
```

### 4.3 Transitive Gossip Trust

#### 4.3.1 Multidimensional Trust Model

The abovementioned normalized sparse trust effectively overcomes the unfairness of the elimination mechanism of the original round table algorithm. Next, we structure the multidimensional trust model of entities in the same community in a specified way, which is of great significance for subsequent trust transfer mining and potential association mining. The trust value on the diagonal of the square trust matrix represents the self-confidence of the entity. We specify that each entity fully trusts itself, and the central entity has full self-confidence in the trust model that is defined above. The default trust value is 1 and the initial trust value of each entity is between 0 and 1; thus, the value on the diagonal is the largest in the normalized trust matrix.

The trust model describes the trust of the central entity in other entities. The trustee’s distance from the central entity reflects the trust strength. Furthermore, the track on which the trustee is located also reflects the extent of its trust. Each trust model, as shown in Fig. 2, corresponds to a row of data in the trust matrix, which is similar to the multi-dimensional superposition trust model:

- **Entity $i$ as the center of trust model $F_i$:** Entity $j$ is on the track $a(a < \infty)$, and the trust value of entity $i$ in $j$ is $g_{ij}$ ($0 < g_{ij} < 1$); Entity $k$ is on the track $l(l = \infty)$, and the trust value of entity $i$ in $k$ is $g_{ik} = 0$ ($k$ does not have a trust with central entity $i$), as shown in Fig. 5(a);
- **Entity $j$ as the center of trust model $F_j$:** Entity $k$ on track $b(b < \infty)$; the trust value of the entity $j$ in $k$ is $g_{ik} (0 < g_{ik} < 1)$, as shown in Fig. 5(b);
- **Superposition of trust model $F_j$ onto trust model $F_i$:** the position on the round table conforms to the relationship of multiple trust models, and the two-dimensional superposition trust model is shown in Fig. 5(c). By analogy, when there is more than one entity in the same community, we structure the multidimensional trust model of entities in this way.

![Fig. 5: Multidimensional trust model.](image)

#### 4.3.2 Transitivity

We aim to mine and build sparse trust for more entities, which is not so obvious, but still similar to mining the classic relationship between diapers and beer. Our data mining algorithm is based on a trust transitive mechanism and aims at finding acquaintances. In other words, “acquaintances” here refers to common neighbors. It makes sense to weigh their opinions according to the trust that the trustor places on them:

$$t_{ik} = \sum_{j \in I} g_{ij}g_{jk},$$ (10)

where $t_{ik}$ represents the trust that entity $i$ places in entity $k$, which is determined by polling their acquaintances.

In the example of Section 4.3.1, trust values $g_{ij}$ and $g_{ik}$ are both less than 1, so when $j$ is constant, the calculated $t_{ik}$ is less than $g_{ij}$ and $g_{ik}$ . Thus, the trust value of the transmission is attenuated, and the more intermediate entities there are, the greater the attenuation is. Because $g_{ij}$ and $g_{ik}$ are independent of each other, cross-field indirect trust can be considered to have the Markov property. The sparse
trust value is described by the stationary distribution of the Markov chain that is defined by the normalized trust matrix $G$.

Gossip trust is, as the name suggests, the principle that is consistent with the gossip algorithm, inspired by the gossip of the office. As long as one person goes about a gossip, all people will know the information about the gossip in a limited time. Trust relationship transfers like a virus, spreading on the round table. It should be noted that the framework of the gossip is similar to the random-surfer model based on the user’s behavior of browsing the Web, which is a direct probabilistic explanation of it [50].

In the above example, according to the transitivity of trust, trust models $F_i$ and $F_j$ are superimposed on the round table, and the infinite track entity $k$ infects the trust with the central entity $i$. When an intermediate entity is seeking trustworthy entities, it can obtain gossip trust values in the network with the following manner: at each entity $i$, it can gossip with entity $j$ with probability $g_{ij}$. After transferring for a while in this manner, the intermediate entity is more likely to be a trustworthy entity than an untrustworthy entity, and entity $j$ is the only information source and the intermediate entity. Intermediate entities, as the name suggests, exist between two entities that do not trust each other directly, “bridging” them and passing trust values. In our algorithm, each entity variable contains two quantities of information: an adjacency list of nodes that has the trust with the entity node, which is denoted as $Trustlist(i)$, and a set of their trust values, which is denoted as $Data\_set(g_{ij})$. Intermediate entities are found using a depth-first search, marked, and stored in the stack. Furthermore, the searched effective path is stored in matrix $T_{ij}$. If it is still not a valid path after searching the last entity in $Trustlist(i)$, it will return to the previous parent node to search for the next path. The search ends when all valid paths have been explored. This calculation method is shown in Algorithm 2.

Algorithm 2 Transitive Gossip Trust Model

**Input:** Normalized Sparse Trust Matrix: $G_{ij}$.

**Definitions:** The number of nonzero elements of matrix $t^{(r)}$: $Num_{nz}^{(r)}$.

**Output:** Trust value of entity $i$ in entity $k$ through $r$ intermediate entities: $t_{ik}^{(r)}$.

1: Initial: $t_{i0}^{(0)} = g_{ik}$;
2: repeat
3: $t_{ik}^{(r+1)} ← g_{ik}t_{ik}^{(r)} + g_{id_{1k}}^{(r)} + \ldots + g_{id_{rk}}^{(r)}$;
4: until $|Num_{nz}^{(r+1)} - Num_{nz}^{(r)}| < \varepsilon$.

4.4 Latent Trust Mining

When it comes to trust, we always think about social relationships, which can be divided into single and multiple modes. Many researchers have therefore resorted to addressing trust scarcity by referring to “sparse” information in social networks. In the above example, $j$ is the only intermediate entity. In general, the trust mining between entities in the same community is called isomorphic association rule mining, and correspondingly, the trust mining between entities in different communities is heterogeneous association rule mining. In practice, physical entity users typically cannot interact across all communities. By mining the potential information of one community, their trust can be used and gathered in other communities, which is of great significance for the anti-sparcity of sparse trust matrix. Therefore, we considered the issue of tapping into potential trust in multiple online communities.

Section 4.3.2 explains how to transfer trust based on the trust model. In the subsequent sections, we will discuss ways to incorporate trust from different communities. First, we need to explain how the trust relationship is calculated. We can calculate the sparse trust value of any complete path between two entities (such as from entity $i$ to entity $k$) according to Eq. (10) and save the result to the corresponding matrix $T_{ik}^{(r)}$, where $r$ represents the number of intermediate entities. The calculation method of latent trust mining is shown in Algorithm 3.

Algorithm 3 Aggregate the mining trust

**Input:** Normalized Sparse Trust Matrix: $G_{ij}$; entity $i$ to entity $k$ gossip through $r$ intermediate entities: $t_{ik}^{(r)}$.

**Output:** Sparse Trust Matrix: $T_{ik}^{(r)}$.

1: for $i ← 1$ to $r - 1$ do
2: $t_{ik} ← t_{ik}^{(r)}$;
3: $T_{ik} ← t_{ik}/r$;
4: return $T_{ik}$.

4.5 Overview of our data mining scheme

In the example in Section 4.3.1, $j$ is the only intermediate entity. Entity $j$ is directly trusted by entity $i$, entity $k$ is directly trusted by entity $j$, and entity $i$ has cross-field trust in entity $k$ based on entity information source $j$. However, the number of intermediate entities is greater than the one in practice. Here we describe the anti-sparsification scheme to compute the sparse trust values. The abovementioned two-dimensional superposition trust model with single information source shows the simplest cross-field indirect trust. The problem of data sparsity in multi-domain social relationships is solved by using heterogeneous entity association schemes between trustors and trustees. In some cases, an entity can have an inter-community association with another entity that is in a different network community. The algorithm proposed in this paper aggregates multiple trust paths, each involving the passing of trust across multiple entities. A general overview of our data mining scheme is shown in Algorithm 4. Fig. 6 depicts the detailed flow of this work. Before normalizing the sparse trust to mine more trusts (refer to Section 4.3.1), we initialize the self-trust values of the entities in step 1 (line 3).

4.6 An Example

Assuming that there is an original sparse matrix $S$:

$$S = \begin{bmatrix} 1 & 0 & 1 \\ 0 & 1 & 1 \\ 1 & 0 & 1 \end{bmatrix}.$$
Algorithm 4 The Sparse Trust Data Mining Algorithm

Input: Ternary Form \( P : [i,j,P_{ij}] \).

Definitions: Sparse Matrix: \( S_{-}Matrix \); Number of nonzero elements: \( \text{Num}_{nz} \); Number of Entities: \( m \); Trust value of entity \( i \) in entity \( k \) when gossiping through \( r \) intermediate entities: \( t^{(r)}_{ik} \).

Output: Trust Matrix \( T \).

1. Initial: \( S_{-}Matrix(i,j) \leftarrow P_{ij} \);
2. for \( i \leftarrow 0 \) to \( m \) do
   3. \( S_{-}Matrix(i,i) \leftarrow 1 \) //Initialize Self Confidence
   4. for \( j \leftarrow 1 \) to \( m \) do
      5. if \( e^{P_{ij}} \neq 1 \) then
         6. \( p_i \leftarrow e^{P_{ij}} \);
      7. for \( i \leftarrow 1 \) to \( m \) do
         8. for \( j \leftarrow 1 \) to \( m \) do
            9. if \( e^{P_{ij}} \neq 1 \) then
               10. \( g_{ij} \leftarrow e^{P_{ij}} \);
            11. else \( g_{ij} \leftarrow 0 \);
      12. \( t^{(0)}_{ik} = g_{ik} \);
   13. repeat
      14. \( t^{(r+1)}_{ik} \leftarrow g_{11}t^{(0)}_{1k} + g_{12}t^{(r)}_{1k} + \ldots + g_{1m}t^{(r)}_{1k} \);
      15. until \( \text{Num}_{nz}^{(r+1)} - \text{Num}_{nz}^{(r)} < \varepsilon \);
   16. for \( i \leftarrow 1 \) to \( r-1 \) do
      17. \( t_{ik} \leftarrow t^{(r)}_{ik} \); //Aggregate the Mining Trust
   18. \( T_{ik} \leftarrow t_{ik}/r \);
19. return \( T_{ik} \).

The number of nonzero elements of matrix \( t^{(1)} \): \( \text{Num}_{nz}^{t^{(1)}} = 7 \).

Similarly, we can get: \( t^{(2)} = G \cdot t^{(1)} \), thus,

\[
t^{(2)} = \begin{bmatrix}
\frac{1}{2} & 0 & \frac{1}{2} \\
0 & \frac{1}{2} & \frac{1}{2} \\
\frac{1}{2} & 0 & \frac{1}{2}
\end{bmatrix},
\]

the number of nonzero elements of matrix \( t^{(0)} \): \( \text{Num}_{nz}^{t^{(0)}} = 6 \).

According to the Transitive Gossip Trust Model (i.e., algorithm 2), we calculate Gossip Trust as follows:

\[
t^{(1)}_{11} = g_{11}t^{(0)}_{11} + g_{12}t^{(0)}_{12} + g_{13}t^{(0)}_{13} = \frac{1}{2},
\]
\[
t^{(1)}_{12} = g_{11}t^{(0)}_{12} + g_{12}t^{(0)}_{12} + g_{13}t^{(0)}_{12} = 0,
\]
\[
t^{(1)}_{13} = g_{11}t^{(0)}_{13} + g_{12}t^{(0)}_{13} + g_{13}t^{(0)}_{13} = \frac{1}{2},
\]
\[
t^{(1)}_{21} = g_{21}t^{(0)}_{21} + g_{22}t^{(0)}_{21} + g_{23}t^{(0)}_{21} = \frac{1}{2},
\]
\[
t^{(1)}_{22} = g_{21}t^{(0)}_{22} + g_{22}t^{(0)}_{22} + g_{23}t^{(0)}_{22} = \frac{1}{2},
\]
\[
t^{(1)}_{23} = g_{21}t^{(0)}_{23} + g_{22}t^{(0)}_{23} + g_{23}t^{(0)}_{23} = \frac{1}{2},
\]
\[
t^{(1)}_{31} = g_{31}t^{(0)}_{31} + g_{32}t^{(0)}_{31} + g_{33}t^{(0)}_{31} = \frac{1}{2},
\]
\[
t^{(1)}_{32} = g_{31}t^{(0)}_{32} + g_{32}t^{(0)}_{32} + g_{33}t^{(0)}_{32} = 0,
\]
\[
t^{(1)}_{33} = g_{31}t^{(0)}_{33} + g_{32}t^{(0)}_{33} + g_{33}t^{(0)}_{33} = \frac{1}{2}.
\]

The number of nonzero elements of matrix \( t^{(2)} \): \( \text{Num}_{nz}^{t^{(2)}} = 7 \).

Set \( \varepsilon = 0.1 \), \( |\text{Num}_{nz}^{t^{(2)}} - \text{Num}_{nz}^{t^{(1)}}| < \varepsilon \). It’s just going through an intermediate entity to get the mining trust value, so the final trust matrix \( T = t^{(1)}/1 \).

This example aims to help readers better understand the idea of the algorithm. The data in the example is not a large-scale sparse matrix, so the calculation results are not of reference significance.

5 EXPERIMENTS

In this section, we aim to assess the performance of our framework in modeling and measuring mining trust. We conduct comprehensive experiments with real-world and synthetic datasets. By calculating the trust matrix of different sparsity degrees, the anti-sparsity ability of the proposed algorithm is evaluated.

5.1 Dataset

The experimental datasets are introduced as follows (for the datasets, our last visit was in December 2017):

Part I: To sufficiently validate the performance of our proposed framework, we choose three representative datasets that are related to propagation framework for our experiments, which are taken from three
and process the original trust matrix in some non-sparse data. A value of 1 indicates that the trustee is strongly relevant to the relevance of entities, and the experimental data are in a tab-delimited format. Each line of this file represents these datasets. Entity relevance values are contained in a file used by previous studies. The statistics of these datasets reflects the typical social evaluation network and is often how helpful the comments are on a rating scale. This dataset they have bought or used in the past. Other users can rate December 2017. In this dataset, users can rate products that were not involved any ratings. Finally, the dataset that we obtained was not meaningful to the experimental evaluation and did not involve any ratings. In other words, we have determined the value of sparsity in advance. We consider simulating different big data matrices, where a big data matrix is used to infer the trust. Moreover, we fully use the self-confidence of the entity to reasonably update the existing trust (performance analysis results are shown in Section 5.4). We need to change the matrix to verify the performance of the algorithm. Therefore, it is important to obtain matrices with different sparsity degrees. In the data processing, random function values for eight sparsity degrees were obtained through repeated experimental comparisons. Algorithm 5 shows the general process of processing the matrix in the original data set using a random function. Furthermore, the number of non-zero elements in the initial dataset is relative (the error range of sparsity degree is 0.0005%).

Algorithm 5 Process the data set CiaoDVDs

**Input:** Original Trust Matrix, \( P_{ij} \); the Number of Entities \( m \); Random number comparison threshold \( x \); Expected sparsity \( t \).

**Output:** Sparse Trust Matrix: \( P'_{ij} \).

1: repeat
2: \[ i \leftarrow 1 \text{ to } m \]
3: \[ j \leftarrow 1 \text{ to } m \]
4: \[ p'_{ij} \leftarrow p_{ij} \]
5: if \( x > \text{rand}() \) then
6: \[ p'_{ij} \leftarrow 0 \]
7: Calculate the sparsity degree of \( p'_{ij} \); \( \text{Sparse}_{p'} \)
8: Change threshold \( x \)
9: until \( \text{Sparse}_{p'} = t \)
10: return \( P'_{ij} \).

### 5.2 Evaluation Metrics

Our experiment selects two evaluation indicators to measure the prediction quality of the trust communication framework of the evaluated method (the Mean Absolute Error (MAE) and the Root Mean Square Error (RMSE)) [56], which are used to measure the deviation between the predicted value and the original value. The smaller the deviation is, the better the approach becomes.

1. The metric MAE is defined as:

\[
MAE = \frac{\sum_{ij} |t_{ij} - \hat{t}_{ij}|}{N},
\]

2. The metric RMSE is defined as:

\[
RMSE = \sqrt{\frac{\sum_{ij} (t_{ij} - \hat{t}_{ij})^2}{N}},
\]

where \( t_{ij} \) denotes the original trust value that entity \( i \) gave to entity \( j \), \( \hat{t}_{ij} \) denotes the predict trust value that entity
$i$ gives to entity $j$, as predicted by the framework, and $N$ denotes the number of tested trust values.

5.3 Comparative Experimental Studies

In this section, we evaluate the performance of our proposed framework by comparing it with relevant frameworks.

5.3.1 Comparison frameworks

We choose the following three typical trust propagation frameworks for comparison: Tidal Trust (TT, 2005) [56], Mole Trust (MT, 2007) [57], and Multi-Faceted Trust (MFT, 2015) [58]. All these frameworks predict trust leveraging the trust transfer mechanism. MFT is the latest and most relevant to our work in the three benchmark algorithms. We conduct comparative experiments under all users and cold-start environments to verify the anti-sparsity accuracy of our data mining algorithm. In the following, our sparse trust data mining algorithm is called “Our Solution”.

In order to ensure fair comparison and accurate verification, we set the optimal parameters for all the compared frames according to their respective references or on the basis of our experiments:

- Tidal Trust: $\max = 0.008$;
- Mole Trust: $mpd = Num.iterations$;
- Multi-Faced Trust: $\varepsilon = 0.1$ and $\theta = 0.1$.

5.3.2 Compared-Validation

We make predictions and tests through comparative verification methods. Randomly dividing the trust data into two equal parts, we use one part as the predict set (50 percent of the sparse trust data) and the other part as the test set (the remaining 50 percent of the sparse data) in each experiment. In addition, we conduct each experiment five times and take the mean as the final result for each experiment.

5.4 Results and Analysis

The anti-sparsification accuracy of the proposed data mining algorithm is verified by comparing the experimental results on the three datasets with those of the competing frameworks. Table 3 and Table 4 respectively show the results of MAE and RMSE on testing of all users and cold-start, which were computed based on the user’s predictions. In addition, Fig. 7 and Fig. 8 show the performance comparison histogram of the experiments (In order to improve the display effect of the data (the numerical gap is large), the truncation diagram is adopted in Fig. 7(b) and Fig. 8(b)).

5.4.1 Validation on All Users

Our algorithm outperforms the other approaches in both MAE and RMSE on all three datasets obviously. Overall, MFT framework achieves the second-best performance on the three datasets in MAE, except for dataset Epinions. Because the trust data of Epinions is extremely sparse (sparsity degree of 0.0097%), the traditional framework of TT could perform much better than the frameworks of MFT and MT.

However, when applied to experimental data with relatively dense trust (such as 0.2220% sparsity of Douban), the performance of MFT is relatively significant. While in the Flixter (sparsity degree of 0.1138%) dataset, MT performs better. Finally, TT is better suited to Epinions containing directed trust networks than MFT or MT because it performs more accurately. On Flixter and Douban, which include undirected social networks, MT has similar performance to TT. Therefore, the combined effect of these methods is not satisfactory for improving the comprehensive quality of the recommendation system. In general, the performance of MFT is optimal among the baseline methods.

At the same time, it is clear that our framework stands out in terms of improving recommendation quality compared to the baseline approaches, as demonstrated by testing all users (as shown in Table 3). Especially for Epinions, a highly sparse data set, the anti-sparsity effect of our framework is even more significant. In the experiment of testing all users, our method can realize anti-sparsity well, and it is obviously better than the comparison methods. Therefore, it can be concluded that our method is an effective and reliable anti-sparsification framework, and it has certain advantages in stability.

5.4.2 Validation on cold-start Users

We also evaluate the accuracy of the algorithm against trust sparsity in a cold-start environment. Typically, we refer to users who trust fewer than five as cold-start users. Compared-validation is still used in the test but we only care about the accuracy of predictions for cold-start users (with five or fewer trusts) at this moment. Table 4 shows that our algorithm still has the best performance on all datasets, indicating that our algorithm can be implemented with accuracy of anti-sparsification on the testing of cold-start.
For different trust matrices with the same sparsity, we conduct several experiments respectively, and select 10 representative experimental data from them, all of which have a sparsity of 0.018%. As shown in Fig. 10, each column represents the residual $\rho_{\text{Sparse}' - \text{Sparse}_{\pi}}$ of the sparsity degree. Different positions of non-zero elements lead to different anti-sparsity results, so the results of the ten groups of experimental data are not the same. The location of non-zero elements determines the number of intermediate entities and the number of mining paths. Nevertheless, for any initial sparse matrix, our method can improve its anti-sparsity to the maximum extent.

The experiment indicates that, compared with current trust frameworks, our data mining algorithm’s trust prediction of anti-sparsification is more accurate for all users and the cold-start environment.

5.5 Performance Analysis

We use the dataset CiaoDVDs for our experiments and compare the effectiveness, stability and updateability of the algorithm in three different cases.

**Effectiveness:** In this part, two experiments are conducted to investigate the effectiveness of the proposed algorithm, which is designed according to the two challenges mentioned in Section 3.4.

In the first experiment, eight kinds of sparsity degree trust data from CiaoDVDs are used as experimental data. These sparsity degrees of eight data are as follows: 0.009%, 0.018%, 0.028%, 0.039%, 0.048%, 0.052%, 0.064%, and 0.072%. Obviously, these are sparse matrices [47]. Fig. 9 gives a histogram that illustrates the anti-sparsification situation and each dataset corresponds to one of the eight trust data mentioned above. The experimental results in Fig. 9 are the average values over many experiments, because each experimental result is influenced by many factors and single experiments are unrepeatable. As shown in Fig. 8, the algorithm can achieve anti-sparsification. In particular, the more the evidence is provided initially, the greater the effect of the anti-sparsity is.

The second experiment is based on another challenge that the distribution of non-zero elements. For different trust matrices with the same sparsity, we conduct several experiments respectively, and select 10 representative experimental data from them, all of which have a sparsity of 0.018%. As shown in Fig. 10, each column represents the residual $\rho_{\text{Sparse}' - \text{Sparse}_{\pi}}$ of the sparsity degree. Different positions of non-zero elements lead to different anti-sparsity results, so the results of the ten groups of experimental data are not the same. The location of non-zero elements determines the number of intermediate entities and the number of mining paths. Nevertheless, for any initial sparse matrix, our method can improve its anti-sparsity to the maximum extent.

- **Stability:** Challenge 2 will affect the algorithm effectiveness as mentioned above. To solve this problem, we design corresponding comparative experiments. We choose two data sets, where each data set contains trust data of 28 different sparsity degrees. The experimental results are shown in Fig. 11. The two curves in the figure represent two groups of comparison experiments, and each group contains 28 sparse residuals, which are targeted at data with different sparsity. The results show that the location of sparse nodes affects the effectiveness of the algorithm, but has little influence on the overall trend. It follows that our method is stable.

- **Updateability:** In our scheme, we assume the entity has a self-confidence relationship and the value is equal to 1 ( $P_{ii} = 1$ ). Obviously, the beneficial effect of self-confidence
This article has been accepted for publication in a future issue of this journal, but has not been fully edited. Content may change prior to final publication. Citation information: DOI 10.1109/TIFS.2021.3109412, IEEE Transactions on Information Forensics and Security

5.6 Validity Discussion

Computational complexity. The volume of big data is relatively large. In terms of the complexity of running time, in addition to improving the algorithm, the influence of hardware environment (such as computing soft environment, performance, number of computers, etc.) cannot be ignored. All of these limit the speed of the algorithm. In the future, we will focus on improving the running time complexity of the algorithm by combining the various influencing factors. Furthermore, under the influence of the big data environment, the number of users is increasing, and the load of sparse trust computing will also increase, which may affect the effect of our model. Therefore, it is necessary to consider cross-domain trust modeling and maintenance between different communities to reduce computational complexity.

The non-uniqueness of the evaluation model. In addition, the calculation methods, statistical dimensions and experimental environment used by many existing models are not the same. There is no unified evaluation model system recognized by scholars to compare the differences of different trust models objectively and fairly.

6 CONCLUSION

This paper proposes a sparse trust data mining scheme, and a novel framework for mining and predicting sparse trusts in large-scale recommendation systems. Our scheme alleviates the sparse problem of trust and improves the accuracy of the recommendation system in three aspects. First, we define the representation of sparse trust through analysis of existing sparse trust models. Second, we provide a unified formal description of sparse trust, define the sparsity degree, and declare two main challenges for the big data sparse trust matrix. Third, we propose an efficient and simple anti-sparsification method. It is based on the customized normalization function and the method of the transitive gossip trust model. The former is used to avoid the disadvantages of Grade Inflation and the latter is used to overcome random trust relationship propagation.

In the future, we plan to extend our framework to dealing with mining the hidden semantics to improve the prediction accuracy and effectiveness.
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