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Abstract—Grid-connected power electronic converters are the fundamental building blocks of future power electronic-based power systems. Their fast dynamic performance and robustness are the key requirements for ensuring the reliable operation of such systems. This letter proposes a simple optimal model predictive controller (MPC) to control the active and the reactive current of the three-phase voltage source grid-connected converters. Better performance over other state-of-the-art controllers is evaluated based on quantitative criteria comprising the settling time, and the percentage of the overshoot. Finally, the experimental tests are provided to prove the applicability of the proposed approach.
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I. INTRODUCTION

Grid-connected converters, especially voltage source converters (VSCs), are the key building blocks of the future power-electronic-based power grids. VSCs are employed as interfaces between the alternating current (ac) legacy grid and direct current (dc)-based renewable resources such as PV, wind, energy storage systems, and modern loads such as electric vehicle chargers. Due to high presence of VSCs and consequently their significant impact on the grid, it is highly desirable to maximize the dynamic performance of each one of them [1].

Currently, depending on the operational mode, the grid-tied VSCs are usually divided into grid following, grid supporting, and grid forming converters [2], [3]. For any mode of operation, inner current control is an inevitable control structure. The most common current control approach is utilizing linear controllers [4]. Among linear controllers, PI controllers, deployed in the synchronous reference frame, or PR controllers, deployed in stationary reference frames, are widely accepted in practice [5]. However, these linear controllers suffer from several theoretical and practical drawbacks. For instance, since their control parameters have significant effects on the stability of the overall system, the problem of tuning requires careful consideration. Secondly, the PI controllers can guarantee the performance of the system only around a small vicinity of the equilibrium point. Thirdly, the linear controllers are not able to improve both settling time and percentage of overshoot simultaneously [6].

Several alternatives current control approaches have been proposed to avoid these drawbacks. An overview on table-based direct power control (DPC) for grid-connected converters was addressed in [7]. For implementing DPC strategies, a lookup switching table is usually predefined. Based on the output angular position and also the instantaneous active and reactive power of the VSC, the optimal switching state is chosen from the table. However, firstly, a high sampling frequency is required to obtain satisfactory performance. Secondly, the switching frequency in this control structure is varying, which may complicate the design procedure of the harmonic filter [7]. The sliding mode control (SMC) [8] and the passivity-based control (PBC) [9] have been largely reported for grid-connected VSCs to obtain a robust performance against system uncertainty in comparison with the lookup table DPC and reach faster transient response than the PI controllers. However, PBC and SMC approaches may result in large ripples, which usually come from their control structure, in both active and reactive power. Additionally, due to the time derivatives, the SMC controllers may result in high sensitivity. Each approach for chattering reduction in SMC, which is designed for power electronic converters, has its advantages and disadvantages [8]. For instance, while the implementation of the SMC-hysteresis function approach is easy, the switching frequency is time-varying and there is a steady-state error if the structure of the hysteresis function is not selected precisely. The SMC-boundary layer approach solves the varying switching frequency, however, there is still a steady-state problem if the bounds of the saturation function are not selected properly. The SMC-state observer approach provides more flexibility, however, it has complicated implementation and requires a lot of effort for designing a controller [8]. The grid voltage modulated (GVM)-DPC is introduced to improve the steady-state performance and robust performance of the grid-connected VSCs than SMC and DPC methods [10]. However, there is no formal analysis for clarifying why and how this is achieved. Ref. [11] uses artificial neural network (ANN) to control a grid-connected VSC.
Although ANN is computationally efficient and can provide close to optimal solutions, its optimality can not be formally proved. The problem of designing fuzzy logic control (FLC) for VSC is addressed in [12]. The advantages of FLC can be enumerated as its efficient, non-model-based structure, and it is adjustable for both linear and nonlinear systems. However, this controller is designed based on trial and error and it has a complex control structure. Ref. [13] investigates the problem of analyzing and designing a nonlinear controller for VSCs. In [13], a feedback linearization method is used to regulate the active power. However, the main drawback with GPC and EMPC strategies is complex formulation. Ref. [18] investigates the problem of designing sensorless CCS-MPC for grid-connected inverters. More recently, designing the model predictive control (MPC) for VSCs has received significant attention. The main advantages of MPC are the ability to regulate multi-input-multi-output (MIMO) systems, handle hard constraints, and explicitly account for the nonlinear dynamics as well. In the power electronics control field, the MPC is mainly split into two main categories. The first one is the finite control set (FCS)-MPC and the second one is the continuous control set (CCS)-MPC. In FCS-MPC, the goal is to find an optimal solution of the cost function. In particular, a model is used to predict the system behavior for every possible power converter’s switching state and then the best switching state is chosen online [15]. However, by increasing the number of switching states or lengthening the horizon, the number of possible selections exponentially increases, and may become prohibitively computationally heavy for online execution. Additionally, the switching frequency of the FCS-MPC is varying and may cause grid resonances [16]. In clear contrast to the FCS-MPC approaches, the CCS-MPC approach, provides significant advantages such as fixed switching frequency and analytical design procedure [17], [18]. The most common CCS-MPC methods for grid-connected VSCs are generalized predictive control (GPC) [19] and explicit MPC (EMPC) [20]. However, the main drawback with GPC and EMPC strategies is complex formulation. Ref. [18] investigates the problem of designing sensorless CCS-MPC for grid-connected inverters. However, solving linear matrix inequalities (LMIs) in each iteration of the MPC algorithm needs a lot of computational effort. Moreover, the approach [18] is also not fast enough to handle long horizons.

This letter proposes an optimal CCS-MPC as an alternative to conventional current control methods to cope with the control challenges in three-phase grid-connected VSCs. The key contributions of the proposed approach in comparison with the state-of-the-art ones can be enumerated as follows: Firstly, the main issue with MPC is the computational burden of the controller. To overcome this issue, this letter proposes a simple CCS-MPC with a long predefined horizon N that is computationally light and can easily be implemented online on a cheap commercial microprocessor. Secondly, the optimal solution for the cost function is obtained through the analytical design procedure. Thus, the designed controller has the fastest possible transient response, which means the lowest settling time and suitable percentage of the overshoot. To validate the practical applicability of the proposed approach, experimental tests are presented, where the results are experimentally compared with the results from other conventional controllers. The rest of this letter is organized as follows: The preliminaries and main results are presented in Section II. In Section III, the proposed approach is experimentally tested and compared with the conventional control approaches. Finally, the conclusion is presented in Section IV.

Notation: The following notation is used in this letter. $R^n$ and $R^{n \times m}$ show the n-dimensional vectors and $n \times m$ matrices, respectively. The n-dimensional identity matrices are denoted by $I^n$.

II. PRELIMINARIES AND MAIN RESULTS

The three-phase grid-connected VSC is illustrated in Fig. 1, where $V_a$, $V_b$, and $V_c$ are three-phase grid input voltages; $I_a$, $I_b$, and $I_c$ denote three-phase grid input currents; $V_{dc}$ and $C$ show the constant dc voltage and dc-link capacitor, respectively. $L_a = L_b = L_c = L$ and $R_a = R_b = R_c = R$ denote three-phase inductor and resistance, respectively. $S_1 \sim S_6$ are the switches of the converters. The three-phase bridge is defined for the switching function in each leg, which defines the ON-OFF status of the converter main switches. $S_a$, $S_b$, and $S_c$ denote the switching function of each leg. For a specific instance, $S_a = 1$ means $S_1$ is ON and $S_2$ is OFF and also $S_a = 0$ means $S_1$ is OFF and $S_2$ is ON. $S_b$ and $S_c$ operate similar to the $S_a$. In the three-phase abc stationary coordinate, the state space model of the three-phase VSC can be represented as follows:

$$
\begin{align*}
L_a \frac{d i_a}{dt} &= V_a - R I_a - \frac{2S_a - S_b - S_c}{3} V_{dc} \\
L_b \frac{d i_b}{dt} &= V_b - R I_b - \frac{2S_b - S_a - S_c}{3} V_{dc} \\
L_c \frac{d i_c}{dt} &= V_c - R I_c - \frac{2S_c - S_b - S_a}{3} V_{dc}
\end{align*}
$$

(1)
The equation (1) can be represented as the following equation by employing dq synchronous rotating coordinate transfer:

\[
\begin{align*}
    \frac{dI_d}{dt} &= V_d - RI_d + \omega LI_q - S_d V_{dc} \\
    \frac{dI_q}{dt} &= V_q - RL_I - \omega LI_d - S_q V_{dc}
\end{align*}
\]  

(2)

where \( I_d \) and \( I_q \) are active and reactive current in the dq coordinate system, respectively. \( V_d \) and \( V_q \) denote the active and the reactive voltage in the dq coordinate system, respectively. The angular frequency of the input voltage is denoted by \( \omega \), which can be calculated by \( \omega = 2\pi f \). Furthermore, the switching functions are denoted by \( S_d \) and \( S_q \). Model (2) is used to propose a simple high-performance controller. The equation (2) could be represented as

\[
\begin{align*}
    \dot{x} &= \begin{bmatrix} \frac{-R}{L} & \omega \\ -\omega & \frac{-R}{L} \end{bmatrix} x + \begin{bmatrix} \frac{1}{L} \\ 0 \end{bmatrix} u \\
    y &= \begin{bmatrix} I_d \\ I_q \end{bmatrix}
\end{align*}
\]

(3)

where \( x \in \mathbb{R}^2 \) denotes the discrete-time output variable, which is equal to the state variable in this case. \( x_k \in \mathbb{R}^2 \) is the discrete-time state variable. Known constant matrices \( A \in \mathbb{R}^{2\times 2}, B \in \mathbb{R}^{2\times 2}, \) and \( C = I^2 \) are system matrices. The output variables can be predicted as follows:

\[
\begin{align*}
    y(k+1) &= CAx(k) + CBu(k) \\
    y(k+2) &= CA^2x(k) + CABu(k) + CBu(k+1) \\
    y(k+N) &= CA^N.x(k) + \sum_{j=1}^{N} CA^{N-j}Bu(k+j-1)
\end{align*}
\]

(4)

The equation (5) can be represented as follows:

\[
Y(k) = FX(k) + GU(k)
\]

(6)

where \( Y = \begin{bmatrix} y(k+1) \\ y(k+2) \\ \vdots \end{bmatrix}, U = \begin{bmatrix} u(k) \\ u(k+1) \\ \vdots \end{bmatrix}, F = \begin{bmatrix} CA \\ CA^2 \\ \vdots \end{bmatrix}, \)

\[
G = \begin{bmatrix} CB \\ CAB \\ \vdots \end{bmatrix}
\]

and \( G \) consists of all the \( N \)-th order matrices of the system. The cornerstone of all the MPC approaches is defining a cost function. Here, the cost function is defined such that it covers a prediction of \( N \) horizon and also tracking the reference signal not only for the current time step but also for \( N \) horizon ahead. Here, we propose the following cost function for the state-space model (2):

\[
J = (Y(k) - W(k))^T P (Y(k) - W(k)) + UT(k)QU(k)
\]

(7)

where \( W(k) \) is a vector of the reference signals for \( N \) future horizon. \( P \) and \( Q \) are positive definite weighting matrices with suitable dimensions. These matrices can give a relative importance to each variable or the relation between one variable with another. Additionally, this cost function is essential for making dimensionless state variables (i.e. compensating the large differences in the order of the magnitude of the state variables). The following theorem is presented to find the optimal control signal by minimizing the cost function (7).

**Theorem 1 (MPC):** For each iteration, the optimal solution for the cost function (7) can be analytically calculated as follows:

\[
\min_{U(k)} J = (Q + G^TPG)^{-1}G^TP(W(k) - Fx)
\]

(8)

Whereas the receding horizon strategy is employed, the first two rows of the \( U(k) \) denote the control signal \( u(k) \) and implemented to the VSC. Additionally, the switching function is

\[
[S_d \ S_q]^T = [(V_d - u_d)/V_{dc} \ (V_q - u_q)/V_{dc}]^T
\]

(9)

**Proof.** Substitute (6) into cost function (7), one has

\[
J = \frac{1}{2} (F(x(k) + GU(k)) - W(k))^T P (F(x(k) + GU(k)) - W(k)) + UT(k)QU(k)
\]

(10)

Minimize \( J \) with respect to \( U(k) \) concludes

\[
\frac{\partial J}{\partial U} = G^TP(Fx(k) - W(k)) + (Q + G^TPG)U(k) = 0
\]

(11)

By simplifying (11), the proof is completed.

### III. EXPERIMENTAL VERIFICATION AND COMPARISON

Fig. 2 illustrates the overall configuration of the experimental setup and the implementation of the proposed optimal MPC on the three-phase VSC. In this experimental test, a personal computer with specification and configuration of core i5, 3.4 GHz, 16Gb RAM is employed. The proposed optimal MPC control law is simulated by Matlab/Simulink and then experimentally implemented on the prototyping platform dSpace RT11006. The DS2004 high-speed A/D board is used to digitalize analog input signals, which are the measured DC voltage, three-phase line-to-line voltages, and three-phase currents, of the DSpace with high sample rates. The DS5101 board is employed to generate a multitude of signals at various frequencies including incremental encoder signals and pulse width modulator (PWM) waveform, which are obtained from dSpace. The system consists of a three-phase SPITZENBERGER SPIES supply simulation system to simulate the ac voltage source, a bi-directional power supply to apply DC voltage, an \( L \) filter, and a VSC, which is working as an inverter. Each inductance in the \( L \) filter is 4.4mH, which is obtained by a series connection of two separate 2.2mH inductances. The series resistance is 0.5Ω.

Fig. 3 and Fig. 4 illustrate the implementation results of the proposed approach and the PI control method on a three-phase VSC setup, respectively. In Fig. 3 (a) and Fig. 4 (a), the blue lines show the ac voltage of one of the three phases. The three-phase currents are illustrated by the red, green, and yellow colors. By comparing Fig. 3 (a) with Fig. 4 (a), one can observe that the proposed approach not only guarantees the fixed
switching frequency but also that the dynamic performance of the proposed approach is significantly improved in comparison with the state-of-the-art methods. By comparing Fig. 3 (a) with Fig. 4 (a), one can conclude not only the settling time but also the percentage of the overshoot for the proposed approach is significantly better. In stark contrast, the PI controller cannot minimize both the settling and percentage of the overshoot together. Additionally, tuning and designing the controller parameters of the PI controller need significant effort, however, designing the proposed MPC controller is much simpler than the PI controller. The behavior of the active and reactive current for both the proposed approach and PI controller are shown in Fig. 3 (b) and Fig. 4 (b), respectively. The same discussion regarding transient and steady-state conditions is satisfied for active and reactive current as well.

IV. CONCLUSIONS

This letter proposed a new CCS-MPC method for current control of three-phase grid-tied VSCs. Due to the simple structure of the controller besides the advanced method, there was no complexity and computational issue even for the long horizon of the MPC. The theoretical and experimental results show that active and reactive current are controlled in optimal way, where not only the settling time but also the percentage of overshoot is optimized. Furthermore, when compared to the FCS-MPC, the frequency switching of the proposed approach is constant. In comparison with the conventional PI controllers, the experimental results illustrated the better performance and applicability of the proposed approach.
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Fig. 4. Experimental validation for the PI controller. (a) The ac voltage of one of the three-phase is illustrated by the blue line and the three-phase current of the converter side. (b) The red and blue lines show active and reactive currents, respectively.


