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\textbf{A B S T R A C T}

This work is part of an ongoing study, creatively named the “LowWind Project” (Madsen et al., 2020), whose goal is to investigate at what price point a hypothetical 3.4 MW 100 W/m\textsuperscript{2} low wind (LW) turbine with a hub height of 127.5 m, a rotor diameter of 208 m, and a cut-out wind speed of 13 m/s becomes competitive in Northern and Central Europe’s energy system, as well as what impact the introduction of this technology has on the system. Similarly, the impact system flexibility has on LW investment is also analysed by limiting future transmission investment. Furthermore, this paper also analyses the amount of revenue this LW technology could generate compared to conventional turbines to further investigate the business case for this technology. The main finding here is that this LW technology begins to see investment at a 45% price increase over a conventional onshore wind turbine with an equal hub height (127.5 m) and a smaller rotor diameter (142 m vs 208 m). The addition of LW technology also leads to a reduction in transmission investment, and similarly, reductions in transmission capacity lead to further investment in LW technology. Lastly, it is shown that in the future Northern and Central European energy system, in wind dominated areas such as Denmark, this LW technology could generate revenues that are more than double that of conventional turbines (per MW), making the case that this technology could be a worthy endeavor.

\section{1. Introduction}

In December 2019, the European Commission (EC) announced a European Green Deal, whose goal is to make Europe the first climate-neutral continent \cite{1}. Later on March 4th, 2020, as part of the European Green Deal, the EC proposed the first European Climate Law, whose purpose is to put the 2050 climate-neutrality target into law \cite{2}. With this in mind, it appears ever more likely that the European energy system will continue to decarbonize, leading to increasing investments in wind and solar technologies. However, there are a number of problems that arise when variable renewable energy (VRE) technologies hold large shares of a system’s energy mix. Two of these problems are the increased need for grid flexibility (which can be expensive \cite{3}) and the ‘self-cannibalization’ effect, which occurs due to the zero marginal cost of solar and wind technology \cite{4}, where during hours of high VRE generation, electricity prices are near-zero, causing VRE generation to produce little revenue during, for example, very sunny and/or windy periods. Left unsolved, these two problems can slow down the climate-neutral transition, and at worst could stop it in its tracks, as wind and solar plants could struggle to generate revenue while also increasing costs to the system.

1.1. Motivation

One solution that could both reduce the need for flexibility and alleviate this ‘self-cannibalization’ effect is low wind (LW) turbine technology, which generates electricity during a significantly larger portion of the year than conventional turbines, leading to a reduced need for flexibility (due to fewer hours of high net load) as well as renewable generation during periods where other wind turbines are not generating (which counters self-cannibalization) \cite{5}. To be clear, what is meant here by “LW technology” is not merely wind turbines with low specific power, rather it refers to the wind turbine described here \cite{6}, where both specific power and cut-out wind speed (WS) are uniquely low. This low cut-out WS is particularly important, as it helps solve the aforementioned problems by not producing during high wind events while at the same time reducing costs as it allows the turbine blades...
In order to produce more wind power, power needs to be lowered. The reasoning behind this can be seen in the simple equation below showing that the power in the wind is proportional to the rotor area and WS [6].

\[ P_{\text{wind}} \approx \frac{1}{2} \rho A_{\text{rot}} V_{\text{wind}}^3 \]

In order to produce more wind power (\( P_{\text{wind}} \)) at lower WS (\( V_{\text{wind}} \)), the area of the rotor (\( A_{\text{rot}} \)) needs to be increased. The increased rotor size and thus decreased SP will lead to an increased cost of the turbine, as the blades of the turbine need to increase in length and the mechanical load levels on the different components will increase, all while maintaining the same power capacity.

While the benefits of LW technology could be dramatic, there will always be a point where the costs outweigh the benefits. This is the key subject in an ongoing LW project [6], which the work presented in this paper is a part of. In the LW project, there is parallel work exploring this LW technology and turbine concept which could be quite different from conventional wind turbine technology. To accelerate this LW turbine concept exploration, the target SP was set to a very low 100 W/m². So far, a 3.4 MW LW reference turbine with a 208 m rotor diameter has been developed and presented [6]. A unique feature of this turbine is a very low cut-out speed of 13 m/s. The reasoning behind this is twofold; (1) not to contribute to excess wind production at high wind speeds and (2) reduce load and thus cost of the turbine by avoiding operation at high wind speeds.

This paper attempts to identify at what price point the above 3.4 MW 100 W/m² LW turbine would become competitive, as well as investigate how energy system flexibility impacts that price point. Identifying this price point could help wind turbine developers determine whether or not LW technology, such as the 3.4 MW 100 W/m² LW turbine modelled in this paper, is a viable endeavor. In addition, the potential for LW technology reducing the need for increased system flexibility is analysed, as well as the potential for increased revenue due to both higher capacity factor and generation during low wind speeds when electricity prices can be higher.

1.2. Literature review and contribution

Over the past decade, there has been a clear trend in wind turbine technology, which is that SP is falling while hub heights and capacity factors (CF) are increasing, shown in these technical reports [7,9]. That being said, the average SP of new wind turbine installations in 2016 in Northern Europe was still around 300 W/m² [10].

Andrew Mills and Ryan Wiser from Lawrence Berkeley National Laboratory have done a number of studies on the economic value of wind, looking into different strategies to increase economic value of wind (and other VRE) at higher VRE penetration rates, such as varying geographic location, real-time pricing, and technology diversity [11–14]. Other studies have shown that lowering the specific power of wind turbines can both increase their market value and reduce costs on the system, since they produce energy at times other wind turbines do not, making them “system-friendly” turbines [15–17]. In many of these studies, the term wind value factor is used to describe the phenomenon where increasing wind penetration leads to lower electricity prices during high wind ours, whereas in this paper electricity price is compared to either wind speed or wind capacity factor to describe it.

There have also been studies that have looked specifically at how low specific power turbines compare to conventional turbines using the Balmorel energy system model (which is used in this paper as well), with the turbines modelled having specific powers (W/m²) of 400, 325, 300, 250, 200, and 175 [5,18]. In these specific Balmorel studies, low SP turbines have been modelled in competition with other energy technologies, but not competing against other wind turbine models. What all these studies show is that low SP turbines can increase the value of wind, better utilize the transmission system, lower forecast error, and could lead to cheaper financing (due to having higher P99 and P50 than traditional turbines) [14]. These studies have similar methodologies, where they either implement fixed amounts of lower SP turbines into their models and analysing the changes, or they analyse the marginal addition of low SP turbines and compare them to the marginal addition of traditional turbines. In addition, there is no sensitivity analysis on the CapEx of these low SP turbines, with one exception being the recent work from Mills et al. [14], which conducts a sensitivity analysis with low SP turbine price markups of 16% and 32% over traditional turbines.

However, this paper takes a different approach to analysing LW technology compared to previous studies, where here LW technology is being modelled endogenously, in competition with conventional turbines (and all other generation technologies), and analysed at more price points. In addition, the impact of the energy system flexibility on LW technology is also being investigated (not just the other way around). Furthermore, this study models further into the future than previous studies, and observes expected revenues of wind technologies, but not competing against other wind turbine models. What all these studies show is that low SP turbines can increase the value of wind, better utilize the transmission system, lower forecast error, and could lead to cheaper financing (due to having higher P99 and P50 than traditional turbines) [14]. These studies have similar methodologies, where they either implement fixed amounts of lower SP turbines into their models and analysing the changes, or they analyse the marginal addition of low SP turbines and compare them to the marginal addition of traditional turbines. In addition, there is no sensitivity analysis on the CapEx of these low SP turbines, with one exception being the recent work from Mills et al. [14], which conducts a sensitivity analysis with low SP turbine price markups of 16% and 32% over traditional turbines.

2. Methodology

This section describes the LW technology in question as well as the methodologies applied in terms of wake modelling for obtaining plant-level power curves, the CorRES model for simulating VRE generation time series, and the energy Balmorel system model.
losses for the turbines with larger rotor diameters, as they are spaced the same (5.6 MW/km$^2$ is different in each reference plant, but the power density remains km); this means that the number of turbines and the turbine spacing the different market simulations (land use diameter constraint of 3.37 km); enabling fair comparison between turbines.

## 2.1. The 100 W/m$^2$ Low Wind turbine

The LW technology used in this paper is truly unique, both in terms of how low the SP is (100 W/m$^2$) and in terms of low cut-out WS of 13 m/s. The reason a 13 m/s cut-out WS was chosen is because conventional turbines reach their rated power around that WS, and one of the main purposes of the LW-13 is to avoid adding to overgeneration during high wind hours. By turning off while the conventional turbines in the system reach their rated power, the LW-13 does not add to the magnitude of overgeneration. The impact that both of these specifications have cannot be understated. In Table 1, the difference between a conventional turbine and the LW-13 (named LW-13) is shown. While the calculated blade mass of the LW-13 is almost double the blade mass of the IAE 3.4 MW at 31.6 t, it is very light for a 102 m blade. For comparison, a 100 m blade developed from Sandia National Laboratories has a blade mass of 50 t based on estimates found in [19]. This could mean that the LW-13 could have a blade mass that is up to 33% lighter than a conventional turbine of the same rotor diameter, which could lead to significant cost decreases. For example, for onshore turbines, the blades alone make up roughly 18%–19% of the total cost of a turbine, meaning a 33% drop in material costs of the blade could lead to significant savings [20]. Furthermore, the mass of the blades likely has an impact of the cost of the rest of the turbine, meaning there could be savings in the nacelle and tower as well.

### 2.2. Wake modelling

Detailed wake modelling is carried out in order to include realistic wake losses in the plant performance of the different turbines. Reference wind plant layouts are designed for each turbine studied, all the reference plants have approximately the same rated power (51 MW) and the same land use in order to keep the land costs constant in the different market simulations (land use diameter constraint of 3.37 km); this means that the number of turbines and the turbine spacing is different in each reference plant, but the power density remains the same (5.6 MW/km$^2$), enabling fair comparison between turbines. However, this equal power density assumption leads to higher wake losses for the turbines with larger rotor diameters, as they are spaced fewer rotor diameters apart.

Wake modelling is performed using $\kappa$-$f_p$ actuator disk computational fluid dynamics (CFD) wake model [22], with a generic plant layout designed for each turbine technology as described in the previous paragraph. The wake model is executed for wind speeds between 4–12 [m/s] for varying wind directions in 5 degrees steps, a neutral boundary layer wind speed profile with turbulence intensity of 10% at hub height is used as the inflow conditions. Since the plants will be sited all over Europe, the plant power curve is obtained by taking the lowest 25% quantile power over the wind directions, this provides a conservative estimation of wake losses independently of the wind rose on each location in Europe.

### 2.3. VRE time series generation using CorRES

VRE time series are generated using the CorRES model [23]. CorRES is based on tens of years of pan-European meteorological data, with both the spatial and temporal correlations in VRE generation modelled [24,25]. The plant-level power curves resulting from wake modelling are used to transform wind speeds obtained at hub height to generation data. Hourly resolution is used for the simulation output, 2009 to 2019 simulated. The weather modelling over all Europe is done with WRF downscaling of the ERA-Interim reanalysis, which produces a wind speed time-series in each location in Europe within 10 x 10 km at multiple heights [23,24]. The plant-level power curves are applied using this hourly weather data, using interpolation to hub height at each plant location. In order to create accurate wind generation time series for each region in the energy system, 18,776 evenly spaced locations across Northern Europe were used, and each turbine technology (eight in total) was evaluated at each location. All locations in each region were then aggregated into resource grades, described in the next subsection.

### 2.4. Hourly wind farm aggregation via resource grades

Each region was then split into three resource grades to model the changing Cf's when more and more wind is installed in a region. Each region in the model is split into three onshore wind areas, resource grade A (RG A), resource grade B (RG B), and resource grade C (RG C). RG A considers the top 10% of locations with highest mean wind speeds. RG B considers the locations with 10% to 50% highest mean wind speeds, and RG C considers the lowest mean wind speed locations (bottom 50%). Each wind technology is considered for each RG, so in the end 8 x 3 time series are extracted from CorRES for each region, and then used as inputs to the energy system model. Maps of these resource grades can be found in Appendix A.

### 2.5. Energy system modelling using balmorel

To model Northern and Central Europe's energy system, the Balmorel energy system model was used. Balmorel is a partial equilibrium model, which assumes perfect competition, that is used to analyse the heat and power sector [26]. It is an open source tool that is built in the GAMS modelling language [27]. In this study, Balmorel is used to optimize Northern and Central Europe’s energy systems (electricity, heat, and transport) from a socioeconomic perspective by minimizing the total cost of the system over all years, subject to a large number of constraints including but not limited to generation constraints, storage constraints, transmission constraints, and environmental constraints. Balmorel is often used to optimize future capacity development (at limited time resolutions [28]) as well as more detailed day-ahead simulations [29]. In this paper, a capacity development optimization was run with a 10-year rolling horizon with limited foresight of two years, meaning the model has knowledge of the current year it is optimizing and the next year it is optimizing. For example in the 2025 optimization, the model knows the costs of generation technologies for 2025 and 2035, but not 2045. Lastly, perfect competition is assumed throughout the model.

Before starting the capacity development optimization, all time-series data is scaled to ensure the data in the hours chosen are a good representation of the entire data set using a probability integral transformation to match the probability distributions of the full year of data (described in detail here [30]. This is done because only 408 h (4.7%
of the year) across the year optimized in this run for computational tractability. The investment results from this run become inputs to a higher time resolution long-term operational decision optimization run, where storage and planned maintenance are optimized and every 4th hour of the year is run (25% of the year). The storage and dispatch results (and the investment results from the first run) are inputted to a day-ahead market optimization run, where every hour of the year. The capacity development optimization and long-term operational decision optimization are run with perfect foresight of the time steps included, whereas the day-ahead market optimization simulates the operation of the day-ahead market, and hence, it is run day-by-day, linking the results from the previous day to the next day.

This section describes the LW technology in question as well as the methodologies applied in terms of wake modelling for obtaining plant-level power curves, the CorRES model for simulating VRE generation time series, and the Balmorel energy system model. A visual representation of the methodology used in this paper can be seen in Fig. 1.

3. Input data for energy system model

In order to model Northern and Central Europe’s energy system, a large number of inputs are added to the Balmorel energy system model. These inputs include the cost of energy technologies, CO₂ taxes, fuel prices, future energy demand, and fuel potentials. All cost inputs presented in this paper are in 2012 euros, and the outputs of the model are in 2016 euros. An overview of the model and data used in this paper can be found here [31], although a few updates have been made for the purpose this paper, the main addition being the addition of six conventional onshore wind turbines and the LW turbines. Other data updates include energy efficiency assumptions and updated national onshore wind potentials.

It is worth mentioning that it has been assumed that Northern and Central Europe’s energy system will be heavily decarbonized by 2050, with all road transport, shipping, and aviation being electrified by 2050. Likewise, nearly all heat demand is also electrified by 2050, which occurs endogenously. The impact these assumptions have on electricity demand can be seen in Table 2. Together, these inputs result in a large increase to electricity demand in the future and a sector coupled energy system that has many measures of cheap flexibility, such as flexible demand from synthetic fuel production, and heat storage in both district heating areas, industry, and residential heating areas. Furthermore, high CO₂ taxes are assumed to take effect in the future (seen in Table 3), which signals the model to invest more in VRE generation. More details regarding input data can be found in Appendix A.

It is also worth mentioning that, although future synthetic fuel demand is present in the model (assuming all shipping and aviation will be powered by synthetic fuel), the model used here does not allow for hydrogen storage investment, simply because in prior uses of the model there was no hydrogen storage investment, thus it was removed to decrease complexity of the model. A more detailed explanation can be found in Appendix A.

3.1. Turbine types, hub heights, and costs

A selection of traditional turbine types were added to the model to create realistic competition for the LW-13. An overview of them is given in Table 4. The three types cover specific powers from 198 to 335 W/m², which is assumed to represent the selection of turbine types usually considered in Europe. Two hub heights, 100 m and 150 m, are considered for each rotor to reach six traditional wind technologies in total. For the LW turbines, a hub height of 127.5 m is used as this is the hub height of the LW turbine described in [6]. It should be noted that even with this modest tower height of the LW turbine, the maximum tip height is 231.5 m, due to the extremely long blades (102 m blade length), is above the maximum tip height of 221 m of the conventional SP198-HH150 turbine. The number of turbines and minimum spacing in rotor diameters of the final plant are also presented in Table 4.

Along with the time series information generated from CorRES, the costs of each new turbine must also be added. To calculate the CapEx of each turbine, NREL’s Wind-Plant Integrated System Design & Engineering Model (WISDEM) was used. WISDEM is an open-source model built on NASA’s OpenMDAO software, that creates a vertically integrated wind plant from components to operations [33,34]. For
The resulting plant-level power curves are shown in Fig. 2. Simple comparison of the technologies as they have the same land use does not represent optimized plant layouts for a given location, it provides a large impact on the predicted wake losses. Although this process does resulted in multiplying the results from WISDEM by a factor of 1.296. Furthermore, OpEx costs (both fixed and variable) are the same for each type best comparable between the WISDEM and DEA data. This scaling catalogue [35], the results from WISDEM’s Turbine_CostsSE module, in the model come from the Danish Energy Agency’s (DEA) technology catalogue [35], the results from WISDEM’s Turbine_CostsSE module, which considers the US market by default, were scaled such that they are aligned with the onshore wind cost data from DEA for the turbine type best comparable between the WISDEM and DEA data. This scaling resulted in multiplying the results from WISDEM by a factor of 1.296. Furthermore, OpEx costs (both fixed and variable) are the same for each turbine and come from [35], and can be found in Appendix A. The full CapEx results are shown in Table 5. It is assumed future onshore wind CapEx/MW will decrease by 10% between 2025 to 2035, and 8% between 2035 and 2045 [36].

3.2. Plant-level power curves

Wake modelling is applied to obtain plant-level power curves for each conventional turbine and for the two LW turbines. The 5.61 MW/km² is kept constant for all the plants for each turbine technology to reach the same area usage per MW installed. This means that the LW technology modelled in this paper has a tighter turbine spacing to reach the same area usage per MW installed. Note that turbine spacing can be seen in the last column of Table 4 (spacing is given in rotor diameters), a variable which has a large impact on the predicted wake losses. Although this process does not represent optimized plant layouts for a given location, it provides simple comparison of the technologies as they have the same land use cost. The resulting plant-level power curves are shown in Fig. 2.

Modelling turbine spacing in this way leads to two competing effects impacting the performance of the different turbine technologies within a plant: (a) lowering specific power increases the power curve, while (b) lowering turbine spacing increases wake losses. This can be seen in the plant power curve comparison in Fig. 2.

As expected, the turbines with lower specific power have higher generation at lower wind speeds. The wake losses are slightly larger for plants that use lower specific power turbine, this is caused by the tighter layouts obtained with larger rotors when keeping the land use constraint.

3.3. The LW-13 and LW-25 turbines

The two studied low wind types, LW-13 and LW-25, differ in terms of the cut-out WS. As shown in Fig. 3, the LW-13 starts to reduce generation after 12 m/s up to 15 m/s, in order to have a controlled shutdown that will reduce the generation ramp rates from full-power shutdown, with zero production reached at around 16 m/s, whereas the LW-25 experiences shutdown at around the usual 25 m/s cut-off limit. Note that the shutdown is simulated with a hysteresis model presented in [37], in Fig. 3 the dotted lines represent the restart curve, while the actual shutdown operation will depend of the temporal changes in WS. CorRER simulation results for LW-13 and LW-25 are shown in Fig. 4 for a high wind region. The years 2000 to 2018 are simulated on hourly resolution. It can be seen that in this region, the LW-13 shows significantly lower CF than LW-25. For a low wind region, as shown in Fig. 5, however, the LW-13 shows a similar CF to the LW-25. This highlights the importance of modelling the different technologies in detail for different regions and RGs.

4. Analysed energy system scenarios

To reiterate, two of the main purposes of this paper are to analyse at what relative price point the 100 W/m² LW turbine would become competitive relative to conventional turbines as well as how energy system flexibility impacts said price point. For this reason, the 10 scenarios shown in Table 6 were analysed, where both LW CapEx...
and energy system flexibility were changed in order to examine at what price point the LW turbine sees investment, how LW investment impacts the energy system, and how decreasing system flexibility (via lowering transmission capacity) impacts LW investment.

In addition to these scenarios, two versions of the LW turbine are analysed in this paper, the LW-13 (with a cut-out speed of 13 m/s), and the LW-25 (with a cut-out speed of 25 m/s), to study the impact of two different cut-out limits on the competitiveness of the LW turbine. Besides the different cut-out WS, the two turbines are identical physically and financially. These two LW types are each analysed in the 10 scenarios shown in Table 6. The purpose of including the LW-25 is to measure the opportunity cost of the LW-13’s low cut-out WS.

Five price points are modelled in order to analyse at what price point the LW-13 becomes competitive. These price points have been chosen relative to a reference conventional turbine with the same hub height (127.5 m) as the LW-13, and a smaller rotor (142 m vs 208 m). Using the same naming scheme used for the other conventional turbines, this reference turbine’s name is SP198-HH127.5. The costs for this turbine can be seen in Table 5. The price points modelled for the LW-13 are between a +28% and +50% price increase over this reference turbine. The specific price increase points were chosen based on preliminary models runs, where price increases below +28% lead to near 100% LW-13 market share (resulting in a reasonable lower bound), and price increases above 50% lead to no LW-13 investment (resulting in a reasonable upper bound).

In these scenarios, two different energy system scenarios were modelled, one named BASE and one named NoTrans. The only difference between the two scenarios is that in NoTrans, endogenous transmission capacity investment is disallowed, whereas in the BASE scenario, endogenous transmission investment is allowed. The purpose of modelling these two scenarios is to investigate the impact system flexibility (in this case transmission capacity) has on LW investment. More information about the energy system model assumptions can be found in Appendix A.

5. Energy system model results

This section summarizes the findings of this paper. There are a number of key observations, which include finding the price point at which the LW turbines become competitive, examining the impacts the introduction of the LW turbine technology has on the system, and inspecting how the level of the energy system’s flexibility impacts the investment in LW turbines. Furthermore, a detailed investigation of potential wind farm revenue in both Western Denmark and Southern Germany is analysed.
5.1. Price point investigation

In this section, LW-13/LW-25 price is shown in percentages, and reflects the CapEx of the LW turbines in each scenario relative to the SP198-HH127.5 reference turbine, whose costs can be seen in Table 5. The actual cost of the LW turbines in each scenario can be seen in Table 6. Such comparison can help turbine manufacturers in knowing how much more expensive the LW technology can be compared to currently available turbines that are meant for low wind sites.

Fig. 6 shows cumulative LW-13 investment vs cumulative conventional turbine investment in the BASE scenario, in each resource grade, at each price sensitivity (+28% to +50%) by 2045. What is meant by “conventional turbine” in these figures is the onshore turbines shown in Table 4, excluding the LW-13 (they are the turbines that were added to the model to create a fair competition for the LW-13). To be clear, the SP198-HH127.5 is not in the model, it is merely used as a cost reference for the LW-13, since it has the same hub height as the LW-13. In the figures in this subsection, the solid colours represent conventional turbine capacity, and the patterned colours represent LW capacity. In the BASE scenario, the LW-13 begins to see investment in the +45% price scenario (33 GW), however it becomes truly disruptive in the +39% price scenario (133 GW), where nearly half of all investments in RG B and RG C are in LW-13. What is meant by disruptive is simply seeing over 100 GW of investment. When the cut-out WS is increased to 25 m/s in the LW-25, which can be seen in Fig. 7, LW technology becomes disruptive in the +45% price scenario. This finding shows that there is value in extending the LW-13’s cut-out speed to 25 m/s. Since the LW-25 in the +45% scenario saw similar investment levels as the LW-13 did in the +39% scenario, there is an indication that the cut-off WS increase could be worth an increase in CapEx of 5% (0.12 Me/MW in 2025). Analysis of wind farm revenue can be found towards the end of this section, which will add to this analysis of cut-out wind speeds.

Another interesting observation, which can be seen in Fig. 8, is that when the energy system becomes less flexible through disallowing endogenous transmission investment, the LW-13 sees investment in the +50% scenario, and becomes disruptive in the +45% price scenario. This shows that flexibility of the energy system has a significant impact on LW technology’s value to the system.

The conclusion here is that, from a system cost minimization perspective, the LW-13 provides enough value to the system to garner a CapEx that is at the price levels of the +45% price scenario (2.48 Me/MW in 2025), whose cost is shown in Table 5. To reiterate, investments shown in this section are cumulative through 2045, so the cost/MW of each turbine changes in each decade, and therefore relative costs are used to describe LW turbine costs.

5.2. LW-13’s impact on the system

The impact LW technology has on the system can be seen in a number of ways. One argument for introducing more LW turbines into the energy system is that they are more “system friendly” than traditional turbines, meaning they are cheaper to integrate since they have higher capacity factor [15]. This should lead to a lower need for flexibility in theory, as there are fewer hours of high net load...
Fig. 8. Cumulative onshore turbine capacity mix in NoTrans scenarios in 2045 (13 m/s cut-out).

Fig. 9. Cumulative transmission investment in BASE scenario as LW-13 price increase changes.

(net load = electricity demand − VRE generation). This lower need for flexibility can also be seen in the model’s results. Looking at Fig. 9, as the LW-13 becomes cheaper in the BASE scenario (left side of the figure), thereby increasing the amount of LW investment, the amount of endogenous transmission investment falls, measured in TWkm. What can be seen by comparing the BASE (+28%) scenario to the BASE (+50%) scenario is that adding 286 GW of LW-13 to the system by 2045 leads to a reduction of transmission investment by 22 TWkm (a 15% reduction). For reference, there is 50 TWkm already in the system in 2020. This shows that as more LW turbines are in the energy system and onshore wind CF increases, the amount of transmission capacity needed falls. It falls because during hours of low VRE generation (when the energy system needs to utilize the transmission the most), there is much more generation from LW turbines than there would be otherwise from conventional turbines, reducing the amount of additional imported MWh needed in low VRE generation areas. In addition, increasing onshore wind CF leads to higher transmission utilization, which also leads to less transmission investment.

The introduction of LW technology also changes investment in other generation technologies. Fig. 10 shows that when LW technology is cheap (left side of the figure), it replaces generation from offshore wind (−42 GW), solar (−38 GW), and natural gas CHP (−17 GW). What is interesting here is that the amount of onshore wind capacity remains the same in the different price scenarios (only the onshore wind technology mix changes), because onshore wind capacity limits are met in the regions with high demand electricity demand. However, up to 80 GW of other VRE generation is avoided by 2045 as LW investment increases. There is also a shift from natural gas fired CHP plants to natural gas fired boilers, occurring due to less district heating expansion when more LW technology is in the system, which is caused by a lower need for flexibility (which DH systems can provide).

Where LW technology is being installed is another relevant finding. In Fig. 11 it can be seen that most investment occurs in Germany and Poland. In general, LW is invested in the regions with lower wind speeds, e.g. Denmark and the UK do not see any LW investments while Germany and Poland see large investment. What is also interesting is the amount of LW-13 investment seen in Lithuania in 2045 (10.7 GW), which is substantial when compared to the country’s total electricity generation capacity (22.2 GW in 2045). There is one outlier in Fig. 11, which is Poland. What is happening here is the model decided to build 22% of the synthetic fuel production in Poland, and another 14% in the Baltic counties by 2045. This large demand (270 TWh in 2045) in Poland and the Baltics lead to large onshore investment in these countries. This makes sense because onshore wind is the cheapest form of clean energy, and both Poland and the Baltic states have lower population density than Central Europe, meaning there is less exogenous energy demand and plenty of space for wind farms. It is also interesting to point out that there is little LW investment in 2025. The large amount of investment in later decades is primarily due to higher electricity demand as well as higher carbon taxes.

5.3. Impacts of limiting transmission investment

Another goal of this paper is to examine how grid flexibility (namely eliminating endogenous transmission investment) impacts LW turbine investment. While we have already seen how it impacts turbine market share in 2045, we have not looked at how system flexibility impacts other years, nor its impact on installed capacity of wind. From Fig. 12, we can see how the various system scenarios impact wind technology investment. One takeaway is that, in the NoTrans scenario, there is much more investment in LW than in the BASE. It also leads to earlier investment in LW technology, already seeing significant investment in 2025. These results are significant because they provide evidence that LW technology is more valuable in energy systems with less flexibility,
and also indicate that there could be an earlier market opportunity as today's system is much less flexible than the system modelled in this paper.

5.4. Hourly analysis

In this section, the results from higher time resolution model runs are investigated. The analysis here looks at how LW technology influences electricity prices as well as how much revenue LW technology could make compared to traditional turbines. In order to conduct this analysis, further model runs were performed with the results from the capacity optimization discussed earlier in this section as inputs, allowing for higher time resolution.

There are a number of takeaways from the price duration curve of the BASE (+50%) scenario (with no LW technology investment), which can be seen in Fig. 13. As we get closer to 2050, there are more and more hours of near-zero electricity prices as well as an increase in both hours of high electricity price and price range. This is caused by increasing amounts of zero marginal cost renewable energy in the system that is installed due to increasing electricity demand and carbon taxes. The near zero prices usually occur when all electricity demand is covered by wind and solar. What often happens during these hours is overgeneration, where wind and solar farm curtailment occurs due to electricity generation being higher than electricity demand. Since the highest marginal cost generator sets the price, and all generation is met by zero marginal cost VRE generation, electricity prices fall to zero more often as VRE share increases. This graphic also shows the 'self-cannibalization' effect mentioned in the introduction of this paper, showing that in 2045, during 1/3 of all hours, electricity price is near zero.

Now that a baseline has been established for each decade, we can look at how increasing amounts of LW technology impact electricity prices, specifically in 2045. Additionally, it is relevant to also observe how limiting transmission investment impacts future electricity prices. The impact of both the introduction of LW technology and limiting transmission investment can be seen in Fig. 14, which shows the price duration curve in 2045, both as LW investment varies (by varying the price of LW from +28% to +50%) as well as when endogenous transmission investment is disallowed (in the NoTrans scenario). The electricity prices in both Fig. 13 and Fig. 14 are aggregated electricity prices, weighted by electricity demand of each region in 2045. For example France has a much higher impact on the aggregated electricity price than Estonia, since France has a much higher electricity demand.

What can be seen in Fig. 14 is that higher levels of LW investment (remember, the higher the price increase, the lower the investment) lead to less hours of very low electricity prices. Specifically, when comparing the BASE +28% scenario to the BASE +50% scenario, there are 304 fewer hours of near-zero electricity prices in the +28% price scenario (near-zero meaning below 5 €/MWh). This make sense, because with higher levels of LW investment, there are less turbines in the system that produce energy at high wind speeds (when the system is saturated by wind energy). In other words, the wind production becomes more spread out across wind speeds, so that during high wind events, less areas are producing more electricity than they can use, leading to less hours with zero-cost electricity and more electricity being produced at higher prices. More LW-13 investment also lead to higher average electricity prices, increasing from 33.1 €/MWh in the BASE (+50%) to 39.8 €/MWh in the BASE (+28%) scenario. The figure also shows that the number of hours of very high prices increases as LW investment increases. This occurs because more LW-13 investment leads to less CHP investment, which means the system relies on peaker plants during more hours of the year.
the extra capital cost, at least in DK1, since it appears that electricity extending the cut-out speed to 25 m/s may not be worth later in this subsection. At the same time, Fig. 15 and Fig. 16 also help in analysing potential wind farm revenues, which is discussed most regions in the model. This finding is important because it will Western Denmark, there is a correlation of -.47, which is larger than this shows is that in DE4-S, there is no significant correlation between WS and electricity price (having only a correlation of .04), however in this is similar to turbines installed in Denmark today [35], it is clear that the LW-13 could provide danish wind farms a large boost in revenue that would not be captured in a simple LCOE calculation. Another interesting finding is when comparing the SP198-HH100’s revenue/MWh (21 k€) from this table, starting with a look at DK1. What is shown is that onshore turbine would have in the NoTrans (±50%) scenario. There are a number of interesting findings that can be drawn from this table, starting with a look at DK1. What is shown is that in DK1 in 2045, the LW-13 has a revenue/MWh of 30.5 €, while the SP335-HH100’s revenue/MWh is only 21 €. Since the SP335-HH100 is similar to turbines installed in Denmark today [35], it is clear that the LW-13 would be an improvement in revenue that would not be captured in a simple LCOE calculation. Another interesting finding is that when comparing the SP198-HH150 to the LW-13, again in DK1, we can see that the CF between the two is very close (59% vs 60%), the revenue/MW is quite different (129 k€ vs 160 k€). This is due to the difference in revenue/MWh, which is caused by the LW-13 producing much more electricity during periods of higher electricity prices than the SP198-HH150.

A comparison between the LW-13 and LW-25 can also be made from observing Table 8. What we can see is that both in Denmark (DK1) and Southern Germany (DE4-S), the additional energy production the LW-25 generates due to having a much higher cut-out wind speed (25 m/s vs 13 m/s) only leads to an increase of revenue/MWh of 2.96% in Denmark and 2.25% in Southern Germany. In Denmark, this small
increase in revenue is due to electricity prices being near zero during hours of high winds, whereas in Southern Germany, the small increase is due to the fact that there are not many hours where wind speeds exceed 13 m/s.

The main finding here is that the LW-13 technology can outperform its LCOE compared to other wind technologies, particularly in regions with high wind penetration. This is because LCOE is based off of lifetime cost and lifetime electricity generation, and it does not take into account the price of electricity during the hours of generation. In other words, due to electricity price becoming correlated with wind speed (in DK1 in this example), the marginal addition of LW-13 earns higher revenue/MWh than a marginal addition of a conventional turbine, since it produces electricity during low wind hours when other turbines are not generating electricity and electricity prices are therefore higher on average. Furthermore, LW technology increases average electricity price by reducing the amount of near-zero electricity price hours, which alleviates the “self-cannibalization” effect and could allow all wind farms to earn more revenue. At the bottom of Table 8, a comparison is made between the LW-13 and the LW-25, which shows that although the LW-13 has a lower CF than the LW-25, being 4% lower in DE4-S, 8% lower in DK1, it only generates 2% lower revenues in each location. This is an indication that extending the cut-out WS from 13 m/s to 25 m/s may be worth less than the additional 5% CapEx that price point analysis pointed to earlier in this section, at least from the perspective of a wind farm owner.

### 6. Discussion

There are a number of key findings in this paper. The price points at which the LW-13 and LW-25 become competitive have been identified, as well as the possible impact that disallowing future transmission expansion has on LW investment. Furthermore, the impacts that the introduction of the LW technology could have on the system have been shown. Lastly, the impact LW technology has on electricity price has been investigated, and the potential wind farm revenue from each turbine technology has been calculated and analysed. To investigate the competitiveness of the LW-13 turbine, the discussion has been broken down into three different analyses: a technical analysis, an economic analysis, and a power system analysis.

### Table 8

<table>
<thead>
<tr>
<th></th>
<th>DK1</th>
<th>RG A</th>
<th>DE4-S</th>
<th>RG C</th>
</tr>
</thead>
<tbody>
<tr>
<td>LW-13</td>
<td>CF</td>
<td>43%</td>
<td>20%</td>
<td></td>
</tr>
<tr>
<td>Revenue/MW [€]</td>
<td>79,365</td>
<td>54,347</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue/MWh [€]</td>
<td>21.0</td>
<td>30.7</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LW-25</td>
<td>CF</td>
<td>49%</td>
<td>27%</td>
<td></td>
</tr>
<tr>
<td>Revenue/MW [€]</td>
<td>96,764</td>
<td>74,115</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue/MWh [€]</td>
<td>22.5</td>
<td>31.6</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP335-HH100</td>
<td>CF</td>
<td>47%</td>
<td>23%</td>
<td></td>
</tr>
<tr>
<td>Revenue/MW [€]</td>
<td>90,164</td>
<td>62,236</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue/MWh [€]</td>
<td>21.8</td>
<td>30.9</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP277-HH150</td>
<td>CF</td>
<td>53%</td>
<td>30%</td>
<td></td>
</tr>
<tr>
<td>Revenue/MW [€]</td>
<td>108,043</td>
<td>83,016</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue/MWh [€]</td>
<td>23.4</td>
<td>31.8</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP198-HH100</td>
<td>CF</td>
<td>54%</td>
<td>29%</td>
<td></td>
</tr>
<tr>
<td>Revenue/MW [€]</td>
<td>111,763</td>
<td>78,546</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue/MWh [€]</td>
<td>23.7</td>
<td>31.3</td>
<td></td>
<td></td>
</tr>
<tr>
<td>SP198-HH150</td>
<td>CF</td>
<td>59%</td>
<td>35%</td>
<td></td>
</tr>
<tr>
<td>Revenue/MW [€]</td>
<td>129,025</td>
<td>99,626</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue/MWh [€]</td>
<td>25.1</td>
<td>32.1</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LW-13</td>
<td>CF</td>
<td>60%</td>
<td>43%</td>
<td></td>
</tr>
<tr>
<td>Revenue/MW [€]</td>
<td>159,867</td>
<td>122,523</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue/MWh [€]</td>
<td>30.5</td>
<td>32.5</td>
<td></td>
<td></td>
</tr>
<tr>
<td>LW-25</td>
<td>CF</td>
<td>68%</td>
<td>44%</td>
<td></td>
</tr>
<tr>
<td>Revenue/MW [€]</td>
<td>164,608</td>
<td>125,274</td>
<td></td>
<td></td>
</tr>
<tr>
<td>Revenue/MWh [€]</td>
<td>27.7</td>
<td>32.2</td>
<td></td>
<td></td>
</tr>
</tbody>
</table>

### 6.1. Technical analysis

Two LW turbines were compared in this paper, one with a cut-off speed of 13 m/s (LW-13), and one where the cut-off speed of the turbine was expanded to 25 m/s (LW-25). While this paper finds that extending the cut-off WS leads to more investment in the LW turbine, particularly in RG A areas (the windiest areas of each region), the clear conclusion here is that low cut-out WS is ideal, particularly in energy systems with high wind penetration or low wind speeds.

The reason for this conclusion is that electricity price becomes negatively correlated with WS in energy systems with high wind penetration, which can be seen both in the energy model results and in the literature [4,13,15]. This correlation can also be seen in Denmark today, which can be seen in the next section in Fig. 17. This means during hours of high winds, electricity prices are usually low, and thus the revenue earned by wind farms during these hours are low. This finding can best be seen in at the bottom of Table 8, where the LW-13 can be compared to the LW-25 in the year 2045. In DK1 (Western Denmark), even though the LW-13 has lower CF than the LW-25 (60% vs 68%), it would only earn 2.96% less revenue/MW due to the very low electricity prices when wind speeds are higher than 13 m/s and higher electricity prices during low wind speeds. The upshot here is extending the cut-off WS from 13 m/s to 25 m/s only leads to a ~3% increase in annual revenue/MW in Denmark, where by 2045 wind accounts for 80% of electricity generation. Meanwhile, extending the cut-out WS to 25 m/s would likely increase blade mass by up to 33% based on the analysis in Section 2.1. Moreover the LW-25 would also contribute to overgeneration during high wind hours, which could lead to additional transmission constraints.

The same conclusion can be made for low WS areas, where extending the cut-out WS from 13 m/s to 25 m/s only lead to an increase in revenue/MW of 2.25% in Southern Germany, because there are simply very few hours of wind speeds above 13 m/s. In other words, extending the cut-out WS lead to a marginal increase in CF (44% vs 43%), which lead to a marginal increase in revenue/MW. The only regions where the LW-25 would likely outperform the LW-13 (in revenue terms) enough to justify an increase in cut-out WS would be in medium and high wind locations that have low wind penetration; however one also has to consider that in these regions, the LCOE of more conventional onshore turbines is much lower than LW-13/LW-25 LCOE as there are more high wind hours and less low wind hours. An LCOE comparison can be found in Appendix A, Figure A.5.

### 6.2. Economic analysis

The main finding here is that this LW technology could be competitive with conventional turbines in low wind areas. Even in the scenarios where the LW-13 investment cost was 2.48 M€/MW in 2025 (+45% scenarios), the energy system model invests heavily in LW-13. Starting at this price point, by 2045 the LW-13 sees 33 GW of investment in the BASE scenario and 105 GW of investment in the NoTrans scenario (where endogenous transmission investment is disallowed). This increase in investment in the NoTrans scenario shows that LW technology has a much higher value in less flexible energy systems. Furthermore, there was earlier investment in LW technology in the NoTrans scenarios, already seeing 15 GW of investment in 2025 compared to 4 GW in the BASE scenario (at the +39% price point), which can be seen in Fig. 12.

These findings also show that LW technology has value beyond its LCOE, as in the +45% price scenarios, there is not one region in the model where the LW-13 has the lowest onshore wind LCOE, yet it sees significant investment in lower wind regions (LCOE for each turbine in each region can be seen in Figure A.5 in Appendix A).

While the energy model invests in LW technology in lower wind areas, an analysis on potential revenue has also been conducted that indicates that areas with high wind penetration (such as Denmark)
could also benefit from LW technology. When observing the results in 2045, one finding is that electricity price becomes negatively correlated with WS in areas with high wind penetration (e.g. Western Denmark), meaning that as WS increases, electricity price generally decreases. This finding can be seen in Table 7, where in 2045 the correlation between WS and electricity price in DK1 is found to be −0.35 in the BASE scenario and −0.47 in the NoTrans scenario. Using the hourly electricity prices for 2045, the revenue for each turbine was also calculated, shown in Table 8. The main finding here is that the LW-13 generates more revenue/MWh than conventional turbines, especially in areas with high wind penetration. This is due to there being higher electricity prices during lower wind hours and lower electricity prices during high wind hours, which can be seen in Fig. 15.

Since simple LCOE calculations are based off of CapEx, OpEx, and CF (and ignore the price at which electricity is sold at), this analysis indicates that using LCOE to gauge whether this LW-13 makes financial sense is a mistake. For example, in DK1, when comparing the LW-13 to the SP335-HH100 (a typical turbine installed Denmark today [35]), the LW-13 has a CF that is 40% higher than the SP335-HH100, which would indicate that it should generate 40% more revenue. This is not the case however, at least not in 2045, as a marginal addition of the LW-13 would instead generate 101% more revenue than the SP335-HH100 (based on Table 8). This clearly shows that we need to find a new way to compare non-dispatchable generation to take into not only lifetime cost and generation, but also value to the system and price at which electricity is sold at.

Research from Mills et al. has also found that low specific power, higher hub height turbines could have around a 0.7 $/MWh savings to wind farm owners though lower spur line and interconnections costs/MWh (due to higher capacity factor) and better financing terms (due to lower variable AEP) [14]. This finding, combined with the potentially higher revenues found in this paper, makes a compelling case for the LW technology described in this paper.

6.3. Power system analysis

Another finding in this paper is that the introduction of LW technology into the Northern European energy system leads to decreases in transmission investment, solar PV investment, and offshore wind investment (shown in Figs. 9 and 10). This occurs due to the LW-13 having higher capacity factor than other onshore turbines, thereby producing more electricity from the limited onshore wind capacity potential in the model. The more electricity generated from onshore turbines, the less electricity is needed from offshore turbines and PV generation. The higher capacity factor also leads to more consistent electricity production during hours of low and medium wind speeds and less overproduction during hours of high wind speeds, which leads to a reduction in transmission investment.

This LW technology is also found to impact electricity prices, causing fewer hours of near-zero prices. This occurs due to the LW-13 shutting off when wind speeds are high, causing less overproduction during times of higher wind speeds and leading to less hours of overproduction and therefore less hours of near-zero electricity prices.

Investment in LW technology can be seen the most in regions with the lowest wind speeds and/or the most transmission constraints, namely Germany, Poland, and Lithuania. This is because in low wind areas, the LCOE of the LW-13 is only slightly higher than conventional turbines, but generates significantly higher CF, which adds value to the system as it reduces the need for flexibility during lower wind hours, leading to significant investment in these areas. Thus, based on the energy model results, there is a argument to be made for installing LW technology in low-wind areas, as it reduced the overall cost of the system even though in LCOE terms it was a more expensive option than the most competitive conventional turbine.

### Table 9

<table>
<thead>
<tr>
<th>Price point (%)</th>
<th>2025 CapEx (M€/MW)</th>
<th>BASE (GW)</th>
<th>NoTrans (GW)</th>
</tr>
</thead>
<tbody>
<tr>
<td>+28%</td>
<td>2.19</td>
<td>286</td>
<td>288</td>
</tr>
<tr>
<td>+34%</td>
<td>2.29</td>
<td>220</td>
<td>219</td>
</tr>
<tr>
<td>+39%</td>
<td>2.38</td>
<td>134</td>
<td>176</td>
</tr>
<tr>
<td>+45%</td>
<td>2.48</td>
<td>33</td>
<td>105</td>
</tr>
<tr>
<td>+50%</td>
<td>2.57</td>
<td>0</td>
<td>30</td>
</tr>
</tbody>
</table>

6.4. Areas for improvement

There are of course many aspects that could be improved in this study. For instance, only two LW turbines were analysed, the LW-13 and LW-25. What could improve the analysis is to include more LW turbines with various cut-out WS to see which cut-out WS is the most optimal. Along the same lines, more grid scenarios could be added to further analyse how different aspects of the energy system impact LW investment, such as energy storage, district heating investment, and the removal of sector coupling. Similarly, analysing more LW CapEx prices could be added to the analysis, especially in combination with more grid scenarios as it could be that there could be investment at costs that are higher than the +50% scenarios analysed in this paper (since there was investment at the +50% price point in the NoTrans scenario).

One aspect that was neglected was looking into wind farm topology. In this paper, each wind technology is built such that each wind technology had a topology that led to having 51 MW/km². This meant that the larger rotor turbines, namely the LW turbines, were spaced closer together than they would be normally. Thus, one area to look into in the future would be how the results would change if turbines were placed further apart or even closer together (i.e. run the same model with MW/km² varying from 40 to 60). The trade-off between increasing MW or CF would an interesting and novel analysis.

Lastly, a deep dive into how much the LW-13 turbine would actually cost could add value to this research, as the price sensitivity could be done at higher resolutions around the calculated CapEx. Using WISDEM and the DEA technology catalogue, the LW-13 is found to have a CapEx of 2.48 M€/MW in 2025 (resulting is the CapEx used in the +45% scenario), using the same scaling factor used for the other turbines (1.296). However, a more detailed study would need to be conducted, as the WISDEM result is likely too high since it was made to calculate the CapEx of conventional turbines, assuming conventional loads which are much higher than the LW-13 is calculated to have in [6].

7. Conclusions

This paper has investigated the competitiveness of the LW-13 onshore wind turbine (described in [6]), which has a specific power of 100 W/m² and a cut-out WS of 13 m/s. The purpose of this turbine is twofold, to generate high FLH in low wind regions (which is achieved by having a specific power of 100 W/m²) and to not contribute to overgeneration during high wind hours in regions with high wind penetration (which is achieved through the 13 m/s cut-out WS). Furthermore, this low cut-out wind speed could allow turbine manufactures to build thinner, lighter blades, which would reduce the CapEx of the turbine. The main takeaway from this work is that the LW-13 turbine has the potential to be competitive in both low wind areas (based on the energy system optimization results) and areas with high wind penetration (based on the hourly revenue analysis). Regions with medium to high wind speeds and low wind penetration are suboptimal for LW-13 investment as there is a higher likelihood of wind speeds above 13 m/s and no improvement in revenue/MWh to be had.
7.1. Key findings

From a system optimization standpoint, when modelled in direct competition with six conventional turbines, the LW turbine sees 33 GW of investment at a +45% price point by 2045, primarily in low wind regions of the model. The results at each price point are summarized in Table 9. Furthermore, when endogenous transmission investment is disallowed (where the transmission system remains unchanged from today), the LW-13 sees 30 GW of investment at a +50% price point by 2045, once again in low wind regions of the model.

However, there is also an argument to be made for LW-13 investment from the standpoint of wind farm owners, at least in regions with high wind penetration (such as Denmark), as the LW-13 could receive more revenue/MW than conventional turbines since it generates electricity during times that conventional turbines do not. Compared to turbines that were installed in Denmark in 2018, with a mean specific power of 330 W/m² [35] (similar to the SP335-HH100 turbine in this paper), the LW-13 has the potential to receive double the revenue/MW in 2045 in Denmark. This example is relevant because wind penetration levels in Denmark exceeded 80% by 2045 in this study, where electricity price was negatively correlated with WS.

The energy system optimization results also showed that large amounts of LW-13 investment led to decreases in interregional transmission, since it both generates more electricity during periods of low wind (reducing the number of hours of high net load) and cutting production during periods of high wind speeds (leading to less overproduction). Combined, these factors lead to a reduction of endogenous transmission investment by up to 15% (measured in TWkm). The introduction of the LW-13 also decreased the number of hours with near-zero electricity price, as it led to less hours of overgeneration.

Lastly, the reduction in cut-out WS from a more traditional 25 m/s to 13 m/s appears to reduce revenue/MW in 2045 by 2.2% in low wind regions (due to having few hours of high wind speeds) and 3% in regions with high wind penetration (as electricity prices fall to near-zero during high wind hours). This reduction in cut-out WS could also reduce the cost of the turbine significantly since it could reduce blade mass by up to 33%. If this is indeed the case, there is a case to be made that reducing the cut-out WS of turbines being installed in regions with high wind penetration is optimal from both a grid balancing perspective and a wind farm owner’s perspective (assuming lighter blades lead to cheaper turbines).

7.2. Current & future trends

While much of this paper analysed Northern and Central Europe’s energy system in 2045, the problems that the LW-13 addresses (namely reducing the self-cannibalization effect and overgeneration during high wind hours) already exist today. By looking at historical data from Nordpool it can be shown that in 2019, electricity price in DK1 has a negative correlation with wind farm capacity factor of -.398 [38], which can be seen visually in Fig. 17. While Denmark is a unique case today, as it currently has nearly 50% wind penetration [39], other Northern European countries will likely reach this point in the future as well if they are to transition to a carbon neutral energy system by 2050.

Likewise, major transmission congestion is occurring today between Denmark and Germany, where in 2020 Germany’s TSO TenneT paid Danish wind farms to curtail 1.46 TWh of electricity production, which is 4.3% of Denmark’s annual electricity consumption [39].

Both wind penetration and transmission congestion are likely to increase in the future as the Northern and Central European energy system continues to decarbonize. This means the need for technologies like the LW-13 are likely to increase as time goes on, especially in areas with high wind penetration.
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