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Abstract

A range of neurostimulation technologies seek to modulate brain activity using electric fields.

These methods have several research and clinical applications, for example in the treatment

of Parkinson’s disease and major depressive disorder. Transcranial brain stimulation (TBS)

are types of neurostimulation methods where the electric fields are applied from outside the

body, using either scalp electrodes or a magnetic coil positioned over head, and therefore do

not require surgical interventions. Over recent years, TBS methods have attracted attention

for their potential in human neuroscience research and in the treatment of various neuropsy-

chiatric disorders with minimal side effects. However, as the stimulation sources, located

outside the head, are far from the stimulation targets, located in the brain, the electric fields

generated by TBS are influenced by individual anatomical features such as skull thickness

and brain gyrification patterns. These effects are in part responsible for the large variability

observed in the outcomes of TBS interventions.

To gain a better understanding of how TBS affects the brain, practitioners are turning

to computational methods for simulating electric fields in individualized head models. In

the first part of this thesis, we attempt to validate and compare tools for automatically

creating head models from magnetic resonance (MR) images using intracranial electric field

measurements. We will see that, while there is considerable variability between electric field

estimates provided by the different modelling tools, the intracranial measurements did not

clearly indicate which tool provides the greatest accuracy. In the following chapter, we de-

velop novel algorithms for optimizing electrode positions for transcranial electric stimulation

(TES) in order to obtain focal electric fields around given targets. Our optimization methods

proved to be reliable and efficient, and we were able to apply them to map the accessibility

of thousands of brain regions to focal TES as well as the effects of stimulation parameters.

Finally, we describe our implementation of computational modelling and optimization tools

for TBS into free and open source software, making our research accessible for practitioners.
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Resumé

Ved elektromagnetisk hjernestimulation anvendes elektriske felter til at modulere hjerneak-

tivitet, disse metoder bliver benyttet både indenfor hjerneforskning og flere kliniske anven-

delser, for eksempel til behandling af Parkinsons sygdom og depression, er under udvikling.

Ved transkraniel hjernestimulation (TBS) er stimulerings kilden placeret uden for hovedet,

og der stimuleres typisk ved hjælp af elektroder med elektrisk forbindelse til hovedbunden

eller via en magnetisk spole. Dermed er TBS som udgangspunkt ikke invasivt og kræver ikke

kirurgiske indgreb. På grund af et betydeligt potentiale indenfor neurovidenskabelig forskn-

ing, samt mulige anvendelser i forbindelse med behandling af neuropsykiatriske lidelser med

minimale bivirkninger, har TBS tiltrukket betydelig interesse i de seneste år. Da stimula-

tionskilderne er placeret udenfor hovedet, relativt langt fra de områder som ønskes stimuleret

(indeni hovedet) har individuelle anatomiske forskelle såsom tykkelsen af kraniet og gyrifi-

ceringen betydning for hvorledes det elektriske felt distribueres. Disse effekter kan til dels

forklare den store individuelle variabilitet som forekommer i forbindelse med TBS.

Individ-specifikke computer simuleringer af de elektriske felter som opstår ved TBS kan

anvendes for at opnå en bedre forståelse af hvordan TBS påvirker hjernen. I den første

del af denne afhandling forsøger vi at validere og sammenligne værktøjer som automatisk

kan generere realistiske hovedmodeller udfra magnetisk resonans (MR) -billeder af hovedet,

på baggrund af intrakraniel måling af det elektriske potential. På trods af at der er bety-

delige variationer mellem de forskellige modelleringsværktøjer, gjorde de forhåndenværende

målinger det ikke muligt med sikkerhed at konkludere hvilket modelleringsværktøj der var

mest nøjagtigt. Herefter fokuserer afhandlingen på udvikling af nye algoritmer for opti-

mering af elektrode positioner for transkraniel elektrisk stimulation (TES). De udviklede

optimeringsmetoder viser sig at være både pålidelige og effektive i forbindelse med at opnå

fokale elektriske felter omkring de ønskede stimulerings områder i hjernen. Ved hjælp af

de udviklede optimeringsmetoder var vi stand til at kortlægge i hvor stor grad tusindvis

af hjerneområder kan stimuleres med TES samt hvilken indflydelse stimulerings parametre

har. Endelig beskriver afhandlingen implementationen af disse værktøjer som frit tilgæn-
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geligt computer software hvilket gør forskningen umiddelbar tilgængelig for alle som arbejder

med TBS.
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Chapter 1

Introduction

Neuromodulation methods are indispensable for investigating brain function and treating

several neurological and psychiatric conditions [4]. These methods intervene directly with

neural activity through a wide array of mechanisms, such as electromagnetic fields, acoustic

waves and optics [4], and have applications varying from treatment of Parkinson’s disease

with implanted deep brain stimulation devices, to in-depth investigations of microscopic

brain regions using optogenetics. However, most neuromodulation methods are highly inva-

sive, requiring complex surgical interventions. To overcome these restrictions, transcranial

brain stimulation (TBS) has gained a lot of attention in the past decades, as these methods

show promising results in modulating brain activity without the need of surgery and with

minimal side-effects.

1.1 Transcranial Brain Stimulation

Interest in using electric currents to change brain activity goes back to ancient Rome, where

it was noted that using a torpedo fish to deliver a strong current through the head could

cure headaches [5]. Usage of electric currents in treating psychiatric conditions became

widespread with the introduction of electroconvulsive therapy (ECT) in the 1940s. ECT

delivers high-amplitude electric current pulses through scalp electrodes in order to induce a

seizure [5]. Although highly efficient in treating psychiatric conditions such as depression,

ECT has severe side effects such as memory loss [6], which limits its adoption.

Modern Transcranial Brain Stimulation (TBS) methods allow for modulating brain ac-

tivity in a non-invasive fashion and with minimal side effects, without inducing seizures.

There are two main types of TBS: transcranial electric stimulation (TES), which uses elec-

trodes placed in the scalp to create an electric field in the brain, and transcranial magnetic

1



Chapter 1. Introduction 2

stimulation (TMS) which uses a magnetic coil that creates an electric field in the brain via

electromagnetic induction. TBS methods have been widely adopted for human neuroscience

research, and show promising results in clinical applications.

1.1.1 Transcranial Electric Stimulation

Transcranial electric stimlation (TES) passes small electric currents, typically < 4mA,

through the head using electrodes placed in the scalp [7], as shown in Figure 1.1a. These

low intensity currents do not induce seizures and do not cause any of the severe side effects

observed in ECT. The electric current can be direct, in the case of trancranial direct cur-

rent stimulation (TDCS) [8], or alternating, in the case of transcranial alternating current

stimulation (TACS) [9].

The effect of low intensity, topically applied, electric currents in altering neuron firing

rates in the rodent brain has been know the 1960s [10], and of high intensity electric stimu-

lation in humans since the 1980s [11]. However, direct evidence of the effect of low intensity

TDCS in humans first became apparent around 2000, when experiments combining TDCS,

TMS and electrophysiological recordings became possible [8]. Typically, the small electric

fields caused by TDCS in humans are not able to generate spiking activity. However, in-

vasive measurements in non-human primates [12] have show that these fields can induce

low-frequency oscillations in the underlying tissue, which correlate with behavioral effects.

TACS uses currents in the same range as TDCS, but applies them in an oscillatory fashion,

with frequencies compatible with endogenous brain oscillations. It is currently thought that

TACS works by entraining and augmenting such oscillations [7].

Since its discovery, interest in TES research grew rapidly [13], and was quickly adopted

as a research tool [14] and as a possible treatment for several phsychiatric conditions such

as depression, schizophrenia, and substance abuse [15]. However, experimental outcomes

are highly variable [16] which has led to a debate about the reproducibility of the findings

reported in the TES literature [17]. There are many causes for this high variability, including

neurochemestry, neurophysiology, and individual anatomy [18]. Based on simulation studies,

we know that electric fields in the brain are highly influenced by anatomical features such

as skull and cerebrospinal fluid (CSF) thickness [19, 20], and recently variability in electric

fields caused by TES were shown to partially explain the variability in experimental outcomes

[21, 22, 23].
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1.1.2 Transcranial Magnetic Stimulation

Transcranial magnetic stimulation (TMS) uses a large, time-varying electric current, passing

through a coil placed close to the head (Figure 1.1b). This current creates a magnetic field,

which by induction creates an electric field in the brain. It was first introduced in the 1980s

[24, 25], and has since then became a widely used method to study human electrophysiology

and cognition, as well as a possible treatment for various psychiatric disorders [26].

The electric fields created by TMS are much larger than the ones created by TES, and

TMS can directly induce neural firing. For example, TMS stimulation over the motor cortex

can elicit visible muscular twitch, called a motor evoked potential [27]. TMS has been

approved by the United Stated Food and Drug Administration (FDA) as a treatment for

drug resistant depression [28] and is being investigated as a treatment for various other

neurophsychiatric conditions. However, outcomes of TMS interventions across individuals

are variable [29], and managing this variability in order to obtain reliable outcomes remains

a challenging. As for TES, the electric field induced by TMS depends on subject-specific

anatomical factors such as gyrification [30, 31], and variations in induced electric field can

partially explain variability in outcomes [32, 33, 34].

(a) (b)

Figure 1.1: Computational models of (a) TES and (b) TMS

1.2 Computational Dosimetry

Direct measurement of electromagnetic fields within tissue is a highly invasive and labor

intensive endeavour [2]. Because of these difficulties computational dosimetry methods have
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been developed since the 1990s to estimate how electromagnetic fields spread in the human

body [35]. These methods allow for example to plan of radiotherapy interventions [36], and

for preliminary safety evaluation of various medical devices such as magnetic resonance (MR)

imaging coils [37]. In this thesis, we will discuss, validate and use computational dosimetry

approaches for TBS.

In 1969, Rush and Driscoll [38] developed an analytic solution for the electric field inside

a three-layered sphere caused by small electrodes placed in the scalp, and found it to be in

good agreement with phantom measurements. Unfortunately, in more complex geometries

such as the human head, no analytical solution exists and we must resort to numerical

methods such as the finite element method (FEM). Pioneer work in applying FEM to TES

simulations was done by Miranda et al. [39], using realistic electrode models and a spherical

head model. Anatomical head models were introduced shortly afterwards [40, 41], in order

to explore how features such as gyrification affect the electric fields.

Application of computational dosimetry to TMS also started with spherical models,

where analytic solutions can be obtained [42, 43]. Interestingly, in this type of model the

electric field is invariant to the any radially symmetric conductivity distribution. The first

studies using numerical methods such to simulate TMS electric fields relied on simplified

models, such as slabs half-spheres [44, 45], and only in the late 2000s, realistic head models

began to be introduced together with both FEM [46, 47, 30] as well as the boundary element

method (BEM) [48]. More recently, advanced simulation methods such as boundary element

method with fast multipole method acceleration (BEM-FMM) were introduced to the field

[49, 50], increasing the numerical accuracy of TMS simulations.

There are however key aspects of TBS computational dosiometry that need to be ad-

dressed. First, the calculations rely on having an accurate individualized head models.

Several pipelines to automatically create head models from magnetic resonance images have

been proposed [51, 52, 1], but validation of the electric field estimates produced from in-

dividualized head models is challenging [2, 53]. In this thesis, we will use an openly avail-

able dataset with intracranial electric field measurements to try to validate some of these

modelling tools. Second, there is a great opportunity to leverage computational models to

automatically optimize TBS intervention protocols, such as electrode positions in TES [54].

We will improve some of those methods and do a comprehensive analysis of their limitations.

Finally, computational dosimetry models need to be easily accessible to TBS practitioners

in the form of easy-to-use, free and open source software supporting all steps of the com-

putational dosimetry pipeline, shown in Figure 1.2. In the last part of the thesis, we will
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describe our efforts to develop such software, called SimNIBS.

Figure 1.2: Simplified pipeline for transcranial brain stimulation dosimetry. MR images are
automatically segmented and meshed to create a volume conductor model of the head. This
volume conductor model can be used to perform TES and TMS simulations

1.3 Structure of the Thesis

Chapter 2 will describe the physics behind TES and TMS on a macroscopic level, as well as

our numerical method of choice for solving electric field equations: the finite element method

(FEM).

In chapter 3, we will describe approaches to build individualized head models from MR

images and our efforts to validate existing modelling tools using measurement data.

Chapter 4 introduces algorithms for optimizing electrode montages for transcranial

electric stimulation. We will develop novel algorithms, validate them, and present insights

about their limitations.

In chapter 5, we will describe the implementation of electric field simulation and opti-

mization algorithms in the open source software, SimNIBS (www.simnibs.org).

Finally, in chapter 6 we will conclude by summarizing the main results of the project

and future work.

www.simnibs.org


Chapter 2

TBS Physics and the Finite Element

Method

The behaviour of electric fields inside a volume conductor such as the human head is governed

by partial differential equations (PDEs) [55, 56]. In this chapter, we will introduce the PDEs

used for modelling electric fields caused by TES and TMS, as well as the finite element

method (FEM), which we will use to solve these equations numerically. A more complete

description of these equations and methods can be found in [57].

2.1 Physics of Transcranial Brain Stimulation

2.1.1 Transcranial Electric Stimulation

Measurements in both humans and non-human primates [58, 59] suggest that the head acts as

an ohmic volume conductor at the low frequencies commonly used in TES. This means that

the electric potential φ caused by surface electrodes inside the head domain Ω is governed

by the Laplace equation [51]

∇ · (σ∇φ) = 0, (2.1)

where σ are electric conductivity values. In the current work, we will consider σ to be

piecewise-constant. That is, each tissue compartment in the head model will be assigned a

constant conductivity value, depending on which tissue it represents. There are alternative

approaches, for example using data from MR diffusion tensor imaging (DTI) in order to try

to reconstruct electric conductivity tensor maps [60, 61, 31]. However, as these methods

have not been thoroughly validated thus far, we adopted the simpler approach considering

isotropic, piecewise-constant conductivities.

6
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Considering that two electrodes, whose surfaces are denoted Γ1 and Γ2, are used for

stimulation, we have the boundary conditions

φ = 0 on Γ1, (2.2)

φ = φ1 on Γ2, (2.3)

∂φ

∂n̂
= 0 on ∂Ω \ (Γ1 ∪ Γ2) , (2.4)

where n̂ denotes the direction normal to the surface. In multichannel TES, N electrodes are

attached to the head simultaneously. In this case, we add more electrodes surfaces Γ3, . . . ,ΓN

and their corresponding electric potential values. As in TES protocols electric current values,

and not the electric potentials values, are specified, we first solve the equations using φ1 =

1V, measure the current flow, and scale the results in order to obtain the specified current

flow value and direction.

After calculating the electric potential φ, we can readily obtain the electric field E and

the current density J

E = −∇φ, (2.5)

J = σE. (2.6)

If electrode currents vary in time, such as in tACS, we can use the linearity of the Laplace

equation to decompose the electric field into a spatial component, which only depends on

spatial position p, and a temporal component, which only depends on time t

E(p, t) = E(p)I(t). (2.7)

2.1.2 Transcranial Magnetic Stimulation

At the typical frequencies used in TMS (≈ 10 kHz), electric fields can be well described

using a quasi-static approximation, which leads to a Poisson equation [44]

∇ · (σ∇φ) = −∇ · σ∂A
∂t

(2.8)

with the Neumann boundary conditions

∂φ

∂n̂
= −n̂ · ∂A

∂t
on ∂Ω. (2.9)
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Here, A is a magnetic vector potential. This quantity is defined such that B = ∇×A, where

B is the magnetic field produced by the coil. The spatial distribution of a coil magnetic

field B(p) depends on its geometric properties such as shape, number of turns and radii.

The electric field E produced by TMS has two components, one that is produced directly

by the coil, commonly called primary electric field, and another that is produced by charge

dispersion in the volume conductor, called secondary electric field

E = −∂A
∂t
−∇φ. (2.10)

2.2 Finite Element Method

The finite element method (FEM) is a general method for solving partial differential equa-

tions (PDEs) in complex geometries. It was introduced in the 1960s and 1970s, in the domain

of structural analysis [62], and generalized to other domains such as thermodynamics and

electromagnetism shortly afterwards [63].

The basic concept of the FEM is to discretize the space into a large number simple

elements, such as triangles or tetrahedra, which form a structure called a mesh, shown in

Figure 2.1. We then use these elements to define a set of simple basis functions with local

support. When summed together, these basis functions can represent complex functions

spanning the entire domain. Basis functions are usually differentiable (but not necessar-

ily smooth), which allows for the definition of numerical gradient operators, that play a

fundamental role in solving PDEs.

The FEM formulations and implementations used to calculate TES and TMS electric

fields in this thesis were thoroughly described and validated in a recent publication [57] as

well as in the Master’s thesis published after the first part of the PhD program [64]. Namely,

we used the Galerkin method with first order tetrahedral elements. Here, we will summarize

it briefly.

2.2.1 Mathematical Formulation

We begin by considering a Poisson equation in the form

∇ · (σ∇φ) = f. (2.11)
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Figure 2.1: Close-up of multi-material tetrahedral head mesh with white matter (white),
gray matter (gray), cerebrospinal fluid (blue), skull (beige) and skin (pink)

In TES, we have f = 0, while in TMS f = −∇ · σ∂A/∂t. We then define a residual r(φ)

∇ · (σ∇φ)− f = r(φ), (2.12)

and introduce a test function ν, which belongs to an appropriate functional space V (please

see [57] for more details). It can be shown that any function φ for which the residual r(φ)

is orthogonal to all test functions ν ∈ V [63]

∫
Ω
r(φ)νdV = 0, ∀ν ∈ V, (2.13)

is also a solution to Equation 2.11. Substituting Equation 2.13 into Equation 2.12, applying

Green’s identities and the boundary conditions, we obtain the weak form of the Poisson

equation [65, 57]

∫
Ω
∇ν · (σ∇φ) dV =

∫
Ω
fνdV, ∀ν ∈ V. (2.14)

Substituting the infinite-dimensional φ by a finite-dimensional φh using a set of basis
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functions {ψi(p)|i = 1, . . . , N}

φh =

N∑
i=1

φiψi(p) (2.15)

and V with the space spanned by the basis functions, Vh, in Equation 2.14, we obtain

ah(φh, νh) = lh(νh), ∀νh ∈ Vh, (2.16)

ah(φh, νh) =
N∑
i=1

φi

∫
Ω

(σ∇ψi(p)) · ∇νhdV, (2.17)

lh(νh) =

∫
Ω
fνhdV. (2.18)

By substituting νh = ψ1, . . . , ψN and numerically evaluating the integrals in Equation 2.17

and Equation 2.18, we obtain a linear system

Su = b. (2.19)

Which has to be solved in order to obtain the electric potential φh (corresponding to entries

in the vector u). The matrix S, called stiffness matrix, is large, of size > 105 × 105 in

our applications. However, because the basis functions have compact support, the matrix

is sparse and can therefore be stored in computer memory. Additionally, because of the

formulation of the problem, the matrix S is symmetric and positive (semi)definite, allowing

for the use of a wide range of numerical iterative and direct methods in order to solve

Equation 2.19 [66].

2.2.2 Implementation

There are many software implementations of FEM. In the current work, we used versions 2

and 3 of SimNIBS (www.simnibs.org), developed in-house. Version 2 of SimNIBS uses the

open-source software GetDP [67] in order to assemble the FEM system, which in turns calls

the PETSc library [68] to solve it using the conjugate gradient method with an incomplete

Cholesky preconditioner. Version 3 of SimNIBS implements its own code to assemble the

FEM system, described, validated, and shown to be much faster than SimNIBS 2 in [57]. It

uses the PETSc and the hypre [69] libraries to solve the FEM system using the conjugate

gradient method with an algebraic multigrid preconditioner [69], or the MKL PARDISO [70]

direct solver.

www.simnibs.org


Chapter 3

Validation of Computational Models

for TBS

While the equations governing electric fields in volume conductors are well known, the spatial

distribution of electrical properties such as conductivity in any individual’s head is uncer-

tain. And as electric conductivity values varying widely across tissues, from ≈ 0.01 S/m in

skull to ≈ 1.5 S/m in cerebrospinal fluid (CSF) [71], accurately determining tissue borders

are a key factor for obtaining reliable electric field simulations [71, 57, 72]. Furthermore, the

electric conductivity values themselves are not well known, with a wide range of values being

reported in the literature [71], and by combining simulations and measurements we might be

able to obtain more information about tissue conductivity values and therefore more accu-

rate electric field estimates [73]. In the current chapter, we will describe current approaches

for automatically creating head models for TBS simulations and our efforts to validate com-

putational models based on intracranial electric field measurements, summarizing an article

published in the journal NeuroImage [53], reproduced in Appendix A.

3.1 Head Modelling

In order to accurately capture volume conduction effects, we need to have individualized head

models with the major tissues such as brain white matter (WM), brain gray matter (GM),

CSF, skull, and scalp segmented [72]. These segmentations are usually done based on MR

images, as MR scans do not use ionizing radiation, do not require contrast agents, and offer a

good contrast between soft tissues [1], as shown in Figure 3.1. However, manual segmentation

of MR images is a very time-demanding task, with a single subject taking dozens of hours of

labour. In order to automate this process, several head modelling tools have been proposed

11
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over the years for TBS, electro- and magnetoencephalography (EEG/MEG) applications

[74, 75, 51, 76, 1, 77].

T1-weighted MRI

T2-weighted MRI

Segmentation

Figure 3.1: Automatic segmentation of T1- and T2-weighted MR images into white mat-
ter (dark blue) gray matter (light blue), CSF (green), skull (yellow) and scalp (red) using
headreco [1].

One of these tools, called mri2mesh [51], is part of the SimNIBS package (www.simnibs.

org) and leverages the brain segmentation approaches implemented by FreeSurfer (https:

//surfer.nmr.mgh.harvard.edu/) [78], which uses a volume segmentation of the cortical

white matter compartment and local image gradients to segment cortical gray matter. CSF,

skull and scalp are segmented with FSL (https://fsl.fmrib.ox.ac.uk/fsl/fslwiki) BET

and BETSURF [79], which uses local image thresholds. In the other hand, ROAST (https:

//www.parralab.org/roast/) [76], and headreco (also part of the SimNIBS package) [1]

use the atlas-based segmentation implemented in SPM (https://www.fil.ion.ucl.ac.uk/

spm/) [80]. In this approach, the MR images are registered to a template in a non-linear

fashion. This template is combined with local MR image intensities to yield the probability

for each voxel to belong to each tissue.

A direct comparison using computational tomography scans, which give a sharp contrast

between skull and soft tissue, showed that the atlas-based approach implemented in SPM

provide more accurate skull segmentations than FSL BET and BETSURF [1]. However,

more in-depth comparisons of these tools are still lacking, especially when considering their

www.simnibs.org
www.simnibs.org
https://surfer.nmr.mgh.harvard.edu/)
https://surfer.nmr.mgh.harvard.edu/)
https://fsl.fmrib.ox.ac.uk/fsl/fslwiki
https://www.parralab.org/roast/
https://www.parralab.org/roast/
https://www.fil.ion.ucl.ac.uk/spm/
https://www.fil.ion.ucl.ac.uk/spm/
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effect in the final outcome: electric field simulations.

3.2 Electric Field Measurements

In-vivo intracranial measurements of electric fields are a challenging procedure, usually in-

volving surgical implantation of electrodes. Therefore, these measurements are done either

in non-human primates [59], postmortem [81], or in epilepsy patients which have EEG elec-

trodes implanted in order to help localize epileptic foci [2].

However, these electrodes measure electric potentials, and not electric fields, are suscep-

tible to measurement noise, and are spatially limited to a few dozen points for in-vivo studies

or a few hundred in postmortem studies. Thus, one can only obtain a sparse, low-resolution,

and uni-directional picture of the electric field through these measurements. Furthermore,

the segmentation tools proposed are not designed for non-human primates, which means

that accuracy estimates obtained in these animals do not necessarily translate to humans,

and death results in profound changes in electric conductivity [82], which limits the usability

of postmortem data for model validations.

3.3 Validation of TBS Computational Dosimetry Using In-

tracranial Recordings

Our analysis, reproduced in full in Appendix A, evaluated four head segmentation pipelines:

mri2mesh [51], headreco [1], headreco + CAT [1] and ROAST [76], using an an openly

available dataset with T1-weighted MR scans and intracranial EEG measurements taken

during TES [2]. The dataset comes from a study with 14 epileptic patients which had EEG

electrodes implanted to monitor seizure activity (see Figure 3.2). The dataset contained, for

each subject a T1-weighted MR image acquired before the surgery, a segmented MR image

with manual corrections, and a table of intracranial EEG electrode positions and processed

electric potentials recorded during TES.

Stimulation electrodes were positioned mostly in a frontal-occipital setup, with some

variations between subjects, as shown in Figure 3.2. One particular subject had recordings

done with four different stimulation electrode setups.

3.3.1 Methods

Our analysis began by evaluating the quality of the head segmentations. However, because

there were visible mistakes in the manually corrected segmentations (see for example Figure
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Figure 3.2: Electrode locations in 10 of of the 14 subjects in the dataset from [2]. Copyright:
Huang et al., distributed under a CC-BY-4.0 License without modifications

3 of Appendix A, where the gray matter is clearly over-segmented), and those were based on

ROAST segmentations, which could induce biases, we used a consensus segmentation as the

ground truth. The consensus was formed from majority voting, where each segmentation

method, plus the manually corrected segmentation, cast a vote for the label of each voxel,

and the label with the most votes wins.

Afterwards, to to have an overview in the amount of variability in the electric fields

simulated with each pipeline, we simulated electric fields using the electrodes montages

described in the dataset and interpolated results into the middle gray matter model obtained

from CAT12 (http://www.neuro.uni-jena.de/cat/) [83]. This allowed us to compare

electric fields in the entire brain, an not only where the EEG electrodes were placed.

Finally, we compared the simulated electric fields with the intracranial measurements.

This process began by producing electric field estimates taking differences between electric

potentials obtained both from measurements and simulations at consecutive electrode con-

tacts. After running a simple regression analysis, as done by [2, 76], we found significant

biases in the results, as slope estimates were correlated with electric field strengths (see

Figure 8 in Appendix A). This bias likely arises because there are errors in the simulations,

caused by segmentation errors due to low image quality and erroneous conductivity values,

as well as noise in the measurements. As the signal to noise ratio (SNR) in both simulations

and measures decrease, a large bias sets in which reduces slope estimates [84]. This led us to

propose a new analysis, based on a Bayesian hierarchical errors-in-variable regression [85].

https://doi.org/10.7554/eLife.18834.001
https://creativecommons.org/licenses/by/4.0/
http://www.neuro.uni-jena.de/cat/
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In this setting, we assume that the electric field recordings ys and each subject s and simu-

lations xs,m calculated for each subject s and segmentation method m have a joint Gaussian

distribution

(ys,xs,m) ∼ N (µs,m,Σs,m), (3.1)

with a mean vector and a noise covariance matrix

µs,m = x∗s,m [βs,m, 1] , (3.2)

Σs,m =

σ2
y,s 0

0 σ2
x,s,m

 , (3.3)

where βs,m is a scalar slope value, x∗s,m are unobserved error-free simulated values, σ2
y,s and

σ2
x,sm are noise terms for the measurements and simulations, respectively. Now we define

prior probability distributions

x∗s,m ∼ N (0, σ2
t,s,m, ) (3.4)

βs,m ∼ N (βm, σ
2
β,m), (3.5)

where σ2
t,s,m is the variance of the unobserved error-free simulation, βm is a hyperparameter

representing the slope for method m, and σ2
β,m the slope variation. Distributions for the

remaining priors and hyper-priors are detailed in supplementary material 1 from [53]. We

sampled posterior values for the model parameters using the No-U-Turn Hamiltonian Monte

Carlo sampler [86], implement in the Stan probabilistic programming language [87].

3.3.2 Results

Our analysis of the segmentation pipelines showed that the two headreco pipelines, as well

as the manually corrected segmentations, are more similar to the consensus segmentation

with a mean Dice score > 0.9 (see Results in Appendix A). Unfortunately, the dataset only

includes T1-weighted scans, many of which are of low quality. It is therefore inappropriate

to draw conclusions about which segmentation method would be more accurate in a high-

quality dataset. Moreover, an analysis of the simulated electric fields in the whole middle

cortical surface showed large variations between the different methods, up to 49% difference

between ROAST and mri2mesh (Table 4 in Appendix A). Using a median split, we saw

that segmentations with lower dice score also tend to have more distinct electric fields, as
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expected (Figure 4 in Appendix A).

Despite such large differences in the electric fields in the cortex, the simple regression

model showed no statistically significant results when comparing slope (β) or explained

variance (r2) between the methods. Besides, this analysis resulted in a large variability

of both β and r2 values across subjects and methods (Figure 7 in Appendix A). One

constant, however, is that simulations tended to overestimate the field values (average β <

0.65 for all methods), and none explained the data particularly well (average r2 < 0.6 in

all methods). By plotting the slope values β against the measured field magnitudes (Figure

8 in Appendix A), we were able to detect a likely bias: the smaller the field magnitudes,

the smaller the slope tends to be. One subject, called P014, gave particularly good insight

into this problem. In this subject, four different stimulation electrodes montages were used,

instead of only one as for the 13 other subjects. By comparing two different montages, we

were able to see this likely bias in effect (Figure 9 in Appendix A), where montages causing

smaller electric fields in the electrodes, and therefore lower SNR, also led to smaller slope

estimate.

Using the Bayesian errors-in-variables regression, we were able to calculate posterior

probability distributions for the regression slopes, taking into account noise sources in both

measurements and simulations. We saw that the slopes obtained from the Bayesian analysis

tended to be larger than the slopes from the standard analysis, again indicating a risk of

bias in the later. We also saw that, as the measured electric field magnitude gets smaller,

the posterior distributions for the slope spreads out, indicating less confidence in the fit

(see Figure 9 in Appendix A for an example). Finally, calculating the posterior predictive

distribution for the slope in each method, β̃s+1,m, that is, a probability distribution for the

slope we would obtain in a new unbosverved subject with each of the pipelines, we see a large

spread of possible slope values and little difference across methods (see Figure 10 and Table

4 in Appendix A). This indicates that, based in this dataset, we are not able to say which

of these TBS computational dosimetry pipelines performs better in predicting the electric

field as measured by intracranial electrodes.

3.4 Discussion

While several pipelines for individualized head modelling have been developed for TBS,

EEG, and MEG applications, their validation is challenging as direct measurements of elec-

tric fields in the brain require surgical interventions. In Appendix A, we used the publicly

available dataset from [2], containing T1-weighted images, segmentations and intracranial
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recordings of various subjects, in order to try to validate and compare four head segmen-

tation pipelines. Despite large differences in the simulated electric fields obtained by the

segmentation methods, none of the pipelines performed better in predicting the recorded

electric fields. Furthermore, our analysis pointed to possible biases in the original results

[2] as well as in a follow-up study [76]. However, due to many data quality problems in the

dataset, we do not believe that this should be taken as a final comparison between the given

TBS pipelines.

Our results indicate that a lot of care needs to be taken when designing studies to

validate TBS computational dosimetry models with intracranial recordings. First of all,

the MR scans need to be of high quality and include both T1- and T2-weighted images in

order to obtain accurate segmentations of extra-cerebral tissues [1]. Second, as we observed

from our analyses of the subject P014, positioning of the stimulation electrodes has a large

impact in the measurements. Therefore, the stimulation electrodes should be positioned in

such a way as to maximize the electric fields in the recording electrodes for a better SNR

and consequently more reliable field estimates.

Finally, the issue of conductivity value assignment was not tackled in the current study.

Recently, we have shown that uncertainties in tissue conductivity values can result in large

uncertainty in the electric fields [71], which could partially explain the inaccuracies in the

electric field simulations. One could try to use intracranial measurements to fit electric

conductivity values using the present dataset, such as Huang et al. [2]. However, likely

due to the various problems present in the dataset, Huang et al. arrive at physiological

implausible values (e.g.: ≈ 1S/m conductivty for skull) and contradictory values (e.g.: both

≈ 0.15 S/m and ≈ 0.35 S/m for WM in the same subject), which suggests that determining

conductivity values from this dataset is unreliable.

Magnetic resonance current density imaging (MRCDI) [88] might offer a good alternative

to invasive intracranial measurements for model validation and conductivity calibration.

MRCDI can measure one component of the magnetic fields caused by the TES electric

currents, and thereby partially reconstruct current flow in a 2D slice. Even though MRCDI

has seen significant advances in recent years, the technology has not yet reached the SNR

required for validating electric field models.

3.5 Contributions

GBS performed simulations, electric field comparisons, and wrote the Stan code for fitting

measurements and simulations. Oula Puonti (OP), performed and compared the segmenta-
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tions. GBS and OP designed the regression analysis methodology. GBS, OP, Kristoffer H.

Madsen and Axel Thielscher conceptualized the study. We would like to thank Huang et al.

[2] for making such a valuable dataset publicly available.



Chapter 4

Optimization of TES Electrode

Montages

Individual head anatomy shapes the electric fields in complex ways [41, 89, 20]. This makes

using rule-of-thumb approaches for TES targeting, such as placing the electrode above the

region of interest, unreliable [90]. Additionally, the development of multichannel TES de-

vices opened up many new possibilities for electrode montages and targeting strategies, such

as 4x1 montages, which uses a central electrode surrounded by four electrodes of opposite

polarity [41]. However, to fully leverage these systems and obtain the best electrode mon-

tages to focus the electric field in a target region, such as shown in Figure 4.1, we need to

adopt computational strategies. There are many open questions about how to best formu-

late the TES targeting problem, how to efficiently limit the number of electrodes used by

optimized montages, and what are the main factors limiting field focality. In this chapter, we

will give a brief introduction to mathematical optimization, describe the previous work on

TES optimization, and then introduce our contributions to the topic, which include a novel

formulation of the optimization problem which can be solved very efficiently, an extensive

evaluation of which factors play an important role in obtaining focal TES fields, and a novel

algorithm capable of optimizing electric field focality while controlling electric field strength.

These contributions are also described in two articles, one published in the journal NeuroIm-

age [3] reproduced in Appendix B, and another accepted for publication in the Journal of

Neural Engineering [91], reproduced in Appendix C.

19
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(a) (b)

0 0.2E(V/m) -1 1I(mA)

Figure 4.1: Objective of TES targeting procedures: Given a target region (a), find the best
electrode configuration to focus the electric field around it (b)

4.1 Mathematical Optimization

Mathematical optimization is a widely used tool with applications ranging from finance to

electronic circuit design. A general optimization problem has the form [92]

minimize f0(x), (4.1)

subject to fi(x) ≤ bi, i = 1, . . . ,m. (4.2)

Where x is the optimization variable, typically a vector in Rn which can be changed in order

to find the minimum value of the objective function f0(x) : Rn → R, while also adhering to

the constraints fi(x) ≤ bi.

Depending on the functions fi(x), i = 0, . . . ,m, the optimization problem might be

categorized into different classes, each with different properties and solution algorithms. Of

those classes, the convex problems are particularly important. Convex problems have all

fi(x), i = 0, . . . ,m functions convex. This means that they must fulfill for all points x1 and

x2 in the function domain

f(θx1 + (1− θ)x2) ≤ θf(x1) + (1− θ)f(x2), ∀θ ∈ [0, 1] . (4.3)

That is, if we trace a line between any two points ((x1, f(x1)) , (x2, f(x2))) in the function

graph, this line will be above the graph in the interval [x1, x2], as shown in Figure 4.2.

Solving convex problems has several theoretical and practical advantages over solving more
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complex problems such as general nonlinear problems or combinatorial problems. Convex

problems are guaranteed to have a single minimum value, and can be solved reliably and

efficiently using interior-point methods [92]. However, not every problem we will address in

this chapter will be convex, with combinatorial problems will also playing a major role in

TES optimization.

f(x) 

x1 x2

θf(x1) + (1-θ)f(x2) 

Figure 4.2: The graph of the convex function f(x) must be beneath the line traced between
points in the graph

4.2 TES Targeting

The idea of using computational methods for automatically determining electrodes positions

in in multichannel TES systems can be traced back to Park et al. [93] and Dmochowski

et al. [54]. Park et al. idealized a montage using two large electrodes composed of several

patches which can be controlled independently. They then proposed maximizing the current

density norm in a target region while controlling the electric potentials in the patches, which

is a non-convex problem. In the other hand, Dmochowski et al. proposed using many small

(12 mm diameter) electrodes placed all over the head, for example using an EEG cap, such

as shown in Figure 4.3. The authors then propose several formulations of the optimization

problem: one where the optimization tries to approximate a target field in a least-squares

sense, one where the electric field in the target region is tightly controlled at a given value

while the field outside the target is minimized, and finally a maximization approach where

the electric field at the target region and direction is maximized. All the problems proposed
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by Dmochowski et al. are convex.

Figure 4.3: Head models with EEG electrodes placed accordingly to the 10/10 international
standard

After these initial results, many other formulations and solutions methods for the TES

optimization problem where proposed. Most notably, Ruffini et al. [94] proposed using dis-

tributed maps obtained from resting state functional MRI as optimization targets, and a

genetic algorithm to solve the optimization problem while limiting the number of active

electrodes. Wagner et al. [95] proposed an approach where the electric fields outside the

target are constrained to a given value, and an optimization algorithm based on the alter-

nating direction method of multipliers. Guler et al. [96] proposed an approach where the

electric field energy outside the target region is controlled, while the electric field in the tar-

get region and direction is maximized. The authors later expanded their approach in order

to limit the number of stimulator channels used with a branch and bound algorithm [97].

Finally, Fernandez-Corazza et al. [98] showed how several of these optimization problems

are equivalent.

What most of these approaches have in common is that they keep electrode positions

fixed and only change electrode currents or potentials. This allows for using the linearity of

the electric field with respect to the injected current, a property arises as the head is an ohmic

conductor at low frequencies [58, 59, 2]. Suppose we have an electric field E(p; I1, I2, I3),
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which is induced by injecting the currents I1, I2, and I3 through three scalp electrodes, with

Kirchhoff’s law requiring that
∑3

i=1 Ii = 0. Positive currents designate anodes and negative

currents cathodes. Linearity means that we can write

E(p; I1 = a, I2 = 0, I3 = −a) = aE(p; I1 = 1, I2 = 0, I3 = −1) (4.4)

and

E(p; I1 = a, I2 = b, I3 = −a− b) = E(p; I1 = a, I2 = 0, I3 = −a)

+E(p; I1 = 0, I2 = b, I3 = −b).
(4.5)

This allows us to superimpose fields in order to quickly calculate electric fields for new

montages. Taking this further, in a discrete setting with m positions and n electrodes, we

can calculate electric fields using a matrix-vector multiplication

e = Ax. (4.6)

Where e is a vector with the three electric field components in a set of points, of size 3m.

A is a matrix whose columns are electric field simulation results for each electrode, called

leadfield matrix of size 3m × n. x is a vector of electrode currents, of size n. Typically, we

have m� n, with m in the order of 103 to 106, and n in the order of 101 to 102.

In order to make the solutions safe to be used in practice, two constraints are added to

the optimization problem:

|xi| < Iind, ∀i = i, . . . ,m, (4.7)

‖x‖1 < 2Itot. (4.8)

Equation 4.7 limits the current that can be injected through each electrode to a value Iind,

typically ≤ 2mA, while Equation 4.8 limits the total current that can be injected through

all electrodes, typically ≤ 4mA.

4.3 Determining TES Trade-Offs

Trade-offs are inherit of any multi-objective optimization problem. In optimization of TES

montages, the most apparent trade-off happens between field focatity and intensity at the

target [54], as many factors that increase the electric field at the target, such as using
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electrodes positioned more distant to each other, also cause the electric field to be less focal.

There are however many other trade-offs and costs which were so far not extensively mapped,

such as how many active electrodes we can make use to create focal fields. In [3], reproduced

in full in Appendix B, we set out to answer these questions.

4.3.1 Methods

In order to map the trade-offs, it is important to explicitly control electric field properties

such as the value of a given electric field component at the target. Using the leadfield

formulation, we can calculate the electric field component along a given direction n̂ a target

region Ωτ using a linear form

l>x, (4.9)

developed in detail in Section 2.1.1 of Appendix B as well as in [96]. Furthermore, the

potential energy stored the electric field can be calculated using a quadratic form

x>Qx, (4.10)

developed in Section 2.1.2 of Appendix B and in [96].

Using these quantities, we proposed new formulations for the TES optimization, based

on the problem:

minimize x>Qx, (4.11)

subject to l>x = t, (4.12)

1>x = 0, (4.13)

|xi| < Iind ∀i = i, . . . ,m, (4.14)

‖x‖1 < 2Itot. (4.15)

In this optimization problem, the objective (Equation 4.11) is to minimize electric field

energy, while keeping the electric field at a given target location and direction at a given

value t (Equation 4.12). This explicit control over a given electric field component in the

target location allows us to keep this key value constant while varying other parameters of

the optimization problem. We also add Kirchhoff’s current law (Equation 4.13) and safety

constraints (Equations 4.14 and 4.15), in order to make solutions viable for experimental

use. This formulation draws heavily from Guler et al. [96], but with the key modification of

switching some constraints and objectives.
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There are several advantages of using this type of formulation. First of all, it is very

explicit, with the electric field at the target position and direction being directly set by the

user in physical units (V/m). Electric field values are often reported in the literature, and

different ranges of electric field values are thought to have different effects in neurons [7].

Also, it is very flexible, allowing us to define several equality constraints such as Equation 4.12

if many regions are to be targeted simultaneously, and to control other aspects of the field

such as field angle at the target (see Section 2.2.3 in Appendix B). Finally, the optimization

problem such as defined above is a quadratic programming (QP) problem [92], which can

be solved very efficiently. In our study, we implemented an active-set method [99], which

was able to solve typical optimization problems in ≈ 0.7 seconds on a laptop computer (see

Table 3 in Appendix B).

One very important extension of the optimization problem is to limit the number of

electrodes used. This can be done with a constraint of the form

‖x‖0 < N, (4.16)

where ‖·‖0 is the L0 "norm", which corresponds to the number number of non-zero entries

in the vector. By adding this constraint, the optimization problem becomes combinatorial,

and we therefore need other strategies to solve it. For this purpose, we designed a branch

and bound algorithm [100], described in detail in the supplementary material of [3]. The

algorithm provides a global and certified solution for the optimization problem at hand in

a small amount of time, typically < 1 minute. With some heuristics, it can be further

accelerated to run in < 1.5 seconds (see Table 3 in Appendix B). In comparison, other

proposed algorithms to solve this or related problems [94, 97], took a few hours to converge.

By combining the quantities above, we defined ten optimization problems, listed in Ta-

ble 1 in Appendix B. We used two different objectives: minimize electric field energy or

maximize focality, set safety constraints on or off, constrained or not the number of active

electrodes and electric field angle at the target, and defined optimization problems with

many simultaneous targets.

We used a head model based on existing T1- and T2-weighted images of a healthy

volunteer [51], automatically segmented using a version of the headreco [1] pipeline that

was modified to also include segmentations of compact and spongy bone, and tissue electric

conductivity values from [51]. Electric field simulations were done in SimNIBS 2.1 [101]. In

order to map the trade-offs between optimal electric fields throughout the cortex, we created

a model of the middle gray matter surface containing 20,000 nodes using FreeSurfer and
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MeshFix [102]. The electric field simulations were interpolated to the nodes of this surface

mesh and assembled into a leadfield matrix. We evaluated four different electrode caps,

shown in Figure 4.4(a). Unless said otherwise, the electrode cap with n = 288 was used.

4.3.2 Results

We began by comparing optimized electric fields to three ad-hoc montages: a bipolar montage

and a ring montage targeting the motor cortex as well as a bipolar montage targeting the

left cingulate sulcus. We first ran the ad-hoc montages, and used the results to set the

normal component of the electric field in the target for the optimizations, as this component

in thought to be the most important for TES neuromodulation [7]. In the results, shown

in Figure 2 of Appendix B, we see that the optimization results in a much more focal

field than the bipolar montage targeting the motor cortex. However, we do not see such

pronounced gains when comparing to the ring montage targeting the motor cortex, as this

montage already produces relatively focal fields, or with the bipolar montage targeting the

left cingulate sulcus, as this region is located deeper inside the cortex which makes it hard

to target with superficial electrodes.

We then optimized electric fields for targeting each of the 20,000 positions in the middle

gray matter surface model. the target direction was set normal to the cortex surface, with

data for tangential targets being shown in the supplementary material of [3]. In order to

evaluate the focality of our fields, we used two metrics, effective area which is calculated as

area of the cortex weighted by the electric field, and targeting error, which is the euclidean

distance between the target and the electric field maximum. Both are defined in Section 2.5

of Appendix B.

To evaluate a best-case scenario, we began by optimizing the electrode montage without

safety constraints, shown in Figure 4.4. We saw a strong dependency between electric field

focality and target position, with the targets in gyral crowns having the most focal electric

fields. We also used this setting to evaluate the effect of the number of electrodes available

in the electrode cap, and saw significant focality gains in using caps with ≥ 190 electrodes,

which saturate at around n = 288 electrodes. Based on this data, we selected the electrode

cap with n = 288 electrodes for the rest of the study. As we will later see, this is likely

not because we can use more electrodes in the optimized montages, but rather because the

algorithm finds electrodes which are better positioned to focally stimulate the targets.

Afterwards, we evaluated the maximal electric field obtainable in each position, consid-

ering safety constraints Iind = 1mA and Itot = 2mA. This is a slightly different optimization
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Figure 4.4: Mapping the focality of optimization solutions for different electrode caps. (a)
shows the positions of the electrodes, (b) the targeting error and (c) the effective area focality
metrics for optimized montages targeting each position in the cortex, in the normal direction.
Reproduced from the supplementary material in [3] with modifications.

problem, which results in a linear program (see Problem 5 in Appendix B). We see in Figure

4 of Appendix B that fields > 0.3V/m could be reached in majority of cortical positions,

and that electric fields were in general larger in the gyri, where electric fields > 0.6V/m were

obtained.

By adding safety constraints to the focatily optimization problem and setting the target

electric field normal component t = 0.2V/m, we saw a significant degrading of focality with

respect to the optimizations without safety constraints, especially in inferior and medial

regions (see Figure 5 in Appendix B).

We then validated our branch and bound algorithm to limit the number of active elec-

trodes and evaluate the effect having a reduced number of available electrodes in optimization

results. Figure 6 in Appendix B shows that the branch and bound can give substantially

better results than simple approaches, and in Figure 7 of Appendix B, we see that in most

positions, using N > 8 electrodes results only in small gains to focatily.

We further investigated the effect of controlling the electric field angle at the target, and

found it to be relatively small (Figure 8 of Appendix B) and saw the effect of limiting the

number of electrodes in an optimization problem targeting both the left and right motor

cortices simultaneously (Figure 10 in Appendix B).
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4.4 Optimizing Electric Field Strength

In [91], reproduced in full in Appendix C, we extended the optimization problem to use

electric field norms or strengths instead of the electric field component along a given di-

rection. While using a preferential direction is the appropriate choice for cortical targets,

where it is known that the normal component of the electric field is the most important for

neuromodulatory effects [7], a preferential direction is often unclear in subcortical targets.

We begin by noticing that we can approximate the electric field norm in a small area

using a quadratic form of the type (see Section 2.3 in Appendix C)

x>Qtx = t2 (4.17)

and formulating the optimization problem to minimize total electric field energy while con-

trolling the electric field at the target

minimize x>Qx, (4.18)

subject to x>Qtx = t2, (4.19)

1>x = 0, (4.20)

|xi| < Iind ∀i = i, . . . ,m, (4.21)

‖x‖1 < 2Itot. (4.22)

The problem above is no longer convex, but can be reformulated as a difference of convex

programming problem, which can be solved using convex-concave procedures (CCP)[103].

Furthermore, we can add multiple target regions and limit the number of active electrodes

using the branch and bound algorithm proposed in [3]. Appendix C describes the CCP

algorithm in detail.

We compared the results obtained with the optimization with the best results obtained

from searching 25 directions in 1000 randomly selected targets in gray matter, as well as a

for searching a combination of 300 directions in 200 pairs of randomly selected gray matter

targets. We found that the optimization approach outperforms the search approach in all

tested cases for the single target, and in all but one of the cases for the pairs. We also used

the novel optimization method in order to obtain focal fields for a target in the amygdala,

shown in Figures 1 and 2 of Appendix C.



Chapter 4. Optimization of TES Electrode Montages 29

4.5 Discussion

Computational methods for optimizing multichannel TES can help designing individualized

stimulation protocols that generate focal an intense electric fields at a given stimulation

target. This is an important tool for TES research, as having a focal field is important in

order to clearly establish a causal relationship between stimulation of a given brain region

and experimental outcome.

We proposed new formulations of the TES optimization problem, which explicitly con-

trols the electric field at the target and number of active electrodes. We then designed and

implemented algorithms to efficiently solve these optimization problems, and used it to map

the characteristics and trade-offs of optimal electric fields. We found a large dependency

between target location, electrode cap density, and field focality. On the other hand, we did

not find many advantages in using > 8 electrodes for obtaining focal electric fields, at least

if we want to keep intensity at the target at an effective value (e.g. 0.2 V/m). These results

provides an important insight for design of multichannel TES system for focal stimulation,

as it indicates that positioning electrodes close together in a precise fashion might be more

important to obtaining focal fields than having many (> 8) independent channels.

There are however several aspects of computational optimization of TES were not ad-

dressed in our studies. First of all, there are model errors and uncertainties, which were

discussed in chapter 3 of this thesis. Scmidt et al. [104] showed that uncertainties in electric

conductivity values can also result in large uncertainties in TES montage optimizations, and

we also expect gross head segmentation errors to cause large inaccuracies in optimization

results. It would therefore be interesting to take these errors and uncertainties into account

during the optimization process, in order to obtain more robust montages.

A novel TES method called temporal interference (TI) stimulation [105] uses two over-

lapping high-frequency electric fields in order to create an interference pattern that can mod-

ulate neural activity. As this method uses interference, it is not subject to the same physical

constraints as traditional TES, which is why it is able to reach more focal fields albeit at a

cost of lower intensity [106]. Even though the method is not yet widely applied for human

neuromodulation, algorithms for computational optimization of TI electrode montages are

an interesting topic for future research.
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4.6 Contributions

GBS formulated the optimization problems, designed the branch and bound algorithm, im-

plemented the optimization algorithms, acquired the data, and wrote the original paper

drafts. GBS, Hartwig Siebner, Axel Thielscher and Kristoffer H Madsen conceptualized the

study and revised the papers.



Chapter 5

SimNIBS - Open Source Software for

TBS Electric Field Simulation

Simulations can give valuable information to TBS practitioners, such as as estimates of elec-

tric field in regions of interest. Yet, TBS modelling tools are not widely used in experimental

and clinical applications, with most studies relying rather on rule-of-thumb approaches and

standardized protocols for TMS coil and TES electrode positioning. However, interest in

adopting simulation tools in TBS experimental practice has been increasing, due to studies

pointing towards severe reproducibility problems in TBS research [17], mounting evidence

that inter-subject variability can be better managed using simulation tools [32, 21, 34], and

a push from funding agencies such as the United Stated National Institutes of Health (NIH)

[107]. In this chapter, we will describe the development and design of one open source soft-

ware for individualized TBS electric field simulations called SimNIBS (www.simnibs.org).

More specifically, we will discuss how it relates to other existing TBS modelling packages, its

development history, and the design of versions 2.1, 3.0, 3.1, and 3.2 which were developed

during the course of this PhD project together with both internal and external collabora-

tors. Additionally, Version 2.1 was documented in detain in a book chapter reproduced in

Appendix D.

5.1 TBS Modelling Tools

The first TBS simulation studies were done using commercial multi-purpose software such as

COMSOL Multiphysics and ANSYS [45, 39]. However, adoption of this type of software has

a large entry barrier due to the high price of software licenses and a steep learning curve. In

order to make TBS simulation more easily accessible, several open source software projects

31
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were developed.

• SCIRun [108], (https://www.sci.utah.edu/cibc-software/scirun/brainstimulator.

html) was released in 2012, supporting TMS and TES simulations.

• SimNIBS (www.simnibs.org) [51], was released in 2013 featuring TES, TMS and a

head segmentation pipeline called mri2mesh. Since then it has been expanded to

include TES and TMS optimization and a new head segmentation pipeline called

headreco.

• Also in 2013, a new SimBIO [109] (https://www.mrt.uni-jena.de/simbio/) ver-

sion [110], supporting simulation of TES electric fields was released.

• ROAST [76] (https://www.parralab.org/roast/), a MATLAB library for TES sim-

ulations with a head segmentation pipeline was released in 2017.

• in 2019, a new MATLAB library for TMS simulations using BEM-FMM was released

[111].

With the exception of the last example, all the software above uses the Finite Element

Method (FEM) to numerically solve the TES and TMS PDEs, described in chapter 2.

5.2 SimNIBS Development History

SimNIBS (Simulation of Non Invasive Brain Stimulation) version 1.0 was released in 2013

[51]. This first version was written in BASH and MATLAB, using the GetFEM++ library

[112] to form and solve the FEM system. It already provided support for both TES and

TMS, as well as the head segmentation tool mri2mesh, which relies on the FSL [79] and

FreeSurfer [78] neuorimaging packages. SimNIBS 1.0 was fairly slow, with a simulations in

a head mesh with 3 million tetrahedra taking ≈ 1h [51].

In order to speed up simulations and reduce the dependency in MATLAB, which is

proprietary software, SimNIBS 2.0 was developed in the Python programming language,

with some time critical operations being implemented in C and compiled as command line

utilities for better computational efficiency. The FEM system was assembled and solved

using the GetDP [67] software. It also featured for the first time a graphical user interface

(GUI), shown in Figure 5.1, allowing users to interactively setup simulations. SimNIBS 2.0

was released in 2015 [101].

SimNIBS version 2.1 was released in 2018, featuring another major refactoring of the

simulation code in order to replace many of the C command line utilities with Python

https://www.sci.utah.edu/cibc-software/scirun/brainstimulator.html
https://www.sci.utah.edu/cibc-software/scirun/brainstimulator.html
www.simnibs.org
https://www.mrt.uni-jena.de/simbio/
https://www.parralab.org/roast/
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code by leveraging the NumPy (https://numpy.org/) and SciPy (https://www.scipy.

org/) libraries. The refactoring also improved the maintainability and expandability of the

software by using an object-oriented design. It also introduced a new head modeling tool,

called headreco [1], new functionality to transform simulation results to MNI and FsAverage

standard spaces, and support for Microsoft Windows. A book chapter describing this version

was published in 2019 [113], reproduced in full in Appendix D.

In 2019, SimNIBS 3.0 was released. This version introduced new native code for as-

sembling the FEM matrix, together with direct interfaces for sparse matrix solvers. These

improvements reduced times to run TMS simulations in standard head models from ≈ 200s

to ≈ 30s, and TES simulations from ≈ 80s to also ≈ 30s [57]. Uncertainty quantification

(UQ) functionality was also introduced in this update, allowing users to estimate the ef-

fect of tissue conductivity uncertainties in the electric field estimates [71]. In the end of

2019, SimNIBS 3.1 was released bringing support for TES and TMS optimization [3, 34],

and in 2020 SimNIBS 3.2 was released supporting TES and electric field strength optimiza-

tion [91], TES network optimization [94], TMS optimization using the Auxiliary Dipole

Method (ADM) [114] and magnetic field calculations for MREIT and MRCDI [115].

Figure 5.1: SimNIBS graphical user interface (GUI)

https://numpy.org/
https://www.scipy.org/
https://www.scipy.org/
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5.3 Modules

Python

Leadfield Calculations

TES Optimization

Head Model
EEG cap (optional)

Tissue Conductivities (optional)

Leadfield

Targets 

Safety Constraints

Avoid Regions (optional)

Processing Step

MATLAB

Tissue Segmentation
MNI Registration

Cortical surface extraction
Tetrahedral Meshing

OR

DWI Processing
(optional)

Python MATLABOR

TMS Optimization

Target

Coil Model

Search Region

Python MATLABOR
FEM Calculations

Auxiliary Dipole Method (Optional)

T1-weighted MRI T2-weighted MRI
(optional, recommended)

Electric Field Simulations

Individualized Head Modelling

FEM calculations

QP Solver
Branch-and-Bound

mri2mesh headreco dwi2cond
(optional)

Diffusion MRI
(optional)

OR

PythonOR MATLABORGUI

FEM Calculations
Interpolation to GM surface and NifTi volume (optional)
Transformation to FsAverage and MNI spaces (optional)

Head Model

Coil/Electrode Specifications (TMS/TES)

Tissue Conductivities (optional)

Legend

SimNIBS interface

User Input

Figure 5.2: SimNIBS modules for individualized electric field simulation and TES optimiza-
tion

From the user perspective, SimNIBS can be divided into a few major modules, shown

in Figure 5.2. Fist of all, there is the individualized head modelling module, whose main

function is to create a tetrahedral mesh with segmented tissues from MR images. As of

SimNIBS 3.2, there are two head modelling pipelines: mri2mesh [51], and headreco [1], both

summarized in chapter 3. These two pipelines can be accessed by the user through command

line utilities as described in Section 1.3.1 of Appendix D, and require a T1-weighted image

and optionally a T2-weighted image. It is important to use high-quality images and the

optional T2-weighted image is highly recommended as it helps to accurately segment the

CSF-Skull border [1]. Additionally, SimNIBS has an utility to estimate electric conductivity

tensors from diffusion-weighted MRI, called dwi2cond, which implements algorithms pro-

posed by Tuch et al. [60]. However, as these estimates have not been thoroughly validated
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thus far and tissue conductivity anisotropy cause relatively minor changes in the cortical

electric fields [116, 30], this tool is mostly limited to exploratory use.

With a head model at hand, we can run TES and TMS electric field simulations. The

simulations require electrode (TES) or coil (TMS) specifications, such as electrodes posi-

tions, shapes and currents, or coil positions, model and stimulation intensity. Optionally,

users can also change tissue conductivities. Simulations can be setup using the GUI, shown

in Figure 5.1, as well as Python or MATLAB scripts, as described in Section 1.3.2 of Ap-

pendix D. In addition to the standard output (a mesh with the electric field as elemental

data), SimNIBS can also calculate the electric fields in the middle GM surface or in a NifTi

volume, and transform these results to standard spaces such as FsAverage and MNI. Using

standard spaces allows for evaluating electric fields in a group level, and therefore perform

statistical analyses relating the electric fields in given brain regions against experimental

outcomes across subjects [32, 22]. Surface-based analyses are preferred over volume-based

analyses, as for the former we can be sure to only consider electric fields in gray matter

during the interpolation and subsequent transformation step, while for the later, a voxel

which in a subject belongs to for example WM or CSF can be mapped into a GM voxel in

the MNI template, which causes artificially high or low electric fields in said voxel, as the

electric field is discontinuous across tissue interfaces.

TES electrode montage optimizations were introduced in SimNIBS 3.1, and are divided

into two modules: leadfield calculations and TES optimization. Calculating the TES lead-

field require only the head model as user input. SimNIBS then chooses a reference electrodes

(by default Cz), which is assigned as a cathode, and runs electric field simulations using each

other electrode from the 10-10 EEG standard as an anode, one at a time. The user can also

define custom electrode caps and electrode shapes. To accelerate simulations, SimNIBS uses

Neumann boundary conditions in the anode so that all simulations use the same stiffness

matrix. This allows for re-using the preconditioner or direct solver for all simulations, re-

sulting in significant gains in computational efficiency. Simulation results are interpolated to

the middle gray matter surface and saved as columns of the leadfield matrix. The TES op-

timization takes the leadfield as an input, and require that the user sets the target positions

and intensities, as well as the safety constraints. SimNIBS then sets it up as a mathematical

optimization problem (see Appendix B) and solves it using its native quadratic programming

(QP) solver and branch and bound algorithms.

In TMS optimization, first introduced in SimNIBS 3.1, the user inputs a target position

where the electric field is to be maximized. SimNIBS then generates a grid of coil positions
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and orientations in the scalp, close to the targets, and simulates electric fields with the coil

at each of these grid positions in order to find the position which creates the largest electric

field in the target. SimNIBS can either directly calculate the electric field in the target region

by running a full FEM [34], which can be accelerated using the MKL Pardiso solver [70],

or as of SimNIBS 3.2 leverage the Auxiliary Dipole Method (ADM) [114] for very fast TMS

optimizations.

SimNIBS also has other advanced or experimental options, not shown in the summary

Figure 5.2. One of those is the uncertainty quantification (UQ) functionality, introduced

in the version 3.0. UQ allows for users to set distributions rather than point estimates for

electric conductivity values. SimNIBS then creates a generalized polynomial chaos (gPC)

expansion of the electric field with respect to the uncertain electric conductivity values,

which yields a distribution of possible electric field values at each position [71].

5.4 Development Practices

SimNIBS is available for all major operating systems (Windows, MacOS and Linux), and

can be downloaded for free at www.simnibs.org. The website also contains tutorials and

extensive documentation of the software. SimNIBS 3.2 has over 30,000 lines of source code

publicly available in GitHub (https://github.com/simnibs/simnibs). Most of the code is

implemented in Python, which we chose as the main programming language for the project

due to ease of development, a large ecosystem of numerical and scientific libraries such as

NumPy and SciPy, and accessibility for the final user as Python is distributed under a free

and open source license.

Mri2mesh and dwi2cond are implemented in BASH, and require that the user has

FreeSurfer and FSL installed. Headreco depends on SPM12 and therefore requires a MAT-

LAB installation. However, the simulation and optimization modules do not require the

installation of any additional software, as all other dependencies such as a Python inter-

preter, Numpy and SciPy libraries are distributed together with SimNIBS. Additionally,

SimNIBS also has an example dataset with the head models of a healthy subject and of the

MNI template, which can be downloaded for free at the website. This allows for users to

experiment with simulations and optimizations without the need of first running the head

segmentation pipelines.

The simulation and optimization modules in SimNIBS were developed in a object-

oriented fashion, and are covered by over 500 unity tests, which aim to validate small

sections of the code, as well as 24 integration tests, which validate large sections of the

www.simnibs.org
https://github.com/simnibs/simnibs
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code. These tests are configured to run in Linux, MacOS and Windows virtual machines in

Azure Pipelines (https://dev.azure.com/simnibs/simnibs/_build) after each time new

code is pushed to the GitHub repository. This setting allows for developers and users to

quickly detect changes to the code that introduce new bugs. In addition, the virtual ma-

chines also create compiled Python packages which are automatically uploaded to GitHub

for distribution to the final users.

5.5 Discussion

In the past decade, a number of TBS electric field simulation software has emerged, and

interest in using simulations to both analyze and plan TBS interventions has been growing.

Of these tools, SimNIBS is to the best of our knowledge the most complete, with head

modelling, TES and TMS simulation and optimization. It is also highly popular, with over

2500 downloads since the release of SimNIBS 3 in 2019.

Work in SimNIBS is ongoing. At the time of writing version 4.0 is under development.

This major release will feature an entirely new head modelling pipeline called charm [117],

which will replace both mri2mesh and headreco. We also believe that the graphical user

interface can be improved to add support for setting up optimizations and visualization of

simulation results.

Furthermore, having SimNBIS in an online platform would improve accessibility. How-

ever, in this setting we would likely not be able to provide individualized head models due

to ethical and legal constraints to sharing medical data such as MR images.

5.6 Contributions

GBS refactored the simulation code for SimNIBS 2.1, implemented the new FEM code

for SimNIBS 3.0 (described in the MSc thesis [64]), the leadfield calculations and TES

optimization in SimNIBS 3.1 and 3.2. GBS also wrote most of the documentation in and

tutorials in the website. Please see www.simnibs.org for detailed credit and bibliography

of the different SimNBIS tools. We would like to thank all contributors to SimNIBS, such

as Jesper D. Nielsen, Oula Puonti, Luis Gomez, Konstantin Weise, Ole Numssen, Hassan

Yazdanian, Kristoffer H. Madsen and Axel Thielscher.

https://dev.azure.com/simnibs/simnibs/_build
www.simnibs.org


Chapter 6

Conclusion

In chapter 1 of this thesis, we briefly reviewed transcranial brain stimulation (TBS) meth-

ods, their applications, and the use of computational dosimetry in TBS. In chapter 2, we

introduced the physics behind TMS and TES electric fields as well the finite element method

(FEM), which we used extensively in order to simulate these fields in realistic geometries.

In chapter 3, we tackled the issue of validating electric field models based on intracranial

measurements. Chapter 4 introduced computational methods for optimizing TES electrode

setups, and finally chapter 5 described our open source software for TBS simulation and

optimization, called SimNIBS.

Computational models for TBS inform practitioners of how electric fields are distributed

in a given individual’s head, and thus help in planning and analysis of TBS interventions. It

is therefore important that these models are reliable and give good estimates of the electric

fields. In chapter 3, we described our efforts to validate four different tools for creating

individualized head models from MR images, using a publicly available dataset featuring

invasive recordings. While there were large differences between the electric fields obtained

with each of the modelling tools, none performed better in predicting the recorded electric

fields. However, we also saw significant problems with the dataset, and expect that in the

future novel methods such MRCDI [88] will be able to provide high-quality experimental

data about current flow in the human head in order to validate these models. In addition,

recent developments in head segmentation [117], will be implemented in SimNIBS 4.0 to

provide much more accurate head models.

We can also use our modelling tools in order to automatically determine the best elec-

trode positions to focally stimulate a given target. These methods, described in chapter 4,

were extended to explicitly control the electric field at the target and limit the number of

active electrodes in a computational efficient yet optimal fashion. We then used these new
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methods to study the inherit trade-offs in TES electrode optimization, and reached impor-

tant conclusions regarding the design and capabilities of multichannel electrode systems.

For example, we saw that positioning electrodes using a dense grid is more important for

obtaining focal electric fields than having many stimulation channels. One issue which was

not addressed is the resilience of these optimized montages. We know that that electric

field estimates are affected by segmentation errors and conductivity uncertainties, which in

turn affect optimization results. In the future, it would be interesting to take these errors

and uncertainties into account in the optimization algorithm in order to obtain more robust

montages.

TBS modelling software has come a long way since their inception around 10 years ago.

For example, SimNIBS 3.2 offers tools for automatically creating individualized head models

from MR images, simulating TES and TMS electric fields, and optimizing TES electrode

montages and TMS coil positions. We are currently developing a new SimNIBS version that

will introduce a new and more accurate head modelling tool. Several improvements can also

be done to the user experience, such as expanding the SimNIBS graphical user interface in

order to support TES optimizations and visualize electric fields.

Errors and inaccuracies are inherit to any model. For TBS field simulations, we know a

few different error sources: head segmentation [117], conductivity uncertainties [71], coil and

electrode modelling errors [90, 50] and finally numerical errors related to the FEM [50, 57].

Of those, the first two are likely the most difficult to tackle, as it would require more in-

depth knowledge about the human head as a volume conductor in a subject-by-subject basis.

The electrodes models in SimNIBS are quite simple, and do not model for example material

interfaces which could create resistive effects [118]. Also coil models are subject to errors, as

actual coil geometry can vary substantially from vendor-specified geometry. Finally, adopting

more accurate numerical methods such as higher order FEM or BEM-FMM can improve the

numerical accuracy of the simulations [50, 49]. However, even with improved methodology,

it is of key importance to critically access the models and their results.

Finally, the relationship between electric fields and the outcomes of TBS interventions is

complex. And while electric fields can help explaining experimental outcomes [32, 21, 34],

and incorporating realistic neuron models together with electric field simulations [119] gives

important new insights into to the effects of TBS in neurons, these models are not enough

to fully explain the effect of TBS outcomes, as many other factors such as neurochemistry

and brain state play an important role in TBS effects[120]. We believe that, despite all the

uncertainties and errors in individualized TBS electric field modelling, it is a valuable tool
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allow that allows practitioners to advance TBS applications by improving their efficiency

and reliability.
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A B S T R A C T

Comparing electric field simulations from individualized head models against in-vivo intra-cranial recordings is
considered the gold standard for direct validation of computational field modeling for transcranial brain stimu-
lation and brain mapping techniques such as electro- and magnetoencephalography. The measurements also help
to improve simulation accuracy by pinning down the factors having the largest influence on the simulations. Here
we compare field simulations from four different automated pipelines against intracranial voltage recordings in an
existing dataset of 14 epilepsy patients. We show that modeling differences in the pipelines lead to notable dif-
ferences in the simulated electric field distributions that are often large enough to change the conclusions
regarding the dose distribution and strength in the brain. Specifically, differences in the automatic segmentations
of the head anatomy from structural magnetic resonance images are a major factor contributing to the observed
field differences. However, the differences in the simulated fields are not reflected in the comparison between the
simulations and intra-cranial measurements. This apparent mismatch is partly explained by the noisiness of the
intra-cranial measurements, which renders comparisons between the methods inconclusive. We further demon-
strate that a standard regression analysis, which ignores uncertainties in the simulations, leads to a strong bias in
the estimated linear relationship between simulated and measured fields. Ignoring this bias leads to the incorrect
conclusion that the models systematically misestimate the field strength in the brain. We propose a new Bayesian
regression analysis of the data that yields unbiased parameter estimates, along with their uncertainties, and gives
further insights to the fit between simulations and measurements. Specifically, the unbiased results give only
weak support for systematic misestimations of the fields by the models.

1. Introduction

Modeling the current flow distribution in the brain is in the core of
many neuroimaging and functional brain mapping techniques. The
currents-of-interest can be either externally induced by transcranial brain
stimulation (TBS) methods, such as transcranial electrical stimulation
(TES) or transcranial magnetic stimulation (TMS) or can result from
neuronal activity in which case they can be measured using potential
differences on the scalp (EEG) or by recording the produced magnetic
fields (MEG). In TBS, the individual anatomy has a large, and often
counter-intuitive, impact in shaping the current flow inside the cranium
(Bungert et al., 2017; Datta et al., 2009; Laakso et al., 2015; Miranda

et al., 2013; Opitz et al., 2015). Similarly, the signal measured in EEG and
MEG is dependent on the complex geometry of the head (Cho et al., 2015;
Dannhauer et al., 2011; Stenroos et al., 2014). These findings have
prompted a shift away from simplified anatomical models (Ravazzani
et al., 1996) towards individualized head models based on structural
magnetic resonance (MR) scans. Individualized modeling holds great
promise particularly for TES, where several studies revealed a large
inter-subject variability of the physiological stimulation effects (e.g.,
L�opez-Alonso et al., 2014; Wiethoff et al., 2014). Part of this variability is
likely explained by dosing differences due to anatomical variation.
Individualized modeling enables dose control and can be used to sys-
tematically improve spatial targeting by automated tailoring of the
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electrode positions and injected currents, ensuring that the highest field
strengths are contained to the region-of-interest (Dmochowski et al.,
2011; Saturnino et al., 2019a). This opens the door for personalized
treatment approaches in a variety of brain disorders ranging from major
depressive disorder (Csifcs�ak et al., 2018) to motor rehabilitation after
stroke (Datta et al., 2011; Minjoli et al., 2017).

Although practically relevant results have been obtained from simu-
lation studies, which support the usefulness of individualized head
models, one of the key challenges is the direct in-vivo validation of the
electric field simulations in the human brain. The modeling process in-
cludes uncertainties, mainly related to the segmentation of the anatomy
(Nielsen et al., 2018) and spatial tissue conductivities (Saturnino et al.,
2019b), which propagate onto the estimated fields. Optimally, one would
use in-vivo field measurements in the brain to gauge the accuracy of the
simulations. In practice this is, however, difficult: In-vivo measurements
of the electric fields are experimentally very demanding and susceptible
to measurement errors, creating unwanted uncertainty in the data that is
supposed to be used as ground truth for validating the simulations.
To-date, we are aware of three studies where head model validation
using direct in-vivo intra-cranial measurements of the electric fields in
humans is attempted. The first one by (Opitz et al., 2016) is focused on
validating the assumption that the head acts as an ohmic conductor. The
second one by (Huang et al., 2017) reports TES-induced voltage mea-
surements on ten epilepsy patients with intra-cranial electrodes. The
authors use the voltage measurements for assessing the correlations be-
tween the simulated andmeasured voltage differences and for calibrating
the tissue conductivities of the individual head models. In similar vein
(Opitz et al., 2018), compare simulated and measured fields in two epi-
lepsy patients reporting slightly lower correlations compared to those in
(Huang et al., 2017). The difference is probably explained by differences
in the experimental procedures, as the recording and TES electrodes were
quite close to each other and to nearby skull defects in the study of (Opitz
et al., 2018), suggesting that discrepancies between real and modeled
positions and anatomy might have had stronger effects on the field
comparisons than in (Huang et al., 2017). (Huang et al., 2017) found that
models based on “standard” literature values for the ohmic conductivities
systematically overestimated the recorded voltage differences. On the
other hand (Opitz et al., 2018), found underestimated fields in one of the
studied patients, while the calculated e-fields were too high in the second
patient. Recently (G€oksu et al., 2018), demonstrated a novel non-invasive
approach to reconstruct TES induced current densities in the brain from
MR images of the current-generated magnetic fields (magnetic resonance
current density imaging, MRCDI). They presented initial results on five
subjects showing good agreement between simulated and measured
current densities, with a moderate but systematic underestimation of the
current densities by the models based on “standard” ohmic conductiv-
ities. Non-invasive measurements would be the preferred approach, not
only due to ethical aspects relating to invasive studies, but also because
invasive measurements change the volume conduction properties of the
head, thus introducing additional modeling complexities. MRCDI is a
promising step to the correct direction but needs further development
before it can be applied for head model validation.

In this article, we compare four different automated methods for end-
to-end electric field simulations starting from a structural MR scan, fol-
lowed by segmentation of the anatomy and generation of a finite element
(FEM) mesh, and finally calculating the electric field distribution in the
brain for a given stimulation protocol. We reproduce and extend the
analysis presented in (Huang et al., 2017) and (Huang et al., 2019) using
a freely available data set from (Huang et al., 2017). Specifically, we set
out to demonstrate four points: first, differences in the modeling pipe-
lines, such as the choice of segmentation and FEM approaches, often
result in clear differences in the electric field simulations that are in the
range of what is considered physiologically relevant. Second, the field
differences depend on the size of the differences between the automatic
head segmentations. Third, the field differences are not reflected in the
comparison between the simulated and measured fields, which can be

partly explained by the limitations of the validation data. Fourth,
applying a standard linear regression analysis to compare the simulations
and measurements leads to a biased estimate of the linear relationship
between the two. In contrast, a more elaborate Bayesian regression
analysis overcomes this problem, and allows for quantifying the uncer-
tainty in the parameter estimates, which helps the interpretation of the
fits between the simulations and measurements.

The results highlight the difficulty of validating the simulations, even
when direct measurements are available, and point to a need for a more
careful analysis of the available data and for adopting a strategic
approach to future measurement studies in order to reach conclusive
validations.

2. Material and methods

The data set consists of 14 epilepsy patients with intracranial EEG
electrodes planted for surgical evaluation (Huang et al., 2017). For each
subject there exists a T1-weighted MR scan, a manually corrected seg-
mentation of the main tissue classes (white matter - WM, gray matter -
GM, cerebro-spinal fluid - CSF, skull and scalp) along with annotations of
the extra-cranial stimulation electrodes, subgaleal electrodes, intracra-
nial electrode strip, and the surgical drain. The locations, in MNI and
voxel coordinates, and measured voltages from the intracranial elec-
trodes are provided as a text file. In general, the stimulation electrodes
are placed medially over the frontal and occipital poles, with some ex-
ceptions, and transcranial alternating current stimulation (TACS) is
performed with 1 mA baseline peak at 1Hz (Huang et al., 2017). Based on
the manually corrected segmentations, we modeled the electrodes as 2 �
2 cm squares with 3 mm gel and rubber layers and determined their
locations manually in each subject.

We compare two different software tools for generating individual-
ized head models and simulating the electric fields induced by TES:
SimNIBS 2.1 (Saturnino et al., 2019) and ROAST v2.7 (Huang et al.,
2019). SimNIBS 2.1 offers three alternative approaches for generating the
anatomical head models, which we consider individually, giving in total
four methods to compare. For completeness, we will next briefly describe
each of the approaches.

2.1. Head model generation

� The default pipeline for head model generation in SimNIBS 2.1, called
headreco (Nielsen et al., 2018), uses the segmentation routine from
SPM12 (https://www.fil.ion.ucl.ac.uk/spm/software/spm12/) (Ash-
burner and Friston, 2005), combined with an extended anatomical
atlas (Huang et al., 2013), to generate a tissue segmentation from a set
of possibly multi-contrast MR scans. After the initial segmentation,
the tissue masks are cleaned using simple morphological operations
to reduce noise and ensure that the tissues are contained within each
other. Next, surfaces, represented as triangular elements, are extrac-
ted from the voxel segmentations. As a last step, the FEM mesh is
generated by filling in the space between the surfaces with tetrahedra.
Note, that due to the chosen meshing approach, which first generates
surfaces, the tissue classes need to be nested which is ensured by the
clean-up step after the initial segmentation. For further details we
refer the reader to (Nielsen et al., 2018).

� The headreco pipeline supports detailed cortical surface re-
constructions, which are generated using the computational anatomy
toolbox (CAT12, http://www.neuro.uni-jena.de/cat/) implemented
in SPM12. The cortical surfaces from CAT12 replace the ones gener-
ated from the voxel segmentations in the standard headreco pipeline,
while other parts of the pipeline remain the same. We denote this
approach headreco þ CAT.

� The predecessor of headreco in SimNIBS, called mri2mesh (Windhoff
et al., 2013), combines the cortical surfaces and subcortical seg-
mentation generated by FreeSurfer (https://surfer.nmr.mgh.harvar
d.edu/) (Fischl et al., 2002), with extra-cerebral tissue
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segmentations from FSL’s brain extraction tool (https://fsl.fmrib.o
x.ac.uk/fsl/fslwiki) (Pechaud et al., 2006). Similar to headreco with
CAT12, the cortical surfaces from FreeSurfer are combined with sur-
faces created from voxel segmentations in the other tissues, and the
final FEM mesh is obtained by filling in tetrahedra.

� Similar to the standard version of headreco, the ROAST v2.7 toolbox
(https://www.parralab.org/roast/) (Huang et al., 2019) generates
the tissue segmentations using SPM12, with the same extended
anatomical atlas, and applies morphological operations to clean the
segmentations. The main difference between the methods is in the
post-processing and FEM meshing approach: whereas headreco first
creates surfaces, roast generates a tetrahedral volume mesh directly
from the voxel segmentation using CGAL (Fabri and Teillaud, 2011)
called through the iso2mesh (http://iso2mesh.sourceforge.net/
cgi-bin/index.cgi) (Fang and Boas, 2009) toolbox. The restriction of
nested tissue classes is thus relaxed, and anatomical details can
potentially be better captured if the initial volume segmentation is
accurate. However, the reconstructions of the tissue boundaries can
be less accurate as the volume segmentation is meshed directly.

Data and code availability statement: The data set is freely available for
download after registration at https://doi.org/10.6080/K0XW4GQ1.
The software tools used for the analysis are distributed freely as open-
source packages. The code for running the data analysis, described in
the Analyses-section below, is included in the supplementary material.

2.2. Simulating the electric fields

The electric field calculations are performed in SimNIBS 2.1 for the
head models generated with its pipelines (headreco, headreco þ CAT and
mri2mesh) and in ROAST v2.7 for the head models generated with
ROAST. The current flowing through the electrodes is set to 1 mA, and
the polarity adjusted to fit the recordings from (Huang et al., 2017) so
that the direction of current flow is consistent with the measured data.
Tissue and electrode conductivities were set to the literature values re-
ported in (Huang et al., 2017).

Both SimNIBS 2.1 and ROAST v2.7 use the GetDP (Geuzaine, 2007)
software to calculate electric potentials using the FEM method with first
order tetrahedral elements. However, the post-processing of the simu-
lations differs: ROAST uses GetDP to calculate the electric fields in each
mesh node, while SimNIBS has native post-processing functions calcu-
lating the electric field for each mesh tetrahedra. The post-processing in
SimNIBS is more consistent with the mathematical formulation of the
Finite Element Method, where gradients are defined element-wise
instead of node-wise (Zienkiewicz et al., 2013), and yields more physi-
cally plausible results, as the electric field values are discontinuous across
tissue interfaces (Geselowitz, 1967). When interpolating or gridding re-
sults, SimNIBS uses the original mesh grid, keeping geometric consis-
tency, while ROAST uses the TriScatteredInterp function in MATLAB
(MathWorks, 2019), which does not preserve the original mesh, and
instead creates a new Delaunay triangulation where the gridding is
performed. Thus, the electric field values interpolated in ROAST do not
observe tissue boundaries, as they do in SimNIBS.

3. Analyses

We performed two sets of analyses: the first one to quantify the dif-
ferences in anatomical segmentation accuracy along with the differences
in the simulated electric field distributions between the methods, and the
second one to relate the electric field simulations to the measured po-
tential differences in the intra-cranial electrodes. All the pipelines were
run with default settings with the following exceptions:

� Both headreco and headreco þ CAT were run with the –d no-conform
option to avoid resampling of the input scans.

� For P04 in headrecoþ CAT, we set the vertex density (-v option) to 1.5
Nodes/mm2

� For P014 in mri2mesh, we set the number of vertices (–numvertices
option) to 120000.

� For P010 the MR scan was resampled to 1 mm3 isotropic as ROAST
v2.7 does not account for anisotropic scans resulting in erroneous
electric field estimates by effectively changing the electric conduc-
tivities along the axis where the anisotropy occurs. In the meantime,
this bug has been fixed in a newer version of ROAST (2.7.1).

� For P06, we inverted the “x” component of the electric field calculated
with ROAST to account for the fact that ROAST does not correct for
the “x” axis flipping indicated by the header in the NifTi image.

The changes to the vertex densities in P04 and P014 were made as,
after running the head model pipeline, we found that the head meshes
were missing volumes (WM in P04 and CSF in P014). In both cases,
increasingmesh density made surface decouplingmore accurate and thus
solved the problems in meshing the surfaces. The average edge size,
number of nodes and tetrahedra in the final meshed obtained with each
method is shown in Table 1.

3.1. Variability in segmentations and electric fields

Assessing the anatomical segmentation accuracy of the four methods
requires a ground truth segmentation to compare against. The manually
corrected segmentations were created by first running the ROAST seg-
mentation tool on the T1-weighted scans, then automatically correcting
the output using a custom script, and finally correcting the remaining
errors by hand (Huang et al., 2017). However, the data set is very chal-
lenging to segment due to the relatively low (clinical) MR scan quality
and surgical interventions, and some of the manually corrected seg-
mentations still have inaccuracies (see Fig. 3). As the segmentation
procedure is based on ROAST, the manually corrected segmentations
could also be biased towards the automated ROAST, headreco, and
headrecoþ CAT segmentations, which all use SPM12 to segment the head
tissues. To partially correct this issue, we generated a “consensus” head
segmentation based on a multi-atlas approach using majority voting
(Iglesias and Sabuncu, 2015). There, each of the segmentations obtained
from the four automated pipelines, as well as the manually corrected
segmentation, cast a single vote on the classification of each voxel, and
the tissue with the most votes is selected. We can then compare the in-
dividual segmentations to the consensus using the Dice overlap score.
The Dice score is defined as:

DiceðC;AÞ ¼ 2jC \ Aj
jCj þ jAj ;

where C and A denote the consensus and the automated, or manually
corrected, segmentation masks of a given tissue. It serves as an indication
of the general segmentation differences between the four methods, such
that we can see if a segmentation method consistently deviates from the
consensus.

The differences between the simulated electric fields given by the
methods were measured calculating the relative difference in the fields in

Table 1
Average edge length, number of nodes and number of tetrahedra across all
meshes.

mri2mesh headreco þ
CAT

headreco ROAST

Average edge length
(mm)

1.95 2.12 2.21 2.78

Number of nodes 0:72� 106 1:00� 106 0:74�
106

0:32�
106

Number of tetrahedra 4:03� 106 5:50� 106 4:02�
106

1:88�
106
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Fig. 1. Dice scores computed for each of the pipelines, and the manually corrected segmentations, in WM, GM, CSF, skull and scalp. On each box, the line marks the
median, the box extends to lower and upper quartiles, whiskers extend up to 1.5 times the interquartile range, and data points beyond that are marked as outliers. The
higher the score, the more similar the segmentations are to the consensus.

Fig. 2. Example segmentations from a subject where
all segmentations agree. From left to right, top to
bottom: the input T1-weighted MRI scan, consensus
segmentation, manually corrected segmentation,
ROAST, headreco þ CAT, headreco and mri2mesh.
Note that mri2mesh does not segment the subcortical
gray matter. The black lines close to the cortex in the
manually corrected segmentations correspond to the
intra-cranial electrode strips. Lowest row shows the
differences in the norm of the electric field on the
cortex.
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GM for each pair of methods. The relative field difference, akin to the
Dice score, is defined as:

eDiff ðE1;E2Þ¼ 2kE1 � E2k
kE1 þ E2k : (2)

The differences were evaluated in the middle cortical surface ob-
tained from the CAT12 segmentation. Electric field values were inter-
polated from the gray matter region of the FEM meshes to the cortical
surface. If necessary, electric field values were extrapolated by taking the
nearest gray matter neighbor.

3.2. Fitting intracranial measurements

In this analysis, we wanted to relate the intracranial voltage re-
cordings to the field simulations. As the electric field was not measured,
but rather the voltage relative to a reference contact, we calculated
pairwise voltage differences between consecutive electrode contacts and
divided them by the distance between contacts. This corresponds to a
coarse estimate of the electric field component along the electrode axis.
To provide an unbiased comparison, the same procedure was done with
the simulations, where the simulated voltages were sampled in the
contact locations in SimNIBS, by performing barycentric interpolation
based on the electric potentials calculated in the mesh nodes, and in
ROAST by interpolating the gridded voltage values.

Next, we fitted a standard linear model for each subject and method:

ys ¼ βs;mxs;m þ εs;m
εs;meN�0; σy;s�

or, equivalently

yseN�βs;mxs;m; σy;s� : (3)

Where Nðμ; σÞ denotes a normal distribution of mean μ and standard
deviation σ, xs;m is a vector of the simulated potential differences for
subject s andmethodm, ys is a vector of the recorded potential differences
in subject s, and the noise εs;m for each subject and method is assumed to
be drawn from a normal distribution with mean zero and standard de-
viation σy;s. For each subject and segmentation, we report the slope βs;m,
the coefficient of determination (r2) and correlation (ρ). This serves as a
re-analysis of the results by (Huang et al., 2019, 2017) in comparing
simulations to intracranial electrode recordings.

We found that the standard slope estimates were correlated with the
measured field strengths, indicating that subjects with low signal had a
systematic bias towards underestimated regression fits (see Results sec-
tion for details). To account for the bias, we performed a hierarchical
Bayesian regression analysis, where the slope of each subject and method
βs;mis drawn from an underlying distribution for the group-level slope of
each method βm. In addition, we adopted a Bayesian errors-in-variables
model (Gull, 2013; Minka, 1999), which allows accounting for noise in
the measurements as well as uncertainties in the simulations that arise
from noise in the MR scans, uncertain electrical conductivity values and
segmentation errors. In short, the regression model now becomes:

yseN
�
βs;mx

*
s;m; σy;s

�
(4)

Fig. 3. Example segmentations from a subject where
all segmentations disagree. From left to right, top to
bottom: the input T1-weighted MRI scan, consensus
segmentation, manually corrected segmentation,
ROAST, headreco þ CAT, headreco and mri2mesh.
Note that mri2mesh does not segment the subcortical
gray matter. The black lines close to the cortex in the
manually corrected segmentations correspond to the
intra-cranial electrode strips. Lowest row shows the
differences in the norm of the electric field on the
cortex.
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xs;meN
�
x*s;m; σs;m

�
(5)

where x*s;mis a vector of the unobserved “true” simulated values, and xs;mis
a vector of the observed simulated potential differences. Note that in this
model, not only measurement noise is considered, but also uncertainties
in the simulations. We further assume that the slopes are generated as:

βs;meNðβm; σβ;mÞ (6)

where βmis the unobserved hyperparameter for the group average slope
of method m, and the standard deviation σβ;mcaptures the subject-level
variation of the slopes. If the estimated subject-specific slopes are close
to each other this variation will be small, whereas if they are far apart the
variation will be large. We further need to define prior distributions on
the noise parameters, the average slope βm, and the unobserved “true”
simulations x*s;m. These, along with the full modeling details, can be found
in the supplementary material. The Bayesian analysis was performed
using Stan (Carpenter et al., 2017), specifically PyStan (https://pystan.re
adthedocs.io/en/latest/) for Python interfacing. The Stan code for
running the analysis is provided in Supplementary Material 1.

The benefit of adopting this type of Bayesian modeling is three-fold:
first, as mentioned before, the noise and uncertainties in the measure-
ments and simulations can both be estimated in a principled way. Sec-
ond, we can study the posterior distributions of the slope for each subject
and method to see which values are supported by the data given the
model. Third, we can evaluate the group differences between the
methods using the posterior predictive distribution of the slope for an
unseen subject.

4. Results

4.1. Variability in segmentations and electric fields

Here we aim to show that the different modeling pipelines yield
different segmentations and electric field distributions, and that the
differences between the simulations are large. Fig. 1 shows the Dice
scores comparing the automated and manually corrected segmentations
to the consensus segmentation in the five main head tissue classes: WM,
GM, CSF, skull and scalp. The average Dice scores over all subjects and
tissues, along with the standard deviations, for each method are: 0.757�
0.087 (mri2mesh), 0.908 � 0.067 (headreco þ CAT), 0.933 � 0.040
(headreco), 0.836 � 0.137 (ROAST), and 0.903 � 0.078 (Manually Cor-
rected). On average, the two headreco pipelines and the Manually Cor-
rected segmentations are closest to the consensus obtaining a Dice score
above 0.9, followed by ROAST and finally mri2mesh. As the consensus
segmentation is based on votes from the different methods, there is a
chance that it might be unfairly biased towards a subset of the segmen-
tation approaches. In this study three of the five approaches originate
from SimNIBS, which could lead to ROAST having lower Dice scores due
the consensus segmentation agreeing more with SimNIBS-based
methods. However, as four of the five approaches, namely headreco,
headrecoþ CAT, ROAST andManually Corrected, are based on SPM12 this
is unlikely to be the case. To verify this, we additionally computed the
Dice scores compared to a consensus segmentation where one of the
SimNIBS methods (headreco) is excluded, see Supplementary Material 3.
The Dice scores of ROAST and theManually Corrected segmentations even
decrease slightly, implying that the Dice scores in Fig. 1 are not favoring
the segmentation approaches implemented in SimNIBS.

To get a better understanding where the segmentation differences
arise from, we picked the subject where the methods agreed most
(Fig. 2), i.e., highest average Dice score over tissues, subjects, and
methods, and the subject where the methods disagreed the most (Fig. 3),
i.e., lowest average Dice score over tissues, subjects, and methods. Two
additional subjects with second-best and second-worst agreements are
shown in the Supplementary Material 3, Figs. S22 and S23.

The differences in the norm of the electric field in the cortex exceed in
part 50%, and also the positions of the most strongly simulated brain
areas (the “hot spots”) vary across methods. This would clearly change
our interpretation of which brain areas get most strongly stimulated and
how strong the stimulation effects might be. For example, in the case of
the subject in Fig. 3, the e-field simulations based on mri2mesh reach
0.2V/m in the prefrontal cortex, but they hardly exceed 0.1 V/m in the
simulations based on ROAST. While there is no consensus about the
minimal field intensities that are required to cause reliable physiological
stimulation effects, the data available so far from in-vitro and invasive
recordings in animals suggest that fields stronger than 0.2 V/m are able
to affect the neural activity under favorable conditions while fields below
that might lack neural effects (Liu et al., 2018). Applying this threshold to
the subject in Fig. 3, one would conclude that several brain areas got
stimulated when considering the simulations based onmri2mesh, but that
stimulation was fully ineffective when considering the ROAST results. In
addition, only the simulations based on mri2mesh would indicate a
stimulation of the temporal lobe, while this would not be the case when
considering the other three simulation results.

It is also clear that the MR scans of the two subjects where the
methods agree (Fig. 2 and S22), are of better quality in terms of contrast
between tissues compared to the MR scans of the two subjects where the
methods disagree (Fig. 3 and S23). Specifically, the gray-white matter
contrast is higher in the T1w scans where the methods agree, whereas the
T1w scans where themethods disagree seem to be contrast-enhanced, see
e.g., the superior sagittal sinus posterior to the ventricles in Fig. 3 and
S23. This shows that the uncertainties in the segmentations are directly
related to input MR data quality, resulting in more disagreement between
the methods when the contrast between tissues is poor. The poor
agreement between mri2mesh and the consensus is explained by the fact
that mri2mesh segments the subcortical GM and the whole cerebellum as
WM, resulting in lower Dice scores for WM and GM. Furthermore, the
extra-cerebral segmentations rely on a fairly simple method, which has
been shown to be outperformed by the SPM12-based approaches (Nielsen
et al., 2018). mri2mesh also does not model the air pockets in the head,
which might affect the fields estimates for some electrode montages
located close to the sinuses. The largest difference between the two
headreco pipelines and ROAST seems to be that the ROAST segmentation
is generally less smooth in the sense that the tissue segmentations are not
spatially continuous. This is apparent even in the two cases where the MR
contrast is good (Fig. 2 and S22). The consensus segmentation allows for
visualizing the systematic segmentation errors across all methods by
studying the two consensus segmentations where the methods agree the
most (Fig. 2 and S22). We observe that the sulcal CSF seems to be often
segmented as GM, and that the skull is under-segmented when spongy
bone is present. Example segmentations of all the subjects from the
automated methods are provided in Supplementary Material 2.

Next, we study the differences in the simulated electric fields between
the automated methods. Table 2 shows the average relative difference
between the electric field simulations (eDiff, Eq. (2)) for each pair of
methods. The results from headreco and headreco þ CAT agree most,
which is expected as the only difference between the two is in the GM
surface reconstruction. mri2mesh is the most different from all other
methods, with differences in the range of upper 40%, which is likely due
to two factors: first, the segmentation approach is different from the other
methods, i.e., not based on SPM12, and second, mri2mesh does not

Table 2
Mean electric field differences (eDiff) between the methods measured in the
middle gray matter surface.

Mean electric field difference (eDiff)

ROAST headreco headreco þ CAT

mri2mesh 49.0% � 11.1% 34.1% � 6.7% 34.1% � 8.0%
headreco þ CAT 36.6% � 12.3% 21.4% � 2.7%
headreco 34.3% � 13.2%

O. Puonti et al. NeuroImage 208 (2020) 116431

6



model the neck resulting in differences in electrode placement in those
subjects with an electrode in the neck. ROAST has differences around
25% from the headreco methods, all of which share large parts of the
segmentation algorithm, as they are based on SPM12. However, post-
processing of the segmentations and the electric fields differs and is
likely to cause most of the observed differences in the electric fields.

To link the segmentation differences to e-field differences, we
calculated the average Dice scores over the tissues between the seg-
mentations from each pair of methods and split the subjects to low and
high Dice score groups based on the median. We then plotted the relative
e-field differences (eDiff, Eq. (2)) in both groups for each pair of methods,
which are shown in Fig. 4. In all comparisons the higher Dice score group,
i.e., above median, has a lower relative e-field difference than the lower
Dice score group, indicating that when the segmentations agree so do the
field simulations. This effect can be seen also in the small difference
between the high and low Dice score groups between headreco and
headreco þ CAT as the segmentations from both approaches are very
similar to each other.

We visually explored the simulation results to get a qualitative
overview of the typical segmentation differences that cause the e-field
differences. Some informative examples are shown in Fig. 5. In general,
we see that the amount of CSF has a large effect on the simulated electric
fields likely due to shunting effects. The first row in Fig. 5 shows that if
the amount of CSF is less, the simulated fields in the cortex can be much
higher as the current does not redistribute through the highly conducting
CSF. Thus, accurate segmentation of the GM sulci also becomes impor-
tant for locally accurate field modeling. The second row shows a similar
effect, where the skull is mislabeled either as CSF (left) or scalp (right).
The final row in Fig. 5 shows spurious islands of GM voxels in the ROAST
segmentation, which can lead to extremely high field estimates in GM as

these voxels are close to skull and surrounded by CSF. We note that
segmenting out the CSF on this data set is challenging as no T2-weighted
(T2w) scan is provided. As the skull-CSF border is highly visible in T2w
scans, they typically contribute to an accurate placement of the skull-CSF
border (Nielsen et al., 2018).

In Fig. 6, we show the norm of the electric field in WM, GM and CSF
for both ROAST and headreco þ CAT in subject P03. The effect of the
different electric field post-processing schemes between SimNIBS and
ROAST is quite striking: the interpolated field in ROAST is blurred,
making the WM-GM border invisible and causing the large electric field
estimates in the skull to bleed into CSF and to a lesser extent into GM.
This effect makes the electric field estimates for CSF in ROAST clearly
overestimated, as the fields in CSF are lower due to its high electric
conductivity.

4.2. Fitting intracranial measurements

4.2.1. Standard regression analysis
We first present the results from a standard regression analysis to

reproduce the comparison of the methods from (Huang et al., 2019).
Fig. 7 shows the coefficient of determination (r2) and the slope (βs;m) of
the standard linear regression (Eq. (3)) for each subject and method, and
Table 3 shows the mean and standard deviation of both quantities, along
with the correlation (ρ), across all subjects. Assessing Fig. 7 qualitatively,
it seems that all methods perform approximately equal in predicting the
recordings in terms of both the r2 and the slope. Testing for differences
using a one-way repeated measures ANOVA revealed no statistically
significant differences in the r2 values between the methods (p ¼ 0.065)
but did so for the slope values (p ¼ 0.021). However, pairwise post hoc
comparisons between the slope estimates of methods did not reveal any

Fig. 4. The relative e-field differences (eDiff) for each pair of methods grouped by the average Dice score over tissues to either below or above median. Clockwise from
upper left corner: mri2mesh, ROAST, headreco þ CAT and headreco. Note that for all comparisons the above median group has a lower relative field difference, implying
that when the segmentations agree better the simulations deviate less from each other.
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differences using Tukey’s Honest Significant Difference test. When not
considering multiple comparisons in the post hoc tests, we find trends of
differences between the slope estimates of headreco and headreco þ CAT
(p ¼ 0.009), headreco and ROAST (p ¼ 0.017), and headreco þ CAT and
mri2mesh (p ¼ 0.027). The range of explained variance (r2) seems to be
large over the subjects, where in some subjects (P04 and P07) the
modeled fields explain the measurements well, while in others (P06 and
P09) the prediction is poor. These results are in line with the ones re-
ported in (Huang et al., 2019, 2017; Opitz et al., 2018). In addition, we
also observe that all methods tend to overestimate the measured poten-
tial differences as reported by (Huang et al., 2019), but that the corre-
lations are similar for all methods and close to the ones reported for the
head models generated from the manually corrected segmentations
(Huang et al., 2017). Similar to the results in (Huang et al., 2019), we find
no statistically significant differences in the accuracy of the field pre-
dictions between the methods. This result suggests that even though
there are clear differences in the electric field simulations between the
methods, as shown in Table 2, these differences are not reflected in the

comparison with the measurements. The large inter-subject variability in
the regression fits likely explains the inconclusive result, but, as we show
in the following, this variability is not a result of poor electric field
simulations alone but is partly explained by the limitations of the
intra-cranial measurements.

To link the intra-cranial measurements to the slope estimates from the
standard regression, we plot the correlation between the strength of the
recorded potential differences and the slope estimates in Fig. 8. We find a
statistically significant correlation for all methods except headreco. That
is, the linear relation is weak, i.e., the slope is close to zero, for the
subjects where the measured signal is also weak. In contrast, the slope is
steeper and closer to one for subjects where the measured signal is
strongest. This implies that the slope estimates are underestimated in the
standard regression analysis when there are large uncertainties present in
the simulations. In fact, it is well-known that if noise in the so-called
independent, or predictor, variables is unaccounted for, the regression
coefficient will be underestimated (Frost and Thompson, 2000; Fuller,
1987). The problem persists even if the predicted and independent

Fig. 5. Examples of segmentation and electric field norm differences. First row: the amount of estimated CSF and differentiation of GM sulci result in different fields.
Second row: erroneous segmentation of skull as CSF results in lower fields as the thicker CSF layer allows for more shunting. Third row: spurious islands of GM voxels
in ROAST can have very large field estimates. Note that the electric field scale is different between the figure rows.
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variables are exchanged as then the noise in the measurements is
ignored, or if an intercept term is added.

To exemplarily demonstrate how the regression analysis is affected by
the measurement data, we look at subject P014. Subject P014 received

stimulation with four different electrode positions, which allows us to
untangle the effect of the measured signal at the electrodes from the
impact of the head model, as the FEM mesh is fixed for all four positions.
Two of the electrode configurations (P014A and P014D, blue and black
filled diamonds in Figs. 7 and 8) seem to have a good fit between sim-
ulations and measurements, based on the slope fits, for the majority of
the pipelines, whereas the other two configurations (P014B and P014C,
green and red filled diamonds) have poorer fits. This prompted us to
conduct a full Bayesian regression analysis (Eqs. (4)–(6)), as outlined
next.

4.2.2. Bayesian errors-in-variables regression
Fig. 9 shows the results of the Bayesian analysis for configurations

P014C and P014D (red and black filled diamonds in Figs. 7 and 8,
depicting the results of the classical regression analysis). Please see the
Analyses section for a summary of the conducted analysis and

Fig. 6. The distribution of the norm of the electric field over the full brain volume for example subject P03 from ROAST and headreco þ CAT. Note the differences in
smoothness of the simulated fields.

Fig. 7. Coefficient of determination (r2) and slope (βs;m) of the linear fit, for all subjects and methods.

Table 3
Mean �Standard deviation of the coefficient of determination (r2), slope (β) and
correlation (ρ) for each head modeling pipeline, across all subjects.

mri2mesh headreco þ
CAT

headreco ROAST

Coefficient of
Determination (r2)

0.506
�0.163

0.580
�0.150

0.567
�0.148

0.554
�0.175

Slope (β) 0.526
�0.284

0.632
�0.313

0.556
�0.247

0.644
�0.353

Correlation (ρ) 0.700
�0.127

0.755
�0.106

0.746
�0.103

0.734
�0.128
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Supplementary Material 1 for further details. The measured potential
differences for P014C are closer to zero and look relatively noisier than
for P014D. This results in a lower slope estimate and a wider 95%
compatibility interval for P014C compared to P014D. This implies that
some of the poor fits observed in Fig. 7 are not only due simulation errors,
but rather the fact that in the absence of clear measurement signal, the
uncertainties in the simulations dominate the linear fit and cause slope
estimates close to zero. This gives more insight into the inter-subject
variability observed in Fig. 7 and is not revealed by the standard
regression analysis. Detailed analysis, similar to Fig. 9, on all subjects can
be found in Supplementary Material 2.

To quantify the differences between the slope estimates from the
standard and Bayesian analysis we sampled 4000 slope estimates from
the normal distribution governing the slope of the standard regression in
each subject, compared those in a pairwise manner to the slope samples
from the posterior distribution in each subject, and computed the prob-
ability that the standard regression slope is smaller than the corre-
sponding Bayesian one. The probabilities computed this way are: 0.867
formri2mesh, 0.866 for headrecoþ CAT, 0.869 for headreco, and 0.861 for
ROAST, revealing a large probability that the slopes obtained with

standard analysis will be smaller than the ones obtained with the
Bayesian analysis. The distribution of these pooled differences for each
method over all subjects is shown in Supplementary Material 2
(Figure S18). All distributions have medians larger than zero indicating
that the slope estimates from the Bayesian analysis are generally larger
than the ones obtained from the standard regression analysis. To link this
to a more classical statistical analysis, we performed paired Wilcoxon
signed-rank tests between the standard slope estimates (Fig. 7) and the
posterior means, which resulted in p-values < 0.001 for all segmentation
methods. Thus, both the Bayesian analysis and a standard pairwise test
between the slope estimates indicate that the regression results in Fig. 7
and Table 3, along with the results in (Huang et al., 2019) and (Huang
et al., 2017) are underestimating the true slopes as they do not account
for the uncertainties involved in the simulated fields. The analysis, re-
sults, and conclusions presented in (Huang et al., 2019) and (Huang et al.,
2017) would benefit from being revisited with this underestimation in
mind. We note that similar analyses of the correlation coefficients (Fig. 7,
left and Table 3, second row) did not show differences between the
standard and Bayesian regression, indicating that the correlation esti-
mates from the two analyses agree to a large extent on this data set. The

Fig. 8. Correlation between the 95th percentile of the absolute measured field and the slope estimates. Linear regression line without intercept shown in black. The
correlation is significant for all methods except headreco and indicates that the standard slope estimates are likely biased.
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Fig. 9. Bayesian regression analysis for subject P014. The first panel shows results for P014C, and the second panel for P014D. In each scatter plot the black line
denotes a slope of one, the orange line is the median of the posterior distribution for the slope with the shading denoting 95% compatibility interval, and the green line
is the standard slope fit (as in Fig. 7). The histograms show the posterior distributions of the slope and correlation with the median denoted as an orange solid line, the
95% interval as a dashed line, and the green solid line denoting the standard fit (as in Fig. 7). Similar plots for all subjects are included in the supplementary material.
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full analysis of the correlation coefficients can be found in Supplementary
Material 2.

Next, we investigate if the Bayesian regression analysis reveals dif-
ferences between the simulation pipelines not picked up by the standard
regression analysis. To compare differences between the methods, we
first pooled the differences between the slope samples from the posterior
distributions for each pair of methods over all subjects. The distribution,
along with the individual slope posteriors for all subjects and methods, is
shown in Supplementary Material 2 (Figure S19). In general, we find that
the differences between methods are small as the peaks of the difference
distributions are close to zero, although more extreme differences are
also supported by the model given the data. We also plotted the posterior
predictive distributions of the slope ~βSþ1for an unseen subject given the
data, overlaid with the median and 95% confidence interval of the slopes
estimated using the standard regression analysis in Fig. 10. This distri-
bution can be estimated by sampling from Equation (6) using the pos-
terior estimates for the hyperparameters βsand σs;m. The posterior
predictive distribution tells us, which slope values we should expect,
given the data we have seen, if a new subject were to be measured. Here,
we see some differences between the methods, namely that headreco þ
CAT and ROAST seem to predict higher median slope values for an un-
seen subject although the variability remains high. Importantly, how-
ever, a slope of one, indicating perfect linear fit between simulations and
measurements, is well within the 95% compatibility interval (dashed
orange lines) for all methods. This observation can be confirmed when
inspecting the Bayesian regression results on the individual level (Suppl.
Material 2), where a slope of one is contained in the 95% compatibility
interval in most of the subjects. Finally, Table 4 lists the summary sta-
tistics for the posterior predictive distribution of the slope for each
method.

To conclude, in contrast to the standard analysis, the Bayesian
alternative reveals that the slope estimates supported by the data can
vary hugely depending on the measured signal. This implies that linking
modeling differences, resulting from segmentation and FEM, to intra-

cranial measurements is extremely difficult on this data set due to the
noisy recordings. Furthermore, interpreting the results from the standard
analysis can lead to overly confident conclusions, such that the simulated
fields systematically overestimate the measured fields, if the variability
in the parameter estimates is not accounted for.

5. Discussion

In the current work, we analyzed an openly available dataset (Huang
et al., 2017) with intracranial electric potential recordings, MR scans and
manually corrected segmentations to relate electric field simulations
from four simulation pipelines to measured data. First, we showed that
the differences in the segmentation and FEMmodeling approaches in the
software pipelines result in clear differences in the simulated electric
field distributions. Next, we linked the simulations to the intra-cranial
measurements using standard statistical analysis showing that all
methods predict the measurements equally well even though the simu-
lated fields differ up to 49%. This result was also found previously by
(Huang et al., 2019). We extended this analysis using a Bayesian
errors-in-variables regression showing that the slope estimates from the
standard analysis are underestimated, and further demonstrating how
the noisiness of the recorded data results in larger uncertainties in the
regression parameter estimates.

The results highlight two important points: first, although intra-
cranial recordings are considered the gold standard for validating
computational electric field models, careful analysis of the fit between
simulations and measurements is needed to avoid overly confident con-
clusions on how well, or poorly, the simulations match the measured
data. Specifically, the noise in the measurements can affect a standard
linear regression analysis leading to the incorrect conclusion that the
simulations systematically overestimate the measured fields as shown in
Fig. 7. Second, modeling the noise in the measurements and the uncer-
tainty in the simulated e-field values, along with a fully Bayesian treat-
ment of the regression analysis, is important for obtaining unbiased slope
estimates and for evaluating if the variability in the slope estimates is too
high for conclusive validation of the simulations. Decreasing this vari-
ability by increasing the quality of the measurements should be the main
goal for future validation attempts. As exemplified by subject P014 in
Fig. 9, the location of the stimulation electrodes has a large effect on how
much signal is measured at the intra-cranial electrodes. The location of
the stimulation electrodes should be carefully planned, as the intracranial
electrodes can measure potential differences only in the plane defined by
the electrode strip (Huang et al., 2017), to make conclusive validation
possible. Additionally, measurements of the electric field in all three
directions would likely distinguish differences between field simulations
better but are difficult in practice with intra-cranial electrodes. Com-
plementing intra-cranial recordings with new, non-invasive techniques,
such as MRCDI, for volume measurements of the electric fields seems
thus important for future validations of individualized field modeling.

Another important factor for validation is the quality of the MR scans.
As shown in Figs. 2 and 3, the contrast between the tissues directly relates
to the variability of the segmentations. This introduces an additional
source of uncertainty on top of the measurement noise, and the two are
difficult to untangle in the regression analysis. The data set analyzed here
consists of a clinical population, with only T1-weighted MR scans
available, where the data quality is understandably variable. Future
studies would benefit from including a T2-weighted scan, which has been
shown to help with skull segmentation accuracy of automated methods

Fig. 10. Posterior predictive distribution of the slope if a new subject were to be
measured. Solid orange line denotes the median and dashed lines the 95%
compatibility interval. The corresponding green lines denote the estimates for
the median and 95% confidence interval for the standard analysis as in Fig. 7.

Table 4
Posterior median, 97.5th percentile (þ) and 2.5th percentile (�) of the slope predictive distribution for the slope (~βSþ1) for each head modeling pipeline, given data for
all subjects. The values correspond to the orange lines in Figure 13.

mri2mesh headreco þ CAT headreco ROAST

Slope (~βSþ1) 0:749� 1:276
0:202 : 0:841� 1:438

0:196 : 0:741� 1:257
0:254 : 0:862� 1:282

0:402
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(Nielsen et al., 2018) and would also help in labeling the cortical CSF.
Furthermore, modeling software should integrate steps for checking the
segmentations and for manual corrections, if necessary, as standard
procedures.

In prior articles based on this dataset (Huang et al., 2019, 2017),
the comparisons between simulations and recordings have relied on a
standard linear regression analysis. In this work, we reproduced the
results from (Huang et al., 2019), in Fig. 7 and Table 3, where no
difference between the methods was found. In (Huang et al., 2017) the
authors compare simulations based on the manually corrected head
models to intra-cranial recordings and, based on these, optimize the
tissue conductivities on a subject-to-subject basis. In both articles, the
simulations are found to overestimate the recorded potential differ-
ences based on the slope estimates from the standard linear regression.
This overestimation is likely overstated due to the bias in the slope
estimates and are hard to put into perspective as the uncertainties in
the estimates are not assessed. This problem also links to the optimi-
zation of the tissue conductivities in (Huang et al., 2017), which relies
on minimizing the squared error between the simulations and re-
cordings, where both are assumed to be noiseless. It seems likely that
this procedure provides biased conductivity estimates. Regardless of
its limitations, this open-source data set is at the moment still unique
and we acknowledge its importance for validating volume conductor
models of the head. We would like to encourage its further curation to
ameliorate some of the mentioned limitations, e.g. by updating the
manually corrected segmentations to represent the underlying anat-
omy as accurately as possible. We also hope that the issues raised here
give helpful guidance for planning future validation attempts.
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A B S T R A C T

Transcranial electric stimulation (TES) can modulate intrinsic neural activity in the brain by injecting weak
currents through electrodes attached to the scalp. TES has been widely used as a neuroscience tool to investigate
how behavioural and physiological variables of brain function are modulated by electric stimulation of specific
brain regions. For an unambiguous interpretation of TES experiments, it is important that the electric fields can be
steered towards one or several brain regions-of-interest. However, the conductive proprieties of the human head
impose inherent physical limitations on how focal the electric fields in the brain produced by multi-electrode TES
can be. As a rule of thumb, it is not feasible to selectively target deep brain areas with TES, although focusing the
field in some specific deeper locations might be possible due to favourable conductive properties in the sur-
rounding tissue. In the present study, we first propose a computationally efficient method for the automatic
determination of electrode placements and stimulation intensities to optimally affect a given target position. We
provide a robust implementation of the optimization procedure that is able to adhere to safety constraints, while
explicitly controlling both the number of active electrodes and the angular deviation of the field in the target area
relative to the desired field direction. Leveraging the high computational efficiency of our method, we system-
atically assess the achievable focality of multi-electrode TES for all cortex positions, thereby investigating the
dependence on the chosen constraints. Our results provide comprehensive insight into the limitations regarding
the achievable TES dose and focality that are imposed by the biophysical constraints and the safety considerations
of TES.

1. Introduction

Transcranial Electric Stimulation (TES) is a non-invasive brain stim-
ulation method which aims to facilitate or inhibit neural activity by
means of weak currents (usually� 2mA) applied though scalp elec-
trodes. The applied current waveform ranges from direct current (TDCS),
alternating currents (TACS) to random noise (TRNS). In the last few
years, TES has become a widely used tool for neuromodulation in
neuroscience research (Parkin et al., 2015) and clinical applications
(Nitsche et al., 2009). However, TES still suffers from a large inter-subject
variability (Horvath et al., 2015, 2014; Parkin et al., 2015). One

important source of variability is related to the conductive proprieties of
the human head. These properties cause the electric fields generated in
the brain to exhibit complex, often non-obvious patterns, that depend on
the individual anatomy. Therefore, intuitive rule-of-thumb approaches
may produce unexpected stimulation patterns and might even miss the
intended stimulation target (Miranda et al., 2013; Saturnino et al., 2015).
Additionally, these montages stimulate large areas, which makes it
difficult to attribute an experimental outcome to the stimulation of a
particular brain region. In this context, pseudo-monopolar montages (i.e.,
ring montages or 4x1 montages) have been recently introduced in order
to produce more focal stimulation effects than the classical bi-polar
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two-electrode montages using a single anode and cathode (Heise et al.,
2016; Kuo et al., 2013). In addition, modelling the electric fields might
help to reduce the uncertainty of the affected brain areas, allowing more
careful planning of individualized electrode montages for targeting a
given area of interest. However, manually optimizing montages based on
electric field models may imply a lengthy iterative procedure of
trial-and-error, especially if one is to fully leverage the potential of
multi-channel TES setups. Therefore, methods have been proposed to
automatically calculate optimal electrode positions for TES with the aim
of targeting given brain regions in an individualized fashion (Dmo-
chowski et al., 2011; Guler et al., 2016a; Park et al., 2011; Ruffini et al.,
2014; Sadleir et al., 2012; Wagner et al., 2015).

Determining optimal electrode positions and the corresponding cur-
rent intensities is a non-linear and non-convex optimization problem. By
using a discrete grid of putative electrode positions (e.g., based on the
EEG 10–20 system) rather than representing the electrode positions as
continuous variables, the problem can be relaxed such that it is convex in
certain cases. To the best of our knowledge, the first studies that propose
automatedmethods to optimizemulti-channel electrodemontages in TES
were presented by Dmochowski et al. (2011) and Park et al. (2011). Since
then, several additional methods have been published (Sadleir et al.,
2012; Ruffini et al., 2014; Wagner et al., 2015; Guler et al., 2016a). These
methods share the same basic approach to employ grids of fixed electrode
positions, but they differ, among others, in the way the optimization
problems are set-up and how they account for the constraints set by the
safety limits for TES and for other practical aspects such as a limited
number of available stimulation channels. For example, in the framework
proposed by Dmochowski et al. (2011), optimization of the electrode
montage is performed either by solving a least squares problem or a
linearly constrained quadratic problem, similar to what we propose in the
current work. Both settings can be constrained to account for the safety
limits. This approach is relatively simple and has several practical ad-
vantages over more complex approaches in terms of reliability and speed,
but the limitation to a maximal number of channels is not tackled. Guler
et al. (2016b) and Ruffini et al. (2014) proposed extended methods based
on the branch-and-bound algorithm (Boyd and Mattingley, 2007) and a
genetic algorithm, respectively, to overcome this problem, but in both
cases at the cost of strongly increased computation times.

In the present study, we propose a novel optimization approach for
multi-electrode TES, which can account for the TES safety limits and
limited numbers of stimulation channels in an exact and optimal way
while offering high computational efficiency. The optimization approach
takes practically meaningful parameters as input, such as the target
location, the desired electric field at the target, the safety limits gov-
erning the maximally injected current strengths and the maximum
number of available channels to fully define the problem. We also
introduce a new algorithm for constraining the number of active elec-
trodes, where we reduce the time complexity from a few hours, as pre-
viously reported (Guler et al., 2016b; Ruffini et al., 2014), to a less than
1min while ensuring optimality.

In addition to characterizing features and performance of the new
optimization approach, we use it to systematically map the achievable
targeting accuracy and focality across the complete cortex in line with the
procedure proposed in (Dmochowski et al., 2017; Huang and Parra,
2019). Specifically, we perform a step-by-step investigation of how the
safety limits imposed on the electrode currents, the limited numbers of
channels available in TES systems, the selected electric field strength in
the target and the amount of alignment of the electric field with the
desired field direction affect the quality of the optimized electric fields.

2. Materials and methods

2.1. Theoretical framework

TES applies currents at relatively low frequencies (<10 kHz) at which
the head tissues are predominantly resistive and wave effects do not

occur (Plonsey and Heppner, 1967), so that the electric fields can be well
described in a quasi-static regime. In this case, the field in the human
head is governed by the Laplace equation, meaning that the total electric

field E
!ð p!Þ created by current injections through multiple (say n) elec-

trodes can be described as the sum of the fields E
!

ið p!Þ caused by the
current flows between single n-1 electrodes, and an arbitrarily selected
common reference electrode (Dmochowski et al., 2011):

E
!ð p!Þ ¼

Xn�1

i¼1

E
!

ið p!Þ: (1)

Here, p! denotes a position in the head, and E
!

i are the fields created
by the current flow between the i-th electrode and the reference elec-
trode. Also, the electric fields scale linearly with the strength of the
injected currents, so that the total field can be expressed as a linear su-
perposition of the fields created by unit currents through the electrodes

E
!ð p!Þ ¼

Xn�1

i¼1

E
!

ið p!Þ ¼
Xn�1

i¼1

E
!

iðp;! Ii ¼ 1Þxi (2)

with xi being the current injected into the i-th electrode, and vector

E
!

iðp;! Ii ¼ 1Þ the electric field caused by a unit current flowing between
the i-th electrode and the reference electrode. When assessing

E
!

iðp;! Ii ¼ 1Þ at a set of m positions in the head, the result can be
compactly represented as a vector of length 3m:

ei ¼

2
6666666666666666664

exi;1

exi;2

⋮

exi;m

eyi;1

⋮

ezi;m

3
7777777777777777775

: (3)

If we also represent the currents injected in the n-1 electrodes as
vector xa ¼ ½x1 x2 : : : xn�1�T, the resulting electric field e can be deter-
mined by a simple matrix multiplication:

e ¼ Aaxa ; (4)

where

Aa ¼ ½e1e2 : : :en�1�: (5)

The matrix Aa has the size of 3m�(n-1) and is referred to as the lead-
field matrix (Dmochowski et al., 2011). This matrix is also widely used in
EEG source reconstruction, and can be interpreted as an electrical model
of the head (Dmochowski et al., 2017). Here, we apply an extended
lead-field matrix that includes the reference electrode, as this resulted in
a better stability and simpler implementation of the optimization pro-
cedure (for further details see below). This is done by introducing a n�
n� 1 matrix P

P ¼
"
In�1 � n�1

�1Tn�1

#
; (6)

where vector 1Tn�1 ¼ ½ 1 1 ⋯ 1 �1�n�1 and the matrix In�1 � n�1 is the
ðn� 1Þ � ðn� 1Þ identity matrix. Applying P and its pseudo inverse Py to
Eq. (5), we obtain

e ¼ ðAaPyÞðPxaÞ; (7)
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e ¼ Ax; (8)

where A is the extended lead-field matrix of size 3m�n, and the vector
x ¼ ½x1 x2 : : : : :xn�T includes the currents injected in all n electrodes,
including the reference electrode. Column i of A corresponds to the
electric field which is created by injecting a unit current in the i-th
electrode, while extracting currents of strength 1/(n-1) at the remaining
n-1 electrodes. After applying the transformation, the system in Eq. (8)
becomes ill-posed. That is, it admits many values of x that result in the
same electric field e. However, the only physically plausible solution can
be retrieved by imposing Kirchhoff’s current law, i.e. that the sum of all
incoming and outgoing currents through the electrodes must be zero:

Xn
i¼1

xi ¼ 1Tnx ¼ 0: (9)

The matrix-vector product formulation for the electric field (Eq. (8))
allows the evaluation of some quantities of interest that are relevant for
the optimization procedure described further down:

2.1.1. Mean electric field component in a target region along a specific
direction

In continuous form, the mean field component 〈 E
!� bn 〉Ωτ in a target

volume or area Ωτ and along a target direction bn is given by

〈E
!� bn〉Ωτ

¼ 1
Gτ

Z
Ωτ

E
!� bn dG; (10)

where Gτ is the total volume or area (depending on the geometry under
consideration) of the region Ωτ. For a discretized head model, we sample
the electric fields at a set of positions, each position representing the
electric field in a small volume or area gi. We can therefore write the
mean field component at the target area in discrete form as

〈E
!� bn〉Ωτ

¼ NτAx
1Tgτ

; (11)

where gτ is a vector of volumes or areas of the positions in the mesh if it is
in the target region Ωτ, and zero otherwise. The matrix Nτ is defined as

Nτ ¼
�
nxgTτ nygTτ nygTτ

�
; (12)

where nx, nyand nz are the x, y and z components of the target direction bn.
We can simplify Eq. (11) so that the mean electric field component is
represented as a vector-vector multiplication

〈E
!� bn〉Ωτ ¼ lTx; (13)

where

lT ¼ NτA
1>gτ

: (14)

2.1.2. Total energy delivered
The total energy stored in an electric field in a volume Ω0 is given by

(Griffiths, 1999)

U ¼ εo
2

Z
Ω0

jE!ð p!Þj2 dV : (15)

Here, we define a quantity proportional to the energy. In the dis-
cretized space, the integral in Eq. (15) can be calculated in the discretized
head model as

Z
Ω0

jE!ðxÞj2dV ¼ eT

2
4G0 0 0

0 G0 0
0 0 G0

3
5e; (16)

where G0 is a diagonal matrix with element area or volumes, if the
element is inΩ0, and zero elsewhere. Using the relation in Eq. (8), we can
write

Z
Ω0

jE!ð p!Þj2 ¼ xTQx; (17)

where

Q ¼ AT

2
4G0 0 0

0 G0 0
0 0 G0

3
5A: (18)

2.2. Angle between mean electric field and target direction

This quantity can be defined in continuous form, over a target areaΩτ
as

θ ¼ arctan

0
BBBB@

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
1
Gτ

Z
Ωτ

�
E
!� bnt1

�2

þ
�
E
!� bnt2

�2

dG

s

〈E
!� bn 〉Ωτ

1
CCCCA; (19)

where bnt1 and bnt2 are two mutually orthogonal directions, which are also
orthogonal to the target direction bn. The discrete form can be written as

θ ¼ arctan

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xTQtanx

p
lTx

!
; (20)

where Qtan is given by

Qtan¼
1
Gτ

AT

0
BBBBBBBBB@

2
6666666664

�
nxt1

�2
gτ 0 0

0
�
nyt1

�2
gτ 0

0 0
�
nzt1

�2
gτ

3
7777777775
þ

2
6666666664

�
nxt2

�2
gτ 0 0

0
�
nyt2

�2
gτ 0

0 0
�
nzt2

�2
gτ

3
7777777775

1
CCCCCCCCCA
A:

(21)

2.3. Forward simulations of the TES electric fields

We used the SimNIBS 2.1 software package (Thielscher et al., 2015)
to calculate the electric fields that form the columns of the lead-field
matrix Aa, which we then transformed into the extended lead-field ma-
trix A as stated above. SimNIBS utilizes the Finite Element Method (FEM)
with first order tetrahedral elements to calculate electric potentials ϕ by
solving the homogeneous Laplace equation

r� ðσrϕÞ ¼ 0; (22)

where σ is the ohmic conductivity of the medium. Simulations were
performed by applying Dirichlet boundary conditions at the outer
boundaries of the ith electrode as well as the return electrode. The electric
field

E
!¼ �rϕ; (23)

and the current density

J
!¼ σ E

!
; (24)
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were then calculated and the fields were re-scaled to ensure a unit current
flow between the electrodes.

The simulations were performed using a head model of a healthy
volunteer (Nielsen et al., 2018), created based on existing T1-and
T2-weighted magnetic resonance images. Details on image acquisition
can be found in (Windhoff et al., 2013). The head model has about 4�
106 tetrahedra and 7� 105 nodes and was automatically created using
the headreco routine of SimNIBS 2.1. Conductivities of all tissues were
assumed to be isotropic, and the values were assigned to 0.126 S/m
(WM), 0.275 S/m (GM), 1.654 S/m (CSF), 0.025 S/m (spongy bone),
0.008 S/m (compact bone), 0.50 S/m (vitreous bodies), 0.465 S/m
(scalp), 1 S/m (electrodes) (Saturnino et al., 2015). Electrodes were
modelled as small cylinders (1 cm diameter, 2 mm thickness) with ho-
mogeneous conductivity, corresponding approximately to electrode gel.
Fig. 1A shows a sagittal view of the head model with its different tissues.

For optimizing the TES electric fields, we used a fixed electrode grid,
shown in Fig. 1B. This grid has 288 electrodes, which were positioned
semi-automatically to cover the head, neck and face. Additionally, we
also created grids with 102, 190, and 381 electrode positions to assess
how the field in the cortex depends on density of the electrode grid
(Suppl. Fig. S1).

2.4. Optimization of electrode currents

When optimizing a TES montage, one might be interested in maxi-
mizing the strength of the field at the target. Alternatively, one might
want to obtain a focal field while at the same time ensuring that a certain
strength of the field is maintained at the target or even at multiple targets
simultaneously. In addition to controlling its strength, onemight also aim
to control the angle of the electric field relative to the orientation of the
cortical sheet at the target precisely. In practice, one is often faced with
the need to obtain the best possible solution for a limited number of
available stimulation channels. To tackle this large variety of optimiza-
tions and constraints, we formulated ten different optimization problems,
shown in Table 1. The problems are described in detail in the sections
below.

2.4.1. Without safety constraints
In the simplest setting, we aim to create a given electric field in a

target area and direction, while avoiding the other brain areas as well as
possible, disregarding the safety constraints that limit how much current
one can inject. We formulated this optimization as Problem 1:

Problem 1. Maximization of focality given a target electric field, with
no safety constraints. The electrode currents, x, is the optimization
variable.

Fig. 1. A) Sagittal view of the head model. The modelled tissue types were brain grey matter (grey), white matter (white), corticospinal fluid (blue), compact bone
(green), spongy bone (yellow), scalp (pink) and the vitreous bodies of the eyes (not visible). B) Electrode montage with 288 electrode positions.

Table 1
Optimization problems explored in this paper. The objective refers to what the
optimization problem aims to achieve, and the constraints define which re-
quirements the solution must obey. The problem class is a mathematical classi-
fication of the problem, and determines the methods, which can be used to
effectively solve the problem.

Problem Objective Constraints Problem Class

1 Maximize the
focality
(minimize total
energy)

� Maintain the desired electric
field in the target

QP

2 Maximize the field
in the target

� Obey safety constraints (total
and per-electrode current
injected)

LP

3 Maximize the
focality

� Maintain the desired electric
field in the target

� Obey safety constraints

QP

4 Maximize the
focality

� Maintain the desired electric
field in the target

� Obey safety constraints
� Control the number of active

electrodes

Combinatorial

5 Maximize the field
in the target

� Obey safety constraints
� Control the field angle in the

target

QCLP

6 Maximize the
focality

� Maintain the desired electric
field in the target

� Obey to the safety
constraints

� Control the field angle in the
target.

QCQP

7 Maximize the
focality

� Maintain the desired electric
field in the target

� Obey safety constraints
� Control the field angle in the

target
� Control the number of active

electrodes.

Combinatorial

8 Maximize the
focality

� Maintain the desired electric
fields in multiple targets

� Obey safety constraints

QP

9 Maximize the field
in multiple targets

� Do not exceed a maximum
electric field in each target

� Obey safety constraints

LP

10 Maximize the
focality

� Maintain the desired electric
fields in multiple targets

� Obey safety constraints
� Control the number of active

electrodes.

Combinatorial
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minimize xTQx ðP1:1Þ
subject to lTx ¼ t ðP1:2Þ

1Tx ¼ 0 ðP1:3Þ
The objective in this optimization problem (Eq. (P1.1)) is to minimize

the energy (Eq. (17)). However, we also want to ensure to reach a certain
value t for the electric field at our target region and direction (Eq. (P1.2),
Eq. (13)). This is similar to the Linearly constrained minimum variance
(LCMV) algorithm proposed in (Dmochowski et al., 2011), with the key
difference that the constraint (Eq. (P1.2)) is to reach the a given average
field component in the target region, instead of exactly matching all
electric field component in each target location. This means that we have
effectively less equality constraints, leaving more degrees of freedom to
the solutions. However, this also means that we do not have the same
precise control of the field alignment in the target region as (Dmochowski
et al., 2011). To reach the objective, we can manipulate the vector of
injected currents x, but we must obey Kirchhoff’s current law (Eq. (P1.2),
Eq. (9)). The choices for the regions Ω0, Ωt and of the direction bn are
implicit in the matrices Q and l. Problem 1 is an equality-constrained
quadratic programming (QP) problem, and due to convexity and its
simplicity, the solution that can be computed directly and efficiently
(Boyd and Vandenberghe, 2004).

It is interesting to note that the matrixQ is n� n and lT is 1� n, while
the leadfield matrix A is 3m� n. In TES optimization, n is the number of
electrodes (in the range of 32–500) while m is the number of positions in
the region of interest (the brain or the whole head), typically between
105 and 106. Therefore, this formulation reduces the size of the problem,
which is closely linked to computation time, by 3–4 orders of magnitude
when comparing with formulations that use the leadfield matrix directly
such as the genetic algorithm proposed in (Ruffini et al., 2014), or the
formulation proposed by (Wagner et al., 2015).

2.4.2. With safety constraints
The most common safety constraint in TES is to limit the total injected

current to a given value Itot. As the total inflowing current is equal to the
total outflowing current (as per Kirchhoff’s current law), we can write
this constraint as

Xn
i¼1

jxij � 2Itot: (25)

Which corresponds to

kxk1 � 2Itot; (26)

where k�k1 denotes the L1-norm. When using small electrodes, it can also
be of interest to limit the current flowing through each electrode to a
given value Iind (inflowing or outflowing) to avoid skin irritation,
discomfort and heating at individual electrode interfaces. This corre-
sponds to a bound constraint on the current through each electrode

�Iind � xi � Iind; i ¼ 1; 2; …; n: (27)

The simplest optimization which considers the safety constraints (Eq.
(26) and Eq. (27)) is Problem 2:

Problem 2. Maximization of the electric field at a target, including
safety constraints.

maximize lTx ðP2:1Þ
subject to 1Tx ¼ 0 ðP2:2Þ

kxk1 � 2Itot ðP2:3Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP2:4Þ

Here, the objective (Eq. (P3.1)) is to maximize the field at the target
region and direction (Eq. (13)) while obeying Kirchhoff’s current law
(Eq. (P2.2), Eq. (9)) and the safety constraints. In this problem, we do not
consider the focality of the field. This is an instance of a linear pro-
gramming (LP) problem, similar to the intensity optimization problem in

(Dmochowski et al., 2011), with the difference being the definition of the
matrix l (see the description of Problem 1 for more information). In our
implementation, we solved it using the SciPy implementation of the
simplex algorithm (Dantzig, 1963). However, there exists a very simple
solution to this problem, as one can show that Problem 2 can be solved by
simply choosing the largest and the smallest entries in l, setting the
electrode currents in those electrodes to Iind and � Iind, and repeating the
process until the safety constraint in Eq. (P2.3) is reached. This results in
ceilð2Itot=IindÞ active electrodes. A similar procedure has been previously
described in (Fernandez-corazza et al., 2019).

To obtain a focal field, we introduce Problem 3:

Problem 3. Obtain a focal field given a target electric field, including
safety constraints.

minimize xTQx ðP3:1Þ
subject to lTx ¼ t ðP3:2Þ

1Tx ¼ 0 ðP3:3Þ
kxk1 � 2Itot ðP3:4Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP3:5Þ

Problem 3 similar to the linearly constrained minimum variance
(LCMV) approach described in (Dmochowski et al., 2011), but with both
the L1 and individual electrode constraints. Again, one key difference is
the definition of the equality constraint (Eq. (P3.2)), which is explained
above. This formulation fully specifies the optimization problem with a
few and intuitively interpretable parameters to be defined by the user: a
target direction, a target region, the desired average field in the target
region t, the maximal current through each electrode Iind, and the
maximum total current injected Itot. Problem 3 can be transformed into a
quadratic problem (QP) in standard form (Boyd and Vandenberghe,
2004) and solved with standard QP algorithms. For this study, we
implemented the active-set method described in (Gill and Murray, 1978)
in Python, using the NumPy and SciPy packages (van der Walt et al.,
2011), as in our experience, employing the generic convex optimizer
CVXPY (Diamond and Boyd, 2016) is computationally inefficient and
often fails to converge. Our implementation has robustly converged in
thousands of different settings with minimal computational effort, as
shown in the Results section. In our implementation, if the value for t is
chosen too high in relation to the values Itot and Iind, Problem 3 becomes
infeasible and we fall back to solving Problem 2. We chose this approach
as it is guaranteed to give the same solution, as one would obtain by
successively lowering the target t in Problem 3 until it becomes just
feasible.

2.4.3. Constraining the number of active electrodes
In practice, a limited number of stimulation channels is available, so

that it is important to constrain the number of active electrodes to a
number N. This corresponds to an additional constraint in the form

kxk0 � N; (28)

where k�k0 is the L0-norm (or cardinality), that is, the number of non-zero
elements in the vector. As discussed above in the description of Problem
2, the L0-norm of the result obtained when maximizing the intensity at
the target (Problem 2) is naturally constrained by the safety constraints.
However, applying this constraint to Problem 3, we obtain Problem 4:

Problem 4. Obtain a focal field, given a target electric field, including
safety constraints and limiting the number of active electrodes.

minimize xTQx ðP4:1Þ
subject to lTx ¼ t ðP4:2Þ

1Tx ¼ 0 ðP4:3Þ
kxk1 � 2Itot ðP4:4Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP4:5Þ
kxk0 � N ðP4:6Þ
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Due to the new constraint (Eq. (P4.6)), Problem 4 is non-convex. In
fact, this type of problem is of combinatorial complexity (Boyd and
Vandenberghe, 2004). Therefore, obtaining the globally optimal solution
to the problem in a computationally efficient way can be challenging.
Here, we use a Branch-and-Bound method (Boyd and Mattingley, 2007)
that stems from the same class of methods as used in (Guler et al., 2016b).
Details of the algorithm are described in the supplementary material.
Shortly, the Branch-and-Bound algorithm consists of successively parti-
tioning (branching) a given region of the parameter space Q , which
defines active and inactive electrodes. We define a lower bound ΦlbðQ Þ
and an upper bound ΦubðQ Þ function that can calculate bounds the op-
timum value of the objective function (Eq. (P4.1)) within the parameter
space Q (see the supplementary material for mathematical details on the
bound functions). Repeated branching of the parameter space and eval-
uation of the bounds results in narrowing down the parameter space,
eventually giving us a solution, which is certified to be close to the global
optimum.

For quickly searching the parameter space, we make use of the fact
that the constraint on the total injected current Itot (Eq. (26)) involves the
sum of the absolute values (the L1-norm) of the vector of current values x.
This term is well-investigated (Tibshirani, 1996) and is known to induce
sparsity of the solutions (i.e., many non-active electrodes). Therefore, the
solutions of Problem 3 tend to be sparse. We can also add more L1
constraints as a relaxation of the L0 constraint to obtain tight lower
bounds ΦlbðQ Þ for the branch-and-Bound algorithm.

In the current paper, we stopped the Branch-and-Bound iterations
once we obtained solutions which are certified to be within 10% of the
global optima. For a problem with 288 possible electrode positions, but
only six active electrodes, we only needed more than 20 steps of the
Branch-and-Bound algorithm in about 1% of the positions studied. The
optimal value is typically found within the first few iterations, and the
remaining iterations are required to certify that the solution found is
indeed close to the global solution. This behaviour is expected, as the
employed L1-heuristcs gives often good approximations of the L0 norm
(Boyd andMattingley, 2007). For problems where more active electrodes
are allowed, the algorithm tends to converge even faster, as the L0
constraint plays a smaller role in limiting the solution.

2.4.4. Constraining the angular deviation of the electric field in the target
The TES effects on neural activity depend on the direction of the

electric field relative to the neural target structures. Specifically, it is
often assumed that TES acts predominantly via the polarization of
cortical pyramidal cells, so that it is most effective when the fields are
oriented normally to the local cortical surface (Stagg and Nitsche, 2011).
It is unclear how sensitive the physiological TES effects are to deviations
of the field from a perfect normal orientation. In addition, for many target
positions, we may have to trade-off field intensity and the accuracy if we
want to reach the optimal direction during optimization. For those rea-
sons, it is helpful to have a flexible control of the acceptable amount of
deviation from the ideal orientation during the optimization process. Our
optimization scheme gives the possibility to constrain the angle between
the mean electric field vector in the target and the selected target di-
rection to a given maximal value θmax . From Eq. (20), we have that:

arctan

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xTQtanx

p
lTx

!
� θmax (29)

 ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
xTQtanx

p
lTx

!
� tanðθmaxÞ (30)

xTQtanx	
lTx

2 � tan2ðθmaxÞ; lTx � 0 (31)

Considered in isolation, this constraint is non-convex. However, in
combination with the constraint to reach a mean electric field in the
target lTx ¼ t, it can be reformulated as a quadratic constraint in the form

xTQtanx � tan2ðθmaxÞt2 (32)

Adding this constraint to Problem 2, we obtain Problem 5, which is a
quadratically constrained linear programming (QCLP) problem:

Problem 5. Maximization of the electric field at a target, including
safety constraints and angle constraint.

maximize lTx ðP5:1Þ
subject to 1Tx ¼ 0 ðP5:2Þ

kxk1 � 2Itot ðP5:3Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP5:4Þ
xTQtanx � tan2ðθmaxÞt2 ðP5:5Þ

Similarly, when also considering the focality as formulated in Prob-
lem 3, we obtain Problem 6 which is a quadratically constrained
quadratic programming (QCQP) problem.

Problem 6. Obtain a focal field, given a target electric field, including
safety constraints and angle constraints.

minimize xTQx ðP6:1Þ
subject to lTx ¼ t ðP6:2Þ

1Tx ¼ 0 ðP6:3Þ
kxk1 � 2Itot ðP6:4Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP6:5Þ
xTQtanx � tan2ðθmaxÞt2 ðP6:6Þ

In our implementation, we solve Problems 5 and 6 by adding the
angle constraint (Eq. (P5.6) and Eq. (P6.6)) to the objective weighted by
a variable λ (λ � 0), and iterating over values of λ to find the smallest
value of λwhere the angle constraint is fulfilled. The angle constraint can
also be combined with the constrained on the number of active elec-
trodes, resulting in Problem 7.

Problem 7. Obtain a focal field given a target electric field, including
safety constraints, angle constraints and a constraint on the maximum
number of active electrodes.

minimize xTQx ðP7:1Þ
subject to lTx ¼ t ðP7:2Þ

1Tx ¼ 0 ðP7:3Þ
kxk1 � 2Itot ðP7:4Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP7:5Þ
xTQtanx � tan2ðθmaxÞt2 ðP7:6Þ
kxk0 � N ðP7:7Þ

To solve this problem, we run a branch-and-bound function at each
value of the parameter λ. Problems 5–7 can also be solved with a conic
solver (Boyd and Vandenberghe, 2004).

2.4.5. Optimization for multiple targets
We can also use the algorithm to optimize the electric fields in several

distant targets at once. The simplest way to do it is to extent the definition
of the target area Ωτ: However, as the operator lT calculates the average
across the entire target region, it might cause a bias towards one “easier
to reach” target over others. We overcome this by defining multiple in-
dependent target regions Ωτ1 , Ωτ2 ; …; Ωτq and enforcing the equality
constraint (Eq. (13)) for each region individually. With this setting, we
can also define different target values t1; t2;…; tq for each target region.
By adding multiple targets to Problem 3, we obtain Problem 8.

Problem 8. Obtain a focal electric field with multiple targets
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minimize xTQx ðP8:1Þ

subject to

2
66666664

lT1

lT2

⋮

lTq

3
77777775
x ¼

2
6664
t1
t2
⋮
tq

3
7775 ðP8:2Þ

1Tx ¼ 0 ðP8:3Þ
kxk1 � 2Itot ðP8:4Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP8:5Þ

Problem 8 is still a QP, so it can be solved using the same algorithms
as used for Problem 3. In cases where Problem 8 is infeasible because the
target field values cannot be reached in at least one of the targets, we
instead solve Problem 9.

Problem 9. Maximize the electric field at multiple targets

maximize 1T

2
66666664

lT1

lT2

⋮

lTq

3
77777775
x ðP9:1Þ

subject to

2
66666664

lT1

lT2

⋮

lTq

3
77777775
x �

2
6664
t1
t2
⋮
tq

3
7775 ðP9:2Þ

1Tx ¼ 0 ðP9:3Þ
kxk1 � 2Itot ðP9:4Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP9:5Þ

That is, we maximize the electric field across all targets, but ensure
that the mean electric field at each target does not exceed the given target
value (Eq. (P9.2)). This prevents one easy-to-hit target to take over the
objective function (Eq. (P9.1)), and thus we obtain a field best ap-
proaches the target intensities values ti but without surpassing it. Finally,
we add the constraint to the number of active electrodes, obtaining
Problem 10:

Problem 10. Obtain a focal electric field with multiple targets, with a
constrained number of electrodes.

minimize xTQx ðP10:1Þ

subject to

2
66666664

lT1

lT2

⋮

lTq

3
77777775
x ¼

2
6664
t1
t2
⋮
tq

3
7775 ðP10:2Þ

1Tx ¼ 0 ðP10:3Þ
kxk1 � 2Itot ðP10:4Þ
�Iind � xi � Iind; i ¼ 1; 2; …; n ðP10:5Þ
kxk0 � N ðP10:6Þ

Problems 8–9 can all be solved with the same QP, LP and Branch-and-
Bound solvers presented earlier. We can also constrain the angle at each
target individually, by adding one angle constraint (Eq. (31)) for each
target region. This problem will not be addressed in the current work.

2.5. Performance and error metrics

We define several metrics to characterize the quality of the electric

field distributions achieved by the optimization approaches:

2.5.1. Targeting error
Often the maximal electric field will not be in the target node.

Therefore, we measure the Euclidian distance between the node where

the maximum electric field strength j E!j occurs and the target position
(Dmochowski et al., 2017).

2.5.2. Effective area
In order to quantify the achieved focality of the optimized electric

field, this metric weights the area of the region Ω0 by the electric field
strength. This metric is closely related to the energy (Eq. (6)). To enable
direct comparison across conditions, we normalize it by the electric field
at the target position:

jE!jarea ¼
Xm

i¼1
jE!ijgi

lTx
: (33)

Here, E
!

i is the electric field in the i-th element and gi its area.

2.5.3. Area with j E!j exceeding 50% of the target electric field
As an alternative index of focality, we use the total area with an

electric field strength larger or equal 50% of the target electric field t:

Astim ¼
Xm
i¼1

�
gi; jE!ij � 0:5t
0; otherwise

: (34)

The targeting error, the effective area and the stimulated area serve to
quantify different aspects of the quality of the solution. The targeting
error assesses how close the strongest stimulated point was to the target,
and the focality measures give insight into how much the field could be
focused there. Specifically, the effective area closely resembles the en-
ergy (Eq. (15)) and hence is directly related to the optimization pro-
cedure. We therefore expect this metric to increase monotonically as we
impose tighter constraints on the optimization. In contrast, the targeting
error is not directly assessed in the optimization procedure, therefore the
dependence on the constraints is less predictable. In order to enable
easier comparisons across the tested conditions, we report differences of
the above metrics when appropriate. For the targeting error, we report
absolute differences in [mm]. For the Effective Area, we calculate the
difference in [%] relative to a reference condition:

ΔðEffective AreaÞ ¼ 100 � Effective Area� Effective Arearef
Effective Arearef

%: (35)

2.6. Evaluation of optimization performance across the brain

We systematically evaluated the performance of the optimization
approach for target positions distributed across the complete cortex. This
evaluation was initially performed for the optimization without safety
constraints (Problem 1), and then repeated after successively adding
constraints for safety (Problems 2 and 3), the number of electrodes
(Problem 4) and field angle in the target (Problems 6 and 7). We
extracted the electric field values created by the optimized montages in
the middle of the grey matter layer, which is where TES is expected to be
effective in modulating the membrane potential of pyramidal cells (Stagg
and Nitsche, 2011). For that, we first determined the location of the
middle grey matter sheet by taking the average of the pial and white
matter surfaces of the FreeSurfer segmentation. This surface was then
corrected for self-intersections and degenerate triangles, and
down-sampled to 20,000 nodes using MeshFix (Attene, 2010). We then
interpolated the columns of the lead-field matrix (which correspond to
electric fields) into the nodes of this surface mesh using the
super-convergent patch recovery (SPR) approach described in (Saturnino
et al., 2018). To map the optimal fields across the cortex, we optimized
the electric field to target at each mesh node, one at a time, and
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calculated the field metrics. The procedure is described in Algorithm 1.

Algorithm 1. Mapping Procedure

This approach is similar to previously published studies (Dmochowski
et al., 2017; Huang and Parra, 2019). For the figures shown in the paper,
the target direction of the electric field bn was chosen normal to the local
surface orientation. In the supplementary material, complementary re-
sults are depicted which show metrics averaged over two optimizations,
with orthogonal directions defined in the tangent plane.

3. Results

3.1. Comparison to ad-hoc montages

To provide intuitive insight into the prospects and limitations of
optimized multichannel TES montages, we compared the electric fields
obtained by ad-hoc montages versus the fields created by optimized
approaches. We started by simulating a “classical” montage to target the
left motor cortex using two pad electrodes (upper row of Fig. 2A), which
results in a non-focal field distribution. We then derived an optimized
montage which generates the same electric field in the sulcal wall of the
hand knob (Yousry et al., 1997). For that, we extracted the field caused
by the “classical”montage at the centre position of the hand knob (shown
in the third column of Fig. 2A) and used it as input (i.e., as target value t)
for an optimization with the safety constraints (Problem 3, Iind ¼ 1 mA;
Itot ¼ 2 mA) and using 288 electrode positions (Fig. 1B). It is evident

that optimization significantly improved the field focality over the
Ad-hoc montage (lower row of Fig. 2A). Next, we compared a
centre-surround ring montage, aimed at creating an electric field in the
crown of left precentral gyrus forming the hand knob, to the optimized
montage that creates the same field in the target position (Fig. 2B; same
safety constraints and number of electrode positions as in the example
before). While the ring montage already induces a quite focal field, this is
still improved by the optimized montage. Finally, we compared ad-hoc
vs. optimized montages for the stimulation of a slightly deeper area in
the left cingulate sulcus (Fig. 2C). In order to maximize the field in that
region, we intuitively chose the positions of the two pad electrodes for
the ad-hoc montage to be on the left and right sides of the head at approx.
the same height as the target. The optimized montage achieves sub-
stantially better focality, but still causes the strongest fields in extended
areas of the brain surface. This example highlights the fact that the TES
optimization is fundamentally limited by the underlying physics of the
head which acts as ohmic volume conductor. The focality metrics for
these montages are shown in Table 2. Again, a clear improvement of all
metrics is obtained when comparing with the ad-hoc approaches. It is
interesting to note that the optimizedmontages shown in Fig. 2 have only
few active electrodes. This behaviour of the optimization approach is
further investigated below.

3.2. Maximally achievable focality without safety constraints

To establish a best-case scenario, we optimized the electric field
focality at each of the 20,000 positions in themiddle of the modelled grey
matter sheet, without considering safety constraints (Problem 1). The
target orientations bn were chosen normal to the surface, and the target
electric field was set to t ¼ 0:3V=m. Please notice that the later value is
arbitrary, as safety constraints were not considered and the focality
metrics are normalized. The latter will thus not change when settings a
different target electric field. The metrics for the optimized fields are
shown in Fig. 3. It is interesting to notice that, even for this best-case
scenario without safety constraints, the metrics differ strongly depend-
ing on the position of the cortical target. Areas in inferior regions, in the
sulci and in medial portions of the brain exhibit increased targeting er-
rors and a worse focality than targets in superficial gyri. Again, this is to
be expected, because the currents necessarily need to flow through other
brain areas to hit deeper targets. Furthermore, we note that the two area-

basedmetrics (Effective Area and Area with j E!j > 0:5t) have very similar
qualitative behaviours, therefore we only report the Effective Area in rest
of the study. We opted for this area metric, as it does not require choosing
an arbitrary cut-off value.

The grid of electrode positions is required to have a sufficiently high
density in order to minimize the targeting error and to obtain fields that
are as focal as possible. We determined an adequate grid density by
optimizing the electric field focality (Problem 1) for grids with with n ¼
102; 190; 288; and 381 scalp electrodes (Suppl. Fig. S2). Both the tar-
geting accuracy and the focality improve with increasing number of
electrodes for up to 288 positions, but improve only marginally further
for 381 positions. This is expected, as the conductive proprieties of the
head, in particular the low conductivity of the skull coupled with the
comparatively high conductivity of CSF, cause the electric fields to
spatially disperse and intrinsically limit the achievable spatial resolution
(Dmochowski et al., 2012). These findings motivated our choice of using
288 positions in the main part of the study. In Suppl. Figs. S3 and S4 we
additionally show focality results for subcortical targets and targets ori-
ented tangentially to the cortical sheet, respectively, where the same
patterns can be observed.

3.3. Maximally achievable intensity in the presence of safety constraints

In practice, the above best-case scenario cannot be reached due to the
requirement that safety constraints are obeyed. Naturally, limiting the
current that is injected in the electrodes will also limit the strength of the
field that can be achieved in the brain. In a first step, we were thus
interested in the maximal strength of the field that can be reached at each
cortex position when the current injected in each individual electrode has
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to stay within Iind ¼ 1 mAand the current injected in total has to be
within Itot ¼ 2 mA. For that, we determined the maximal electric field in
the 20,000 cortical positions without aiming to reach a focal stimulation
(Problem 2), again using a target orientation normal to the cortical sheet
and a grid of 288 electrode positions in the calculations. Expectedly, the
maximally achievable field was highest at gyral targets for which it
reached 0.6 V/m at some positions (Fig. 4). Substantially weaker fields
could be achieved in sulcal and deep targets, which, however, still
exceeded 0.3 V/m at most positions. As focality was not enforced, both
the targeting error and the focality (Effective Area) were far worse than
in for the best-case scenario (Fig. 3).

In Suppl. Fig. S5, we repeated the analysis above for lead-fields with
n ¼ 102; 190 ; 288 and 381 electrodes. The achievable field intensity
at the target increased up to 288 electrodes, but was almost unchanged
when further increasing the number of electrodes to 381. Suppl. Figs. S6
and S7 show the same analysis for subcortical targets and for targets with
tangent orientations to the cortical sheet, respectively, confirming the
above results.

3.4. Effect of safety constraints on the optimization of focality

Compared to the mere maximization of the intensity in the target, a

Fig. 2. Comparison between ad-hoc and opti-
mized multi-electrode montages. A) Upper row:
“Classical” montage to stimulate the left motor
cortex, here with a 5� 5 cm2 square electrode
over the left hand knob and a 7� 5 cm2 rectan-
gular “return” electrode over the contralateral
supraorbital area. Lower row: Optimized
montage that achieves the same field in the sulcal
wall in the central part of the hand knob. Current
strength in the electrodes is coded as varying
levels of red and blue, with inactive electrodes
being shown as white and semi-transparent.
Third column: Target field at the centre position
of the hand knob used as input for the optimiza-
tion. The target field matches the electric field
caused by the “classical” montage at the same
position. B) Fields caused by a centre-surround
ring montage centred above the left hand knob,
and the corresponding optimized multi-electrode
montage. The ring montage consists of a circular
electrode with 2 cm diameter and ring electrode
with 7.5 cm inner and 10 cm outer diameter. C)
Stimulation of a position in the left cingulate
sulcus. The ad-hoc montage consists of two 5� 5
cm2 square electrodes positioned laterally at the
same height as the target position.
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more refined strategy is to make the field as focal as possible while
ensuring that a desired, sufficiently high intensity is achieved at the
target location. Fig. 5 shows the performance of this strategy when
obeying safety constraints of Iind ¼ 1 mA and Itot ¼ 2 mA and ensuring a
target field strength of t ¼ 0:2 V=m. The results depend strongly on the
target position, and a high targeting error and low focality dominate for
deep targets. Comparison of the results to those obtained for optimization
without safety constraints (Fig. 3A&C) shows that the targeting error and
the effectively stimulated area increase most in inferior and medial brain
regions, i.e. in areas that are difficult to target in general. Suppl. Figs. S9

and S10 show the same analysis for subcortical targets and for targets
with tangential orientations to the cortical sheet, respectively, confirm-
ing the above results.

Without safety constraints in place, the optimization algorithm min-
imizes the overall electric field in the cortex by mainly two strategies: (1)
Selecting nearby electrodes in order to increase the focality of the field in
the cortex. However, this causes extensive shunting, and therefore high
current is needed. (2) Cancelling out electric fields outside the target
region by injecting small currents through many electrodes, so that their
fields mutually cancel out in non-target regions. However, limiting the
total amount of injected currents limits the usage of close-by electrodes,
which are ineffective due to the high degree of shunting, and strongly
reduces the extent to which compensatory currents can be applied.

Expectedly, this effect is more pronounced for higher target fields,
where most or all of the allowed current is fed into the head through a
few electrodes in order to achieve the required field in the target. In turn,
little current is left that can be used to create cancelation fields (please
see Suppl. Fig. S8 for a demonstration of this effect for target electric
fields varied between 0.1 V/m, 0.2 V/m and 0.3 V/m). This results in a
trade-off between intensity at the target and focality, as it was also re-
ported by (Dmochowski et al., 2017a; Dmochowski et al., 2011).

In addition to the inferior and medial parts of the brain, regions
around the longitudinal fissure are affected most by the safety con-
straints. Due to the high conductivity of CSF, the currents in brain areas
close to the longitudinal fissure tend to point preferentially towards or
away from the fissure. For optimization without safety constraints and
with a low target intensity, this effect is counteracted by invoking many
electrodes, thereby cancelling undesired field directions. However,
limiting the totally induced current reduces the effectiveness of this
cancellation approach.

Optimizing with safety constraints resulted in spurious small im-
provements in the Targeting Error at some cortical positions compared to

Table 2
Performance metrics for the ad-hoc and optimized montages for the 3 targets
shown in Fig. 2. The optimized montages consistently have lower targeting errors
(distance between the electric field maximum and the desired target position)
and better focality. Unsurprisingly, the difference is strongest for the “standard”
motor cortex montage (Fig. 2A). Focality was assessed by measuring the total
area affected by an electric field of at least 50% of the target electric field, and by
calculating the “Effective stimulation area” (i.e., the area weighted by the norm
of the electric field, normalized by the electric field at the target; short: “Effective
area”). The total area of the middle cortical sheet is.1744 cm2:

Targeting Error
(mm)

Area with
(cm2)

Effective Area
(cm2)

Hand Knob
(Sulcal Wall)

Ad hoc 84 1744 3853
Optimal 12 238 470
Difference �72 mm �86% �86%

Hand Knob
(Gyral Crown)

Ad hoc 13 102 214
Optimal 4 57 200
Difference �9 mm �44% �7%

Premotor Ad hoc 37 1132 1048
Optimal 17 347 638
Difference �20 mm �69% �39%

Fig. 3. Performance metrics for optimization of the field focality using a lead-field with n ¼ 288 electrode positions. The target field direction was selected as normal
to the local cortical surface and safety constraints were not taken into account (Problem 1). The middle of the cortical sheet was represented by 20,000 nodes, and
separate optimizations were performed for each of the nodes. The resulting values for the targeting error and achieved focality were color-coded and shown on the
middle-cortical surface defined by the 20,000 nodes. A) Targeting error. B) Total area affected by an electric field of at least 90% of the target electric field. C) Effective
Area (Area weighted by electric field, normalized by the target electric field).

Fig. 4. Maximum intensity and performance metrics achieved when using n ¼ 288 electrode positions and safety constraints Iind ¼ 1 mA and Itot ¼ 2 mA. We
maximized the electric field intensity (Problem 2) normal to the cortical sheet. A) Maximally achievable field in the target position. B) Targeting Error. C) Effec-
tive Area.
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the case without constraints (blue dots in Fig. 5B). This results from the
fact that the targeting error is not directly assessed during the optimi-
zation procedure. In contrast, the effectively stimulated area is closely
related to the delivered energy. As the latter is minimized by the opti-
mization approach, adding safety constraints results in a consistent in-
crease in the Effective Area for all positions.

3.5. Effect of constraining the number of active electrodes

To evaluate the effect of constraining the number of active electrodes
(Problem 4) on the electric field focality, we started by evaluating
different approaches to reduce the number of active electrodes. We
selected the safety constraints Iind ¼ 1 mA; Itot ¼ 2 mAand target field
strength of t ¼ 0:2 V=m, because the results in Figs. 4 and 5 showed that
this value could still be achieved with relative ease at most cortical po-
sitions for the selected safety constraints, but was high enough to make
the electrode selections challenging. We tested the performance of three
approaches, termed “Full B–B”, “Selected B–B00 and “Projection” in con-
straining the active electrodes to N ¼ 4. The “Full B–B” approach applies
the Branch-and-Bound algorithm (for details, see description in the
Methods and in supplementary chapter S.1) on all 288 electrodes. The
“Selected B–B00 preselects a subset of potentially relevant electrodes using
an initial optimization with Itot pre ¼ 3Itot ¼ 6 mA, and applies the
Branch-and-Bound algorithm to this subset only. By that, the computa-
tionally more expensive Branch-and-Bound algorithm is applied to fewer
electrodes, making the convergence faster. The “Projection” approach
runs an optimizationwith safety constraints, selects theN electrodes with
highest current, and runs another optimization involving only those
electrodes.

Generally, restricting the number of active electrodes tends to in-
crease the targeting errors (Fig. 6A & B shows difference plots relative to
the optimizations with safety constraints depicted in Fig. 5A & B) and
decreases the focality particularly at gyral crowns. While the three ap-
proaches perform similar with respect to minimizing the targeting error,
the “Projection” approach is clearly inferior to the two Branch-and-
Bound algorithms in maintaining a focal stimulation when compared to
the optimizations without restricted number of active electrodes
(Fig. 6B). The two Branch-and-Bound algorithms perform very similar, so
that we used the faster “Selected B–B” algorithm for the subsequent
optimizations with restricted number of electrodes. These results imply
that our method for electrode selection outperforms the simpler “Pro-
jection” method, and that the “Selected B–B” heuristic performs very
similar to the “Full-BB” approach, albeit being faster.

We evaluated the effect of limiting the number of electrodes on the
achieved field focality (Problem 4). Fig. 7 shows the effect of limiting the
number of active electrodes N to 4, 6 and 8. The other parameters were
set to t¼ 0:2 V=m; Iind ¼ 1 mA; Itot ¼ 2 mA and “Selected B–B”. The
figure depicts a comparison with the field metrics obtained with and

without constraining the number of electrodes (Fig. 5A & B) for normal
field orientations. Allowing for only four active electrodes seems to
produce less focal electric fields in most of the brain. However, the
electric field focality seem to improve strongly when allowing for six
electrodes to be active. Further improvements, mainly in the gyral
crowns, can be achieved using eight active electrodes. Increasing the
number of electrodes beyond eight improves the results only marginally
further. Suppl. Figs. S11 and S12 show the corresponding results for
subcortical targets and tangential target orientations, respectively, con-
firming the above results. Taken together, even though a dense electrode
grid is needed to ensure that the best electrode positions can be chosen by
the optimization procedure, our results indicate that users of multi-
channel stimulators benefit little from using more than 8 active elec-
trodes for most cortical targets.

It is interesting to notice that the electric field in inferior positions is
not affected by limiting the number of electrodes to four. This is because
0.2 V/m is close to the maximum electric field in these positions (see
Fig. 4). As pointed out in the Methods, the maximum electric field is
achieved with ceilð2Itot=IindÞ ¼ 4 electrodes, meaning that the maximum
number of active electrodes in these positions is naturally limited to four.

3.6. Effect of constraining the angular deviation of the electric field in the
target

We evaluate the effect of explicitly constraining the angle of the
electric field in the target region, in addition to obeying safety constraints
(Problem 6). Fig. 8 shows the results for constraining the maximum angle
to θmax ¼ 15�; 22:5�and 30�in relation to the desired target field direction
that was chosen to be normal to the cortical sheet. The other optimization
parameters were set to t ¼ 0:2 V=m; Iind ¼ 1 mA and Itot ¼ 2 mA. The
results are shown as difference plots relative to the results depicted in
Fig. 5A & B.

Interestingly, the angle constraint causes only a slight reduction in the
achievable targeting accuracy and field focality in most brain areas,
except for regions that are above the low conductive skull base and are
surrounded by large amounts of CSF (Fig. 1A). At the latter positions, the
electric fields exhibit a profound tendency to point in the lateral direction
towards CSF, so that targeting accuracy and field focality are compro-
mised by enforcing a field direction normal to the cortical sheet. Suppl.
Figs. S13 and S14 show the same analysis for subcortical targets and for
targets with tangent orientations to the cortical sheet, respectively,
confirming the above results.

Constraining also the number of active electrodes, in addition to
constraining the angle of the electric field in the target region and
obeying to the safety constraints, can be done with low additional cost
with regards to the achievable targeting accuracy and field focality
(Problem 7). As an example, Fig. 9 shows the results for constraining
number of electrodes to N¼ 4, 6 and 8 and the field direction in the

Fig. 5. Performance metrics for optimization of the field focality with safety constraints (Iind ¼ 1 mA, Itot ¼ 2 mA) and a target intensity of t ¼ 0:2 V= m (Problem 3).
The direction of the target field was selected as normal to the local cortical surface. The montage with 288 electrodes was used. A) Targeting error. B) Effective Area.
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Fig. 7. Effect of varying the number of active electrodes during optimization of the field focality in the brain (Problem 4). The maximum number of active electrodes
was restricted to N ¼ 4; 6 and 8. The other optimization parameters were set to t¼ 0:2 V=m; Iind ¼ 1 mA; Itot ¼ 2 mA and the method to “Selected B–B00 A)
Difference in Targeting Error relative to the optimizations accounting only for the safety constraints (Fig. 5A). B) Difference in the Effective Area relative to the
optimizations accounting only for the safety constraints (Fig. 5B).

Fig. 6. Comparison of three methods to restrict the number of active electrodes during optimization of the field focality in the brain (Problem 4). The optimization
parameters were Iind ¼ 1 mA; Itot ¼ 2 mA; t ¼ 0:2 V=m and the number of active electrodes was exemplarily restricted to N ¼ 4. A) Difference in the achieved
Targeting Error, assessed relative to the optimizations without restrictions of the number of active electrodes, but otherwise identical settings (Fig. 5A). B) Difference
in the Effective Area, relative to the corresponding optimizations without restrictions of the number of active electrodes (Fig. 5B). Left columns in A and B: Branch-and-
Bound algorithm performed on all electrodes (Full B–B). Middle columns: Branch-and-Bound algorithm performed on a pre-selected set of electrodes (Selected B–B).
The pre-selection was performed by solving an optimization problem with relaxed safety constraints (Itot ← 3Itot), thereby locating electrodes that might potentially
contribute to the final optimized montage. Right columns: The “Projection” approach runs an optimization with safety constraints, selects the Nelectrodes with highest
current, and runs another optimization involving only those electrodes.
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target to θmax ¼ 22:5�. The other optimization parameters were set to
t ¼ 0:2V=m; Iind ¼ 1 mA; Itot ¼ 2 mA and “Selected B–B”. The results
are shown as difference plots relative to the results depicted in Fig. 5A &
B.

The similarity between the results in Figs. 9 and 7 demonstrates that
ensuring that the field only deviates slightly from the desired field di-
rection can be done at a small additional cost and confirms that a rela-
tively small number of active electrodes (e8) is still sufficient in that case.
Suppl. Figs. S15 and S16 show the same analysis for subcortical targets
and for targets with tangent orientations to the cortical sheet, respec-
tively, confirming the above results.

3.7. Multi-target optimization

To demonstrate the performance of our approach for multi-target
optimization (Problem 10), we tested a configuration where the gyral
crowns of the left and right hand knob areas of the motor cortices where
simultaneously targeted (N¼ 4 to 10 in steps of 2, t¼ 0:2V=m in both
targets, Iind ¼ 1 mA; Itot ¼ 2 mA, “Selected B–B00). The field direction
was chosen normal to the local cortical surface at both targets. Two sets
of optimizations were performed, the first with the field directions
pointing outwards at both targets (out/out) and an additional configu-
ration where the local field directions were opposite (in/out).

The resulting electric fields are shown in Fig. 10, confirming that the

Fig. 9. Effect of constraining the maximal number of active electrodes to N ¼ 4; 6 and 8with simultaneous constraints of the field direction during optimization of
the field focality in the brain (Problem 7). The field direction was constrained to deviate by maximally θmax ¼ 22:5	 from the target direction ðt ¼ 0:2 V=m; Iind ¼
1 mA; Itot ¼ 2 mA Þ. A) Difference in Targeting Error relative to the optimizations accounting only for the safety constraints (Fig. 5A). B) Difference in the Effective
Area relative to the optimization accounting only for the safety constraints (Fig. 5B).

Fig. 8. Effect of constraining the field direction in the target during optimization of the field focality in the brain (Problem 6). The field direction was constrained to
deviate by maximally θmax ¼ 15	; 22:5	; and 30	 from the specified target direction (other parameters: t ¼ 0:2 V=m; Iind ¼ 1mA; Itot ¼ 2mA). The number of active
electrodes was not constrained. A) Difference in Targeting Error relative to the optimizations accounting only for the safety constraints (Fig. 5A). B) Difference in the
Effective Area relative to the optimization accounting only for the safety constraints (Fig. 5B).
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fields are indeed focused around the two targets. The two electric field
hotspots become more confined and are gradually decoupled from each
other as the number of active electrodes increases from 4 to 8. Further
increasing to 10 active electrodes gives little additional improvement.
This is confirmed by the metrics for the targeting accuracy and field
focality (Suppl. Table 1) for the fields shown in Fig. 10. Taken together,
our formulation of the optimization problem allows for a balanced
simultaneous targeting of multiple brain regions. Even in the case of two
targets, we do not see large benefits of using more than 8 active elec-
trodes. However, only two target combinations were tested here, so that
is unclear whether this observation holds in general.

3.8. Time to run optimizations

In order to evaluate the time required for the optimizations with our
algorithms, we assessed the times for solving Problems 2, 3, 4, 6 and 7
with safety constraints Iind ¼ 1 mA and Itot ¼ 2 mA. For all except
Problem 2 (that maximizes the intensity), a target intensity of t ¼ 0:2 V=
mwas used. In addition, the number of active electrodes was constrained
to N ¼ 6 using the “Selected B–B00 algorithm and the angle deviation was
constrained to θmax ¼ 22:5	, if required by the tested problem. We used
the lead-field defined on the simplified middle grey matter model
(20,000 nodes) and with n ¼ 288 electrodes. We recorded the time taken
to calculate the Q, land Qtmatrices and perform the optimizations a
random sample of 1000 positions with targets defined in a direction
normal to the cortical surface on a Lenovo ThinkPad laptop computer
with an Intel i7-7500U processor (2 cores, 4 threads), 16 GB of memory, a
SSD hard-drive and running Ubuntu Linux 18.04.

Table 3 shows the minimum, median and maximum time to run the
optimizations. Problem 2 (intensity maximization) is the simplest prob-
lem to solve as it is a linear programming problem, which is reflected by
the timing results. Problem 3 (optimization of field focality) is a more
complex quadratic programming problem, but is still solved in less than a
second in most cases by our implementation. Problem 4 (optimization of
field focality with constraints on the number of active electrodes) is not a
convex problem anymore. However, the timings show that the imple-
mented Branch-and-Bound algorithm handles the L0 constraint effi-
ciently, as the median times are only two times larger than the ones
observed in the problem without constraint on the number of active
electrodes. Problem 6 (optimization of field focality with constraints on
the field angle in the target) is solved in a sub-optimal way, as a conic
solver would be more appropriate, but still requires less than 1 s in most
cases. Problem 7 (optimization of field focality with constraints on the
field angle in the target and the number of active electrodes) is the most
demanding case but is still solved in a few seconds on average and a few
minutes in worst case.

4. Discussion and conclusion

4.1. Summary of the algorithm and implementation

Several and in part opposing objectives exist for the optimization of
multi-electrode TES montages (e.g., intensity at the target vs. field
focality) and the optimization results are further influenced by safety and
technical constraints (e.g., limits on the maximally injected current and
maximal number of active electrodes). These different combinations of
objectives and constraints give rise to a variety of optimization problems,
which have different solutions and often require different algorithms. In
the current paper, we consider several practically relevant optimization
problems for multi-electrode TES montages and use a common mathe-
matical framework to sort these problems according to their character-
istics and complexity.

Unless the aim is to maximize the field in the target (Problems 2, 5
and 9), most of the considered problems share the common objective to
minimize the field energy in the brain in order to obtain focal fields. In
our implementation, the user sets them up by defining the desired

Fig. 10. Electric field distributions with optimized focality for simultaneous
targeting of the left and right handknob areas of the motor cortices (Problem
10). The constraints were set to (t¼ 0:2V=m in each of the two targets, Iind ¼
1 mA; Itot ¼ 2 mA), and the number of electrodes was constrained to N ¼ 4; 6;
8 and 10. In the left column, we set the fields in both targets to point outwards,
and in the right column, we set the field in the right motor cortex to point in-
ward and the field in the left motor cortex to point outwards.

Table 3
Time to run the optimization algorithm under various settings. To acquire the
timing, we ran optimizations on 1000 randomly selected points on the sub-
sampled grey matter surface, using the leadfield created with 288 electrodes.

Problem # Min. time (s) Median time (s) Max. time (s)

2 0.48 0.49 0.72
3 0.49 0.68 1.15
4 0.68 1.39 9.14
6 0.47 0.94 3.60
7 0.77 3.82 138.6
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strength and direction of the electric field in the target region, which are
practically meaningful and intuitive parameters. All considered prob-
lems, except Problem 1, which is a theoretical best-case scenario, obey
safety limits, which are defined by upper limits of the currents injected
per electrode and in total. When desired, also the maximal number of
active electrodes can be set to match the number of available stimulation
channels, and fine control of the maximal angular deviation of the target
field from the desired direction can be established in addition.

Our approach shares several features with previously published work.
For example, Guler et al. (2016a) proposed an optimization problem that
is based on similar quantities as used in the current work (field at target,
energy and current injection limits). However, in his approach, the
maximum energy is selected by the user while the field in the target
region and direction is maximized. We believe that our approach has the
advantage of using a more intuitive parameter as user input, as electric
field values that can serve as reference are often reported in simulation
studies, while energy values are rarely stated. Dmochowski et al. (2011)
proposed two types of optimization problems, a least squares approach
and a linearly constrained minimum variance approach (LCMV). The
least squares approach is based on the selection of a target region and
field direction, followed by a manual tuning of a weight parameter until
an acceptable field intensity is achieved in the target. The LCMV
approach closely resembles our optimization of the field focality as done
in Problem 2. The main difference is that in the LCMV approach defined
by Dmochowski et al. all electric field components in the complete target
region need to be specified and fulfilled exactly, while we use a more
relaxed constraint, in which only the average strength of the field in the
target along the specified direction needs to be fulfilled. As our approach
leaves more degrees of freedom for the solution, we expect to obtain
more focal fields, albeit at the cost of less control of the field at the target.
Other approaches use different quantities, such as Wagner et al. (2015)
where the user selects a maximum field value outside the target region, or
Ruffini et al. (2014) where a similarity measure to a target field is
optimized.

We addressed the practically important issue of limiting the number
of electrodes, given that TES stimulators usually have a small number of
channels available. This was done in a principled and efficient way by
using Branch-and-Bound algorithms. Noticeably, this algorithm does not
only promote quick convergence, but also certifies that the obtained
solution is close to the global optimum. Branch-and-bound algorithms
were already considered for a similar problem (Guler et al., 2016b), but
with substantially lower performance requiring a few hours to converge
for a single simulation. The higher efficiency of our implementation
(Table 3) is probably due to more suitable upper and lower bound
functions and the state-space definition. In addition, we established and
evaluated a useful heuristic for further accelerating the
Branch-and-Bound algorithm by preselecting “candidate” electrodes
(Figs. 6 and 7). Competing algorithms such as Genetic Algorithms (Ruf-
fini et al., 2014) provide no guarantee of convergence towards or prox-
imity to the global optima, and are also reported to need in the order of a
few hours to converge.

To the best of our knowledge, this is the first optimization study that
explicitly controls the electric field angle in the target, besides the LCMV
approach by (Dmochowski et al., 2011), where the angle needs to be
reached exactly. Our implementation was successful in solving the un-
derlying problem (a QCQP), and reasonably efficient obtaining results in
less than 1 s in most cases. The implementation is likely less efficient than
a cone solver, but it has the advantage of keeping the code base simpler
due to its similarity to the other considred problems. This new procedure
will allow for more in-depth investigations of the effect of angle on TES
outcome.

4.2. Summary of findings

The efficiency of the optimization algorithms, together with the
practically meaningful and intuitive input parameters in our

optimizations, allowed us to perform an extensive mapping of the opti-
mizations and test the effect of various constraints and parameter choices
across the entire cortex. Our results demonstrate that local anatomy plays
a significant role, as a far better field focality, better targeting accuracy
and higher intensities can be obtained for targets in superficial brain
areas compared to sulcal or deep targets (Figs. 3 and 4). This is the case
even for a theoretical best-case scenario without safety constraints.
Compared to this scenario, adding safety constraints strongly reduces the
obtainable field focality and targeting accuracy further, in particular for
deeper targets (Fig. 5). These observations are also in line with the
intensity-focality trade-off reported in (Dmochowski et al., 2011; see our
Suppl. Figs. S8–S10). Finally, additionally constraining the angle of the
field in the target to meet the desired direction has a low additional
penalty for most target positions (Fig. 8). While the results in the main
paper were obtained for cortical targets being oriented normally to the
grey matter sheet, we confirmed that the findings generalize to tangential
target directions and to targets in deep areas (Suppl. Figs. S1–S16).

It seems beneficial to perform the optimization of multi-electrode TES
montages on a fine electrode grid (up to ~300 electrodes, Suppl.
Figs. S2–S7), so that the optimization procedure can do fine adjustments
of the positions of the active electrodes in order to obtain the most focal
and intense electric fields. This is particularly relevant when aiming to
focus the field on superficial parts of the brain. However, it is important
to note that this fine grid is only required for the planning of the opti-
mized montage using the virtual head model, while only a few active
electrodes are finally required for the stimulation. However, this suggests
that the positions of these electrodes are required to be accurately
controlled in practice.

We observed that constraints on the total current delivered (sum of
absolute electrode currents) severely limits the benefit of increasing the
number of active electrodes beyond ~8, at least when targeting a single
area. This happens because the limits on the total current also limit the
ability to recruit secondary electrodes for cancelling the field in positions
of undesired stimulation, and therefore has effect similar to limiting the
total number of electrodes. A counterintuitive consequence of this is that
a limitation of the total current actually causes more energy to be
delivered to the brain, given that the target field intensity can be met.
Therefore, in order to archive the full benefit of focal optimized multi-
electrode stimulation, it would be useful to consider an extension of
the implemented safety constraints and possibly rather ensure that the
maximum current density in relevant tissues classes are kept below a
safety limit. In particular, limiting the current density in the skin to avoid
discomfort and heating of tissue due to stimulation not only immediately
beneath, but also in between the electrodes might be a rationale choice
for maximizing the benefit of focal optimized multi-electrode TES.

Our implementation of TES multi-electrode optimization also allows
for the incorporation of multiple targets. We exemplarily demonstrated
that the algorithm successfully created balanced focal fields around two
distant target regions, while also keeping the number of active electrodes
at a reasonably low number (Fig. 10). For targets placed closely together,
we might not be able to fully decouple the electric fields around each
target, in contrast to the situation tested in Fig. 10. This happens as the
electrodes involved in the stimulation of one target cause a significant
electric field also in the other target, as observed previously in (Saturnino
et al., 2017), so that a stimulation of the region between the two targets
cannot be fully avoided.

4.3. Limitations

Even though we explored a large range of parameters, some were kept
constant during all tests, most importantly the head model and the safety
constraints. Inter-individual variations in anatomy can impact on the
exact values for the optimum field focality, especially in the case of
disease (Dmochowski et al., 2013). However, we do not expect to reach
fundamentally different conclusions on the influence of the optimization
parameters or constraints when changing the head model. Even though
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specific anatomical features might enhance or counteract the effect of, for
example, adding safety constraints or limiting the number of electrodes,
these effects stem from the underlying physics involved in TES generated
electric fields. Changing the safety constraints may have an effect on the
focality-intensity trade-off (Fig. 5) and on the number of electrodes
needed for a focal stimulation (Figs. 7 and 9). If we increase the total
current bound Itot, we would expect the trade-off to persist, yet to be less
pronounced, because we more of the total current budget can be used
then to cancel out electric fields outside the target area. Decreasing the
individual current bound Iind while keeping the total current bound Itot
constant would result in more active electrodes and likely less focal
fields, as electrodes in sub-optimal positions would be needed to reach
the desired electric field at the target.

Importantly, there are many other factors besides variations in the
strength and spatial distribution of the electric field that can cause
variability in the outcome of an TES experiment, such as the brain state,
age, genetics and neurochemistry (Karabanov et al., 2016; Ridding and
Ziemann, 2010), which are not addressed within the optimization
framework presented in the current work.

5. Conclusion

We introduce a new algorithm to optimize TES electric fields and
assess the impact of optimization parameters and constraints. We show
that the maximally achievable field focality is fundamentally limited by
the anatomy of the head and its physical properties, and demonstrate a
focality-intensity trade-off. Given commonly implemented safety con-
straints, we show that there is little benefit in using more than eight
electrodes for TES electrode montages, even though the optimization
benefits of using a fine electrode grid for planning the electrode montage.
Furthermore, we found that the electric field can be controlled with little
penalty on field focality and that multiple distant targets can be opti-
mized while keeping effects of the stimulation balanced. The optimiza-
tion code used for this study will be available in a future version of our
open source software SimNIBS. This study was limited to traditional TES
methods. More recent methods, such as Temporally Interfering (TI)
Electric Fields (Grossman et al., 2017) might be able to generate more
focal fields in deeper brain areas than traditional TES methods. Algo-
rithms to optimize TI fields and study their limits and relationship to
optimization parameters and constraints are an interesting topic for
future research.
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Abstract 
Objective:  
Most approaches to optimize the electric field pattern generated by multichannel Transcranial 
Electric Stimulation (TES) require the definition of a preferred direction of the electric field in the 
target region(s). However, this requires knowledge about how the neural effects depend on the field 
direction, which is not always available. Thus, it can be preferential to optimize the field strength in 
the target(s), irrespective of the field direction. However, this results in a more complex 
optimization problem. 
 
Approach: 
We introduce and validate a novel optimization algorithm that maximizes focality while controlling 
the electric field strength in the target to maintain a defined value. It obeys the safety constraints, 
allows limiting the number of active electrodes and allows also for multi-target optimization. 
 
Main Results: 
The optimization algorithm outperformed naïve search approaches in both quality of the solution 
and computational efficiency. Using the amygdala as test case, we show that it allows for reaching a 
reasonable trade-off between focality and field strength in the target. In contrast, simply maximizing 
the field strength in the target results in far more extended fields. In addition, by maintaining the 
pre-defined field strengths in the targets, the new algorithm allows for a balanced stimulation of two 
or more regions. 
 
Significance: 
The novel algorithm can be used to automatically obtain individualized, optimal montages for 
targeting regions without the need to define preferential directions. It will automatically select the 
field direction that achieves the desired field strength in the target(s) with the most focal stimulation 
pattern. 



1. Introduction 
Transcranial electric stimulation (TES) methods inject weak direct or alternating currents via scalp 
electrodes in order to create an electric field in the brain that modulates neural activity [1]. In order 
to improve the robustness of the stimulation outcome and to be able to causally relate the behavioral 
stimulation effects with the modulation of specific brain areas, it is important to limit the electric 
field region to one or more regions of interest. However, as the electric field is shaped by the 
individual head anatomy [2], targeting TES electric fields is not a trivial task. Therefore, multiple 
optimization approaches have been proposed in order to automatically plan multichannel TES 
interventions [3–9]. 

Most TES optimization methods aim to maximize, control or approximate projections of the electric 
field in a specific direction in the target region, rather than the absolute field strength (or norm) 
irrespective of direction. This can be a good choice for many cortical targets, as it is thought that the 
physiological TES effects are direction dependent, such that an electric field pointing into and out 
of the cortical surface correspond to anodal and cathodal stimulation [10,11]. However, a 
preferential direction might not always be clearly defined, such as in the case of subcortical targets. 
Instead, optimizing the electric field strength might be preferred in this case. This problem was 
tackled in two prior studies that proposed methods to maximize the field strength in a single target 
without control of the focality of the resulting field [4,5]. 

Here, we introduce a novel TES optimization algorithm which controls the field strength in one or 
more targets while minimizing it elsewhere and at the same time complying with safety constraints 
and limiting the number of active electrodes. Controlling the target field strength to reach a desired 
value instead of maximizing it allows for leveraging the trade-off between strength and focality, and 
for the balanced stimulation of two or more targets. We show that our approach outperforms naïve 
brute-force search and demonstrate that it succeeds in optimizing montages for the balanced 
stimulation of the bilateral amygdala. 

 

2. Methods 
2.1Head Model 

We used the example head model from SimNIBS 3.1 (www.simnibs.org) [12] Ernie with six tissues 
compartments, White Matter (WM), Gray Matter (GM), Cerebrospinal Fluid (CSF), Skull, Scalp, 
and Eyes (figure 1(a)). The standard tissue conductivities in SimNIBS were used [13]. Details of the 
MR image types and parameters and of the methods used to create the head model are given in [14]. 

2.2 Electric Field Simulations 

The optimization algorithm builds upon a leadfield matrix 𝑨 [9,15], which is constructed by 
selecting a fixed return electrode and then injecting a unity current sequentially through each 
remaining electrode. The leadfield allows for quick evaluations of the electric fields produced by 
any current combination by leveraging the linearity of the field with respect to the injected currents. 
Here, we used 𝑛 = 74 electrodes placed according to the EEG 10-10 system and performed 
simulations in SimNIBS 3.1 using Neumann boundary conditions in the electrode surfaces and the 
MKL PARDISO solver [16].  



2.3 Mathematical Formulation 

The mean electric field strength in a target region Ω! is given by 
"
#!"

∫ ‖𝑬‖$"
𝑑𝑉 = 	 "

#!"
∫ -𝐸%& + 𝐸'& + 𝐸(&	𝑑𝑉$"

, (1) 

where 𝑬	is the electric field and 𝑉$" the volume of the target region. We can approximate the mean 
of the norm by  

"
#!"

∫ ‖𝑬‖$"
𝑑𝑉 ≈ 5	

"
#!"

∫ 𝐸%& + 𝐸'& + 𝐸(&	𝑑𝑉,$"
(2) 

which is a good approximation for a small target region, or if the electric field is approximately 
constant inside Ω!. Using this approximation and discretizing the system, we can write the equation 
above as 

"
#!"

∫ ‖𝑬‖$"
𝑑𝑉 ≈ 	-𝒙)𝑸!𝒙), (3) 

where 𝒙 is an 𝑛 × 1 vector of electrode currents, and 𝑸! is a 𝑛 × 𝑛 symmetric positive semidefinite 
matrix given by 

𝑸! =
"
#!"

𝑨)𝑮!𝑨. (4) 

𝑮! is a diagonal matrix with zeros in entries outside the target region and element volume values for 
entries inside the target region. 

2.4 Optimization Problems 

We set up an optimization problem to minimize the field outside the target region, while keeping the 
mean field strength in the target region at a desired value 𝑡, in line with [9]: 

 

 

Here, P1.1 calculates the total field energy, P1.2 controls the field strength in the target, P1.3 
enforces Kirchhoff’s law, P1.4 limits the total current injected, and P1.5 limits the current injected 
through each electrode. Please see [9] for more details. In the following, we only consider the field 
energy in GM for optimization (P1.1). However, in general, any region can be used.  

minimize			 𝒙)𝑸𝒙         (P1.1) 

subject	to 𝒙)𝑸!𝒙 = 𝑡& (P1.2) 

 	𝟏𝐓𝒙 = 0 (P1.3) 

 ‖𝒙‖" ≤ 	2𝐼+,+ (P1.4) 

 −𝐼-./ ≤ 𝑥0 ≤ 𝐼-./,			𝑖 = 1, 2, … , 𝑛 (P1.5) 

Problem 1: Minimize field energy while controlling the electric 
field strength in the target region. 



We can extend Problem 1 to limit the number of active electrodes to 𝑁, and to control the electric 
field strength in 𝑛! target regions:  

 

2.5 Implementation 

In contrast to the control of a field component along a specific direction, constraint P1.2 makes 
problem 1 non-convex. However, this constraint can be dealt with effectively using convex-concave 
programming (CCP) [17]. This class of optimization algorithms works in problems where each term 
can be written as a difference of a convex and a concave function, called difference of convex (DC) 
programming problems. It then proceeds by linearizing the concave part of the functions, thereby 
obtaining convex optimization problems which can be readily solved. 

In order to apply the CCP algorithm, we first substitute the equality constraint P1.2 with an 
inequality constraint 

𝒙)𝑸!𝒙 ≥ 𝑡&. (5) 

Any solution to the modified problem is also a solution to the original one, as for any point 𝒙′ in the 
feasible region of the modified problem there exists another point 𝑥11 = 𝑥′

-𝒙)𝑸!𝒙)
V  , which fulfills 

both constraint P1.2 and Inequality 5 and has a smaller objective value. Linearizing inequality 5 
around a point 𝒙2, we obtain the term 

2𝒙2)𝑸!𝒙 − 𝒙2)𝑸!𝒙2 	≥ 𝑡&. (6) 

Because of the convexity of the quadratic term, any point that obeys inequality 6 also obeys Inequality 
5. We then solve at each step 𝑘 an optimization problem: 

minimize			 𝒙)𝑸𝒙         (P2.1) 

subject	to 𝒙)𝑸!#𝒙 = 𝑡0&, 𝑖 = 1,… , 𝑛!	 (P2.2) 

 	𝟏𝐓𝒙 = 0 (P2.3) 

 ‖𝒙‖" ≤ 	2𝐼+,+ (P2.4) 

 −𝐼-./ ≤ 𝑥0 ≤ 𝐼-./, 𝑖 = 1, 2, … , 𝑛 (P2.5) 

 ‖𝒙‖3 ≤ 𝑁 (P2.6) 

Problem 2: Minimize field energy while controlling the electric 
field strength in 𝑛! regions and limiting the number of active 
electrodes to 𝑁 



 

where 𝜉2 is a nondecreasing penalty term and 𝑠 is a slack variable. The introduction of the slack 
variable allows for the algorithm to be initialized at a point 𝒙3 which violates inequality 5, and for it 
to better explore the optimization domain and find regions of lower objective value [17]. In order to 
obtain a feasible solution, we increase the penalty term at each iteration by a factor 𝜇 > 1, until a 
maximum value of 𝜉456	is reached 

𝜉28" = min(𝜇𝜉2 , 𝜉456	). (7) 

For the current work, we used 

𝜉3 =
𝒙3)𝑸𝒙3
𝒙3)𝑸!𝒙3

× 109&, (8) 

𝜉456 = 𝜉3 × 10:, (9) 

𝜇 = 2. (10) 

The initial points 𝒙3are obtained by solving the constrained eigenvalue problem 

_𝑸!	𝒙 = 𝜆𝒙
1)𝒙 = 0

, (11) 

and then scaling the eigenvalues so that they obey constraints (P1.4) and (P1.5). In order to obtain 
solutions closer to the global optimum, we performed a total of 20 starts for each optimization. We 
considered that the optimization converged when the objective stopped decreasing and the electric 
field strength in the target stopped increasing 

a
𝒙29") 𝑸𝒙29" − 𝒙2)𝑸𝒙2 < 𝛿3
𝒙2)𝑸!𝒙2 − 𝒙29") 𝑸!𝒙29" < 𝛿!

, (12) 

where 

𝛿3 = 𝒙29") 𝑸𝒙29" × 109;, (13) 

𝛿! = 𝒙29") 𝑸!𝒙29" × 109;. (14) 

Notice that, if the target strength value 𝑡 is too large, it might not be reachable, which makes 
problem 1 infeasible. In this case, the slack term 𝜉2𝑠 dominates and the optimization algorithm will 
naturally convert to a problem of maximizing field strength in the target region. 

minimize			 𝒙)𝑸𝒙 + 𝜉2𝑠         (P3.1) 

subject	to −2𝒙2)𝑸!𝒙 ≤ 𝑠 − 𝑡& − 𝒙2)𝑸!𝒙2 	 (P3.2) 

 	𝟏)𝒙 = 0 (P3.3) 

 ‖𝒙‖" ≤ 	2𝐼+,+ (P3.4) 

 −𝐼-./ ≤ 𝑥0 ≤ 𝐼-./,			𝑖 = 1, 2, … , 𝑛 (P3.5) 

 𝑠 ≥ 	0 (P3.6) 

Problem 2: Linearization of problem 1 around a point 𝒙2 



In order to deal with many target regions simultaneously (Constraint P2.2), we go through the same 
steps as with a single constraint, but modify the constrained eigenproblem used for initialization 
(Equation 11) to use the sum of the 𝑸!# matrices. 

Constraining the number of active electrodes (Constraint P2.6) leads to a combinatorial problem. 
However, this problem can be efficiently solved using the branch-and-bound algorithm described in 
[9]. 

2.6 Validation 

In order validate our optimization algorithm, we used it to optimize 1000 randomly chosen GM 
target regions, each with a 10mm radius. To test whether the results obtained were indeed optimal, 
we compared the solutions to the best value obtained by optimizing the electric fields while 
controlling directional components (i.e. solving Problem 3 in [9]) in 25 directions equally spaced in 
a half-sphere. 

Afterwards, we performed optimizations while controlling the field strength in two targets 
simultaneously. Two hundred pairs of target regions were randomly selected in GM. To validate the 
algorithm, we compared the results with the best values obtained from minimizing the total field 
energy while controlling the field component in each target independently (Problem 8 in [9]). We 
searched all combinations of 12 equally spaced directions in a half sphere for one of the targets and 
25 directions in a full sphere for the other target, which gives a total of 300 directions. In all cases, 
we limited the total current injected to 2 mA and the current injected per electrode to 1mA. The 
target intensity was set to 0.2 V/m. Performance of the optimization was assessed using ratio of the 
energy (P1.1) of the solutions obtained with the optimization and the search method (ratios < 1 
indicate better performance of the optimization method).  

2.7 Subcortical Target 

To illustrate the effect of the target field strength on the electric field, we optimized electrode 
montages while controlling the field strength either in the left amygdala (figure 1(b)-(c)) or the 
bilateral amygdala (figure 2), and also maximized the field strength in these regions. The current 
flow through each electrodes was limited to 1 mA, the total current injected to 4 mA and the 
number of active electrode was limited to 8 using the branch-and-bound algorithm described in [9]. 
The target intensity was set to 0.2 V/m, 0.4 V/m or maximized. In the two-target case, the later was 
done while keeping the electric field strength in both targets the same. Even though the images 
show the electric field in grey and white matter, only the electric field in gray matter was considered 
during optimization. 

3. Results 
3.1 Validation 

When controlling the field strength of one target, our optimization approach outperformed the naïve 
search in all the cases (range of energy ratios between optimized vs searched solutions: 0.87 to 0.99; 
95% confidence interval, CI), while running ~1.7 times faster (2.2 vs. 3.7 seconds). For the two-
target control, the optimization was better in 99.5% of the cases (range of energy ratios between 
optimized vs naïve search: 0.82 to 0.97; 95% CI), while running ~3.5 times faster (4.0 vs. 14.5 
seconds). 



3.2 Subcortical Target 

The peak electric fields are not located in the subcortical target, but in more superficial structures 
(figure 1(b)), which is expected from earlier findings [9]. Interestingly, however, as the field 
strength in the target increases, the fields in superficial regions get disproportionally stronger (i.e. 
the focality decreases strongly). This is expected due to physical limitations in the distribution of 
electric fields [3,9]: Increasing the field strength in the target is achieved by increasing the distance 
between anodes and cathode (Figure 1C), which lowers focality. This suggests that controlling the 
field strength rather than simply maximizing is preferred to maintain a better focality. 

Figure 2 shows the same intensity-focality trade-off for the two target case. Interestingly, the trade-
off between 0.2 V/m and 0.4 V/m seems small. The electrode montages changes from being 
symmetric along the sagittal plane to a frontal-posterior montage as the target intensity increases 
beyond 0.4 V/m (Figure 2B). 

4. Discussion 
Our new algorithm is capable of optimizing the focality of multichannel TES montages while 
controlling the field strength in multiple targets. The algorithm performs better than simple search 
both in terms of the optimality of the solution and time. When compared to the results obtained by 
maximizing the field strength in the target, the algorithm can strongly improve the focality of the 
stimulation at merely moderately weaker fields in the target. 

Exemplary optimization of the field strength in the uni- and bilateral amygdala reveal that relatively 
high field strengths can be obtained also for bilateral targeting, but also shows an expected 
intensity-focality trade-off and stronger fields in cortical regions. Controlling the field strengths in 
the bilateral amygdala rather than merely maximizing it achieves a balanced montage in which both 
targets are similarly stimulated. 

For superficial targets, it might often be more desirable to control a specific field component in 
order to ensure that the field is oriented perpendicularly to the cortical surface in the target area. For 
subcortical targets, however, a preferential direction might not be easily defined and the control of 
the field strength might be preferred. The new algorithm is computationally efficient and obeys 
safety and practical constraints, rendering it suited for use in empirical TES studies. It will be 
released as open source in a future version of the transcranial brain stimulation simulation and 
optimization software SimNIBS [12]. 
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Figure Legends 
Figure 1 

 
 

(a) Horizontal slice through the Ernie head model, automatically created by the SimNIBS headreco 
pipeline. The six tissues are white matter (dark blue), gray matter (light blue), CSF (green), skull 
(yellow) and scalp (red). (b) Optimized electric fields in gray and white matter while controlling the 
field strength in the left caudal amygdala to be 0.2 V/m, 0.4 V/m, or while maximizing it. The target 
is delineated in blue. Notice that the color scale changes proportionally with the electric field in the 
target. (c) Optimized electric fields in the central gray matter surface together with the active 
electrodes. 



 

Figure 2 

 
(a) Optimized electric fields in gray and white matter while controlling the field strength inside the 
two targets delineated in blue. The electric field strength in both targets was set to 0.2 V/m, 0.4 
V/m, and increased further until the achieved field strength started differing between both targets. 
The color scale changes proportionally with the electric field strength in the target. (b) Optimized 
electric fields shown in the central gray matter surface with the electrode montages overlaid. 
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Chapter 1
SimNIBS 2.1: A Comprehensive Pipeline 
for Individualized Electric Field Modelling 
for Transcranial Brain Stimulation

Guilherme B. Saturnino, Oula Puonti, Jesper D. Nielsen, Daria Antonenko, 
Kristoffer H. Madsen, and Axel Thielscher

1.1  Introduction

Non-invasive brain stimulation (NIBS) aims at modulating brain activity by  
inducing electric fields in the brain [1]. The electric fields are generated either by a 
magnetic coil, in the case of transcranial magnetic stimulation (TMS), or by a cur-
rent source and electrodes placed directly on the scalp, in the case of transcranial 
electric stimulation (TES). In both cases, the induced electric fields in the brain have 
a complex and often counter-intuitive spatial distribution, which is dependent on the 
individual anatomy of a target subject. In recent years, there has been a growing 
interest in moving away from a one-size-fits-all stimulation approach in NIBS to 
more individually informed protocols [2]. The driving force behind this shift is the 
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widely reported variation of NIBS effects within and between individuals [3], which 
could be explained in part by the interplay of the individual anatomy and the electric 
field propagation [4]. Although software tools have become available that generate 
realistic anatomical models of the head based on magnetic resonance imaging 
(MRI) scans and use those models to numerically estimate the electric field induced 
in the brain, they are still not predominantly used in NIBS studies. This is likely due 
to the lack of robustness and usability of the previous generation of tools, in turn 
hampering the individualized application of NIBS in both mapping the human brain 
function and as a rehabilitation tool in various neuropathologies [5, 6].

The aim of SimNIBS is to facilitate the use of individualized stimulation model-
ling by providing easy-to-use software tools for creating head models, setting up 
electric field simulations, and visualizing and post-processing the results both at 
individual and group levels. SimNIBS was first released in 2013 [7], had a major 
update in 2015, with the release of version 2 [2], and more recently another major 
update with the release of version 2.1, described in the current work. SimNIBS 2.1 
is a free software, distributed under a GPL 3 license, and runs on all major operating 
systems (Windows, Linux and MacOS). In this tutorial, we will concentrate on 
what SimNIBS 2.1 can be used for and how the analyses are performed in practice 
with step-by-step examples. The chapter is structured as follows: First, we give a 
general overview of the simulation pipeline and of its building blocks. Next, we 
provide a step-by-step example of how to run a simulation in a single subject, and 
then we demonstrate a set of MATLAB tools developed for easy processing of mul-
tiple subjects. Finally, we conclude with an analysis of the accuracy of automated 
electrode positioning approaches. More information, as well as detailed tutorials 
and documentation can be found from the website www.simnibs.org.

1.2  Overview of the SimNIBS Workflow

Figure 1.1 shows an overview of the SimNIBS workflow for an individualized elec-
tric field simulation. The workflow starts with the subject’s anatomical MRI images, 
and optionally diffusion-weighted MRI images. These images are segmented into 
major head tissues (white and grey matter, cerebrospinal fluid, skull and scalp). From 
the segmentations, a volume conductor model is created, and used for performing the 
electric field simulations. The simulations can be set up in a graphical user interface 
(GUI) or by scripting. Finally, the results can be mapped into standard spaces, such 
as the Montreal Neurological Institute (MNI) space or FreeSurfer’s FsAverage.

1.2.1  Structural Magnetic Resonance Imaging Scans

The minimum requirement for running an individualized SimNIBS simulation is a 
T1-weighted structural scan of a subject’s head anatomy. Although SimNIBS will 
run on almost all types of T1-weighted scans, we have found that setting the readout 
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bandwidth low to ensure a good signal-to-noise ratio in the brain region and using a 
fat suppression method, such as selective water excitation, to minimize the signal 
from spongy bone, typically ensure a high quality of the resulting head models. See 
Fig. 1.2 for an example of good quality scans we found to work well with SimNIBS 
and [8] for the details of the sequences.

Including a T2-weighted scan is optional, but highly recommended as it facili-
tates accurate segmentation of the border between skull and cerebrospinal fluid 
(CSF). Both skull and CSF appear dark in T1-weighted scans, whereas in 
T2-weighted scans the CSF lights up, thus guiding the separation between the tis-
sues. Skull has a low electric conductivity, while CSF is highly conducting,  meaning 
that any segmentation errors in these two compartments can have a large effect on 
the resulting electric field distribution inside the head, especially when TES is 
applied [8]. If you are interested in modelling the neck region in detail, we recom-
mend using neck coils if these are available at the imaging site.

Fig. 1.1 Overview of the SimNIBS workflow

1 SimNIBS 2.1: A Comprehensive Pipeline for Individualized Electric Field…
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Optionally, SimNIBS also supports modelling of anisotropic conductivities for 
grey (GM) and white matter (WM), which requires a diffusion-weighted MRI scan 
(dMRI). Only single shell data (i.e. with a single b-value in addition to some b = 0 
images) with a single phase encoding direction for the echo planar imaging (EPI) 
readout is supported.

1.2.2  Volume Conductor Modelling

The first step in the pipeline is the generation of a volume conductor model of the 
head, which is needed for simulating the induced electric fields. In order to create 
this finite element (FEM) mesh, we need to assign each voxel in the MRI scan(s) to 
a specific tissue class, i.e. to segment the scan into the different head tissues. 
Currently, SimNIBS offers two options for segmentation: mri2mesh [7] and head-
reco [8].

mri2mesh combines FSL [9] (version 5.0.5 or newer) and FreeSurfer [10] (ver-
sion 5.3.0 or newer) to segment the head tissues. FSL is used to segment the extra- 
cerebral tissues, while FreeSurfer is used to segment the brain and to generate 
accurate surface reconstructions of the grey matter sheet. Note that mri2mesh is 
restricted only to the head and does not create models of the neck region.

headreco uses the SPM12 [11] toolbox for segmenting the MRI scan, and is now 
the recommended option in SimNIBS. It has been shown to be more accurate in 
segmenting the extra-cerebral structures, especially the skull, compared to 
mri2mesh [8], while also providing accurate segmentations of the brain tissues. 
The computational anatomy toolbox (CAT12, recommended) [12] provided with 

Fig. 1.2 Example of high-quality T1- and T2-weighted scans likely to work well with 
SimNIBS. Note that in the T1-weighted scan, the skull appears dark due to the fat suppression

G. B. Saturnino et al.
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SPM can be used to create surface reconstructions of the grey matter sheet which 
are on par with the accuracy of those generated by FreeSurfer [12]. In addition, 
headreco has an extended field of view, also modelling the neck region. For ease of 
use, both SPM12 and CAT12 are distributed together with SimNIBS.

Once the segmentation by either method has finished successfully, the tissue 
maps are cleaned by applying simple morphological operations, and used to create 
surface reconstructions. As a final step, the FEM mesh is generated by filling in 
tetrahedrons between the tissue surfaces using Gmsh [13].

Neither mri2mesh nor headreco have off-the-shelf support for pathologies such 
as tumours or lesions. These can however be included into the head models by 
manually editing the segmentation masks generated by the methods. When using 
mri2mesh, please consult the FreeSurfer website (https://surfer.nmr.mgh.harvard.
edu/fswiki/FsTutorial/WhiteMatterEdits_freeview) on how to handle scans with 
pathologies. Manual edits using headreco should be done on the output segmenta-
tion masks in the mask_prep folder located within the m2m_{subID} folder. Once 
corrections have been made, the surface meshing step (“headreco surfacemesh 
subID”) and volume meshing step (“headreco volumemesh subID”) should be 
re-run to generate the edited head model. Note that when creating head models from 
scans with pathologies, the CAT12 toolbox should not be used.

dwi2cond (optional) uses FSL (version 5.0.5 or newer) to prepare diffusion ten-
sors for GM and WM from dMRI data. The tensors are used by SimNIBS to esti-
mate anisotropic conductivities in WM and GM during the FEM calculations.

1.2.3  Simulation Setup

Simulations can be set up using the graphical user interface (GUI), which provides 
an interactive view of the head model. This allows users to easily select parameters 
such as coil positions, electrode positions and shapes, as well as more advanced set-
tings such as tissue conductivities and post-processing options.

It might also be of interest to do simulations of one or a few different setups 
across a group of subjects. With this in mind, version 2.1.1 introduced a new inter-
face for setting up simulations using MATLAB or Python scripts.

The GUI as well as the scripts will be described in more detail in Sect. 1.3, as 
well as on the website www.simnibs.org.

1.2.4  Finite Element Method Calculations

Transcranial direct current stimulation (tDCS) simulations begin by adding elec-
trodes to the head model. In this step, nodes in the skin surface are shifted to 
form the shape of the electrode, while keeping good quality elements. Afterwards, 
the body of the electrodes is constructed by filling in tetrahedra. As this step does 
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not require re-meshing the entire head, it can be done much more efficiently 
compared to other methods that require re-meshing, especially when only a few 
electrodes are used.

TMS simulations start by calculating the change in the magnetic vector potential 
A, that is the d dt

A  field in the elements of the volume conductor mesh for the 
appropriate coil model, position and current. There are currently two types of coil 
models:

.ccd files: Created from geometric models of the coil and represented as a set of 
magnetic dipoles from which we can calculate the d dt

A  field using a simple 
formula [14].

.nii files: Created either from geometric models of the coils or direct measurement 
of the magnetic field [15]. Here, the d dt

A  field is defined over a large volume, 
and the calculation of the d dt

A  at the mesh elements is done via interpolation. 
This allows for faster simulation setup at little to no cost in simulation 
accuracy.

Both simulation problems are solved using the FEM with linear basis functions. 
This consists of constructing and solving a linear system of the type Mu = b, where 
M is a large (in SimNIBS typically ~106 × 106) but sparse matrix, called the “stiff-
ness matrix”, u are the electric potentials at the nodes and the right-hand side b 
contains information about boundary conditions (such as potentials in electrode sur-
faces in tDCS simulations), and source terms (such as the d dt

A  field in TMS simu-
lations). SimNIBS solves the linear system using an iterative preconditioned 
conjugate gradient method [16]. SimNIBS 2.1 uses GetDP [17] to form the linear 
system, which in turn calls PETSc [18] to solve it.

TDCS simulations can also be easily extended to simulations of transcranial 
alternating current stimulation (tACS). In the frequency ranges used in tACS, a 
quasi-static approximation holds [19]. In the quasi-static approximation, the rela-
tionship between input currents I(t) and the electric field at the positions x, E(x) is 
linear:

 
E t I tx x,( ) = ( ) ( )α

 

where α(x) is a proportionality constant, meaning that it does not vary during the 
oscillation. This constant can be obtained simply by running a simulation where we 
set the input current to unity. I(t) is the input current. For example, a sinusoidal cur-
rent input can be written as

 
I t I t

fo( ) = +( )sin 2π φ
 

where f is the stimulator frequency, ϕ the stimulator phase and Io the stimulator 
amplitude, which corresponds to half of the peak-to-peak current. Usually, we 
would visualize the electric field at the maximum or minimum of I(t), which 
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corresponds to ±Io. In case several stimulators are used at different frequencies of 
phases, we have several pairs (αi(x)Ii(t)), one for each stimulator, and the total elec-
tric field at a given time point is given by the sum of their individual contributions

 
E t I t

i

n

i ix x,( ) = ( ) ( )
=
∑

1

α
 

1.2.5  Mapping Fields

The result of the FEM calculation is the electric field at each tetrahedral element of 
the subject’s head mesh. However, visualization is often easier using cortical sur-
faces or NifTI volumes. Therefore, SimNIBS 2.1 can transform fields from the 
native mesh format to these formats via interpolation. Our interpolation algorithm is 
based on the superconvergent patch recovery method [20], which ensures interpo-
lated electric field values that are consistent with tissue boundaries.

When performing simulations on multiple subjects, we often want to be able to 
directly compare the electric field across subjects to, for example, correlate the elec-
tric field with behavioural or physiological data on the stimulation effects [21]. For 
this purpose, SimNIBS can also transform simulation results to the MNI template, 
using linear and non-linear co-registrations, as well as to the FreeSurfer’s FsAverage 
surface.

1.3  Practical Examples and Use Cases

1.3.1  Hello SimNIBS: How to Process a Single Subject

Here we describe how to run a TMS and a tDCS simulation on a single example 
subject. The example subject “Ernie” can be downloaded from the SimNIBS web-
site, and the steps below can be reproduced step by step to get familiar with 
SimNIBS.

 Generating the Volume Conductor Model

Open a terminal and go to the directory “ernie” to access the example data set. Copy 
the content of the “org”-subfolder to another location in order to not overwrite the 
files of the original example dataset. Next, go to the folder where you copied the 
data, and call headreco to generate the volume conductor model:

1 SimNIBS 2.1: A Comprehensive Pipeline for Individualized Electric Field…
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headreco all --cat ernie ernie_T1.nii.gz ernie_T2.nii.gz

In the command, the first argument, “all”, tells headreco to run all reconstruction 
steps including: segmentation, clean-up of tissue maps, surface meshing, and vol-
ume meshing. The second argument, “--cat” is a flag for using the CAT12 toolbox 
for accurate reconstruction of the cortical surface. The third argument, “ernie”, is a 
subject identifier (subID), which is used to name generated folders, e.g. m2m_ernie, 
and output files, e.g. ernie.msh. The two final arguments are the paths to the T1- and 
T2-weighted structural scans.

A few extra input options are useful to know:

-d no-conform Adding this option will prevent headreco from modifying, i.e. trans-
forming and resampling, the original MRI scan. This might be desirable when a 
one-to-one correspondence between the head model coordinates and the neural 
navigation system coordinates is required.

-v < density > This option allows you to set the resolution, or vertex density (nodes 
per mm2), of the FEM mesh surfaces. By default, SimNIBS uses 0.5 nodes/mm2 
as the <density > value.

In general, we recommend using the --cat option; however, the execution time 
will be longer compared to omitting the option. In addition, if you want to process 
scans with pathologies, you should not use CAT12, as the cortical reconstruction is 
not designed to work with pathologies.

After headreco has finished, please check the quality of the head model by 
calling:

headreco check ernie

If needed, open a new terminal for this operation and go into the folder in which 
you started headreco the first time. For our example case, the subject identifier is 
“ernie”, but please replace this one with whichever subID was used in the first call 
to headreco. Note that we recommend that you have installed freeview (provided 
by FreeSurfer, available on Linux and Mac OS X platforms) to visualize the results. 
The check function displays two windows for inspecting the output. The first win-
dow shows the T1-weighted scan with the segmentation and structure borders over-
laid (Fig. 1.3, left). We recommend de- selecting the segmentation (ernie_final_contr.
nii) in freeview, and checking that the segmentation borders follow the intensity 
gradients of different tissues (Fig. 1.3, middle). Fig. 1.4 shows the second freeview 
window, which displays the T1-weighted scan co-registered to the MNI template. 
We recommend checking if the T1-weighted scan overlaps well with the MNI tem-
plate by de-selecting the T1-weighted scan (T1fs_nu_nonlin_MNI.nii) in freeview 
(Fig. 1.4, right). Figure 1.5 shows an example of a segmentation error where the 
skull is erroneously labelled as skin. This can be seen in the front of the head, where 
the skin label protrudes into the skull. This example emphasizes the need for fat-
suppressed data when only a T1-weighted scan is used. In the scan shown in Fig. 1.5, 
spongy bone is bright with intensities comparable to those of scalp, causing the 
segmentation method to mis-classify it as extra-cerebral soft tissue. Small segmen-
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tation errors like this can be corrected by manually re-labelling the segmentation 
masks in the “mask_prep” folder located in the m2m_{subID} folder, and re-running 
the surface and volume meshing steps. If you are not familiar with using freeview, 
please refer to the tutorial on the SimNIBS website (http://www.simnibs.org/_media/
docu2.1.1/tutorial_2.1.pdf). If you do not have access to freeview, the visualizations 
will be displayed using SPM. However, these are very primitive and are not recom-
mended for checking the output from headreco.

Fig. 1.3 Data displayed after calling the check option. Left: T1-weighted scan with the segmenta-
tion and structure borders overlaid. Middle: structure borders overlaid on the T1-weighted scan 
after de-selecting the segmentation in freeview. Right: zoom-in of the cortex. Note that the seg-
mentation borders nicely follow the intensity borders between the tissues

Fig. 1.4 Data displayed after calling the check option. Left: T1-weighted scan co-registered to the 
MNI template. Right: MNI template shown after de-selecting the T1-weighted scan in freeview. 
Note that the scans seem to be well registered
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Finally, you should inspect the volume conductor mesh for any obvious errors. 
This can be done by calling:

gmsh ernie.msh

in the subject folder. This call opens a gmsh window displaying the generated 
head model; please see the tutorial on the website if you are not familiar with 
gmsh (http://www.simnibs.org/_media/docu2.1.1/tutorial_2.1.pdf).

The folder structure and most important files are shown in Table 1.1.

• eeg_positions/ Folder containing the 10-10 electrode positions for the subject 
both as a “.csv”, used for acquiring electrode positions, and a “.geo” file, used for 
visualization of the positions in Gmsh. If you have custom electrode positions, 
they should be added here as a .csv file.

• mask_prep/  Folder containing the cleaned tissue maps along with the white mat-
ter and pial surface files if CAT12 was used. In case there are errors in the seg-
mentation, the masks can be manually corrected and a new head model can 
subsequently be generated. Note that the CAT12 WM and GM surfaces can cur-
rently not be modified.

• headreco_log.html, a log-file with output from the headreco run. If something 
goes wrong, the log-file helps with troubleshooting, and should be sent as an 
attachment when contacting the SimNIBS support email list (support@simnibs.
org).

• ernie.msh, the FEM head model used for the simulations.
• ernie_T1fs_conform.nii.gz, the input scan in the conform space defined by the –d 

option. This scan has the same millimetre space as the head model, and can be 
used to annotate landmarks which can then be directly transformed onto the head 
model.

Fig. 1.5 Example of a segmentation error after headreco processing. The spongy bone is errone-
ously labelled as skin. This example emphasizes the need for fat-suppression when using only a 
T1-weighted scan
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 Setting Up a Simulation

Once the head model is ready, we can set up tDCS and TMS simulations interac-
tively using the GUI. The GUI can be started on the command line by calling:

simnibs_gui

In the GUI, the user can:

• Visualize and interact with head models.
• Define electrode and coil positions by clicking in the model or selecting a posi-

tion from the EEG 10-10 system.
• Visually define electrode shapes and sizes.
• Select from the available coil models.
• Change tissue conductivity parameters and set up simulations with anisotropic 

conductivity distributions.
• Run simulations.

In the GUI, there are two types of tabs, one for tDCS simulations, and another for 
TMS simulations, shown respectively in the top and bottom of Fig. 1.6. The tDCS 
tabs define a single tDCS field simulation with an arbitrary number of electrodes. 
On the other hand, TMS tabs can define several TMS field simulations using the 
same coil. For this example, we will set up a tDCS simulation with a 5 × 5 cm anode 
placed over C3 and a 7 × 5 cm cathode placed over AF4, and a TMS simulation with 
the coil placed over the motor cortex, pointing posteriorly. Details on how to use the 
graphical interface can be found on the website (http://www.simnibs.org/_media/
docu2.1.1/tutorial_2.1.pdf).

After the simulation setup, click on the Run button to start the simulations. 
Running both simulations takes 10–15 minutes, depending on the computer, and 
uses around 6 GB of memory. As a note, before starting the simulations, you can set 
additional options (in the menu Edit➔Simulation Options) to let SimNIBS write out 
the results as surface data or NifTI volume data. This is not further covered in this 
basic example, but the output files created in these cases are described in the next 
example. The results of the simulation will be written in the output folder specified 
in the GUI, in this case “simnibs_simulation/”. The folder has the files shown below 
in Table 1.2.

Table 1.1 The folder 
structure after headreco has 
finished. In this table, only 
the most important folders 
and files are listed

1 SimNIBS 2.1: A Comprehensive Pipeline for Individualized Electric Field…



14

Fig. 1.6 Set-up of a tDCS 
(top) and a TMS (bottom) 
simulation in the graphical 
user interface

Table 1.2 The output folder of a simple tDCS and TMS simulation
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• “ernie_TDCS_1_scalar.msh” is the output from the tDCS simulation, in Gmsh 
“.msh” format. The first part of the file name, “ernie”, is the subID. The second 
part, “TDCS”, informs us that this is a tDCS simulation. The third part, “1”, 
denotes that this was the first simulation we have defined in the GUI, and finally, 
“scalar” tells us have used scalar (as opposed to anisotropic) conductivities for 
the simulations.

• “ernie_TMS_2-0001_Magstim_70mm_Fig8_nii_scalar.msh” is the output of the 
second simulation, also in gmsh “.msh” format. As is the case for the tDCS out-
put, the first part of the file name is the subID, and the second is the number of 
the simulation in the simulation list. We next see the number of the TMS posi-
tion, as it might happen that several TMS positions are defined in a single TMS 
list. Following this, “Magstim_40mm_Fig8_nii” gives us the name of the coil 
used for the simulation, and “scalar” the type of conductivity.

• “ernie_TMS_2-0001_Magstim_70mm_Fig8_nii_coil_pos.geo” is a Gmsh “.geo” 
file which shows the coil position for the corresponding simulation.

• “simnibs_simulation_20180920-13041.log” is a text file with a detailed log of 
the simulation steps. This file can be used for troubleshooting. Here, the second 
part of the file is date and time information of when the simulation started.

• “simnibs_simulation_20180920-13041.mat” is a MATLAB data file with the 
simulation setups. This file can be loaded into the GUI or MATLAB at a later time 
to check the simulation parameters, or to change them and re-run the simulation.

 Visualizing Fields

The electric field E is a vector field meaning that the electric field has both a norm 
(i.e. vector length or magnitude) and a direction in space, as shown in Fig. 1.7. As 
visualizations of the entire vector are challenging and often unclear, in SimNIBS we 

Fig. 1.7 Decomposition of a vector E in relation to a surface. The norm corresponds to the length 
of the vector. At each point, the surface defines a normal vector n̂ , and this vector is perpendicular 
to the tangent plane to the surface at that point. Given the normal vector, we can decompose the 
vector E into normal and tangent components. The normal component is the part of E in the same 
line as the normal vector, and the tangent component is perpendicular to it. The normal component 
also has a sign, indicating if the field is entering or leaving the surface. In SimNIBS, a positive 
normal indicates that the field is entering the surface, and a negative normal indicate the field is 
leaving the surface
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usually visualize the norm (or strength) of the electric field instead. The norm of the 
electric field corresponds to the size of the electric field vector, and therefore is 
always positive and does not contain any information about the direction of the 
electric field.

One way we can quickly visualize the simulation results is to use the mesh_
show_results MATLAB function. This function comes as a part of SimNIBS ver-
sion 2.1.2, and provides visualizations of the output fields using MATLAB plotting 
tools, as well as some summary values for the field strength and focality. For exam-
ple, when running the function on the output tDCS mesh, we obtain the plot shown 
in Fig. 1.8a, and the values below in Table 1.3.

The first lines in Table 1.3 show that the displayed data is the field “norm E”, that 
is the norm or strength of the electric field, calculated in the region number 2, which 
corresponds to the GM volume. Afterwards, we have information on the peak elec-
tric fields. We see that the value of 0.161 V/m corresponds to the 95th percentile of 
the norm of the electric field, the value of 0.201 V/m to the 99th percentile and 
0.249 to the 99.9th percentile. We also have information about the focality of the 

Fig. 1.8 Visualization of (a) tDCS and (b) TMS electric field norms in MATLAB

Table 1.3 Output of 
mesh_show_results for the 
tDCS simulation
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electric field. Here, focality is measured as the GM volume with an electric field 
greater or equal to 50% or 75% of the peak value. To avoid the effect of outliers, the 
peak value is defined as the 99.9th percentile.

Running the same function on the TMS result file, we obtain the plot shown in 
Fig. 1.8b, as well as the peak fields and focality measures shown below in Table 1.4.

We can see that the peak fields for TMS are much higher than for tDCS, even 
though we simulated with a current of 106 A/s, very low for TMS. In the focality 
measures, we see that the TMS electric fields are much more focal than the tDCS 
electric fields, with around five times less GM volume exceeding 75% of the peak 
value than tDCS.

Additionally, the “.msh” files can be opened with the Gmsh viewer, producing 
3D visualizations as shown in Fig. 1.9. Gmsh has a vast range of functionalities, 
such as clipping planes, but can be harder to use than mesh_show_results.

Table 1.4 Output of 
mesh_show_results for the 
TMS simulation

Fig. 1.9 Visualization in Gmsh of (a) electric field vectors around central gyrus for the tDCS 
simulation and (b) TMS electric field depth profile in the hotspot
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1.3.2  Advanced Usage: Group Analysis

Now, we want to simulate one tDCS montage, with a 5 × 5 cm electrode over C3 
and a 5  ×  7  cm electrode over AF4  in five subjects, called “sub01”, “sub09”, 
“sub10”, “sub12”, “sub15” and visualize the results in a common space, namely the 
FsAverage surface. The subjects and example scripts can be downloaded from: 
https://osf.io/ah5eu/

 Head Meshing

For each subject, follow the steps in section “Generating the Volume Conductor 
Model”.

 Write a Python or MATLAB Script

We can set up the simulation of each subject using the GUI, as described in the first 
example. However, when working with multiple subjects, it can be advantageous to 
script the simulations for efficiency. SimNIBS provides both MATLAB and Python 
interfaces to set up simulations. Script 1.1 shows how to set up and run a simulation 
with a 5 × 5cm anode placed over C3 and a 7 × 5cm cathode placed over AF4 for all 
subjects. The output of Script 1.1 for sub01 is shown in Table 1.5.

To define the rectangular electrodes, we need two coordinates. The “centre” 
defines where the electrode will be centred, and “pos_ydir” how the electrode will 
be rotated. More precisely, the electrode’s “y” axis is defined as a unit vector start-
ing at “centre” and pointing towards “pos_ydir”. Fig. 1.10 shows one of the cath-
odes (return electrode) defined using the script above, with the coordinate system 
and EEG positions overlaid. We can see that the electrode is centred in AF4, and its 
Y axis points towards F6. “pos_ydir” does not need to be set when the electrodes 
are round.

When the map_to_fsavg option is set to true, SimNIBS computes the electric 
fields in a surface located in the middle of the GM layer. This cortical surface, along 
with the norm, normal and tangent components of the electric field at the cortical 
surface and the angle between the electric field and the cortical surface can found in 
the subject_overlays folder, for both the left hemisphere (lh) and for the right hemi-
sphere (rh) as shown in Table 1.5. Afterwards, these quantities are transformed into 
the FsAverage space. The transformed quantities can be found in the fsavg_overlays 
folder, as shown in Table 1.5. Additionally, we have the electric field and its norm in 
MNI space in the mni_volumes folder.
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Table 1.5 Output files and folders of Script 1 for sub01. The “.angle”, “.norm”,.. files are 
FreeSurfer overlay files and the “.central” files are FreeSurfer surface files

Fig. 1.10 50 × 70 mm 
electrode defined with a 
“centre” in AF4 and a 
“pos_ydir” in F6
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path_to_headmodels = "/path/to/head/models/";
subjects = ["sub01", "sub09", "sub10", "sub12", "sub15"];
results_folder = "bipolar/fsavg_overlays";

normals = {};
for i = 1:length(subjects)

sub = subjects(i);
% Load normal field data
normal_surf = sprintf('lh.%s_TDCS_1_scalar.fsavg.E.normal', sub);
m = mesh_load_fsresults(char(...

fullfile(path_to_headmodels, sub, results_folder, normal_surf)));
% Add to cell
normals{i} = m.node_data{1}.data;

end
% Calculate average and standard deviation of the normal at each node
normals = cell2mat(normals);
avg_normal = mean(normals, 2);
std_normal = std(normals, 0, 2);
% Place the fields in the mesh structure
m.node_data{1}.data = avg_normal;
m.node_data{1}.name = 'E.normal.avg';
m.node_data{2}.data = std_normal;
m.node_data{2}.name = 'E.normal.std';
% Plot the fields
mesh_show_surface(m, 'field_idx', 'E.normal.avg')
mesh_show_surface(m, 'field_idx', 'E.normal.std')

 

Script 1.1 Script for running a tDCS simulations with an anode over C3 and a cathode over AF4 in 
five subjects and transforming the results to FSAverage and MNI spaces.

path_to_headmodels = "/path/to/head/models/" ;
subjects = [ "sub01", "sub09", "sub10", "sub12", "sub15"];
results_folder = "bipolar/fsavg_overlays" ;

normals = {};
for i = 1:length(subjects)

sub = subjects(i);
% Load normal field data
normal_surf = sprintf( 'lh.%s_TDCS_1_scalar.fsavg.E.normal' , sub);
m = mesh_load_fsresults(char( ...

fullfile(path_to_headmodels, sub, results_folder, normal_surf)));
% Add to cell
normals{i} = m.node_data{1}.data;

end
% Calculate average and standard deviation of the normal at each node
normals = cell2mat(normals);
avg_normal = mean(normals, 2);
std_normal = std(normals, 0, 2);
% Place the fields in the mesh structure
m.node_data{1}.data = avg_normal;
m.node_data{1}.name = 'E.normal.avg' ;
m.node_data{2}.data = std_normal;
m.node_data{2}.name = 'E.normal.std' ;
% Plot the fields
mesh_show_surface(m, 'field_idx', 'E.normal.avg' )
mesh_show_surface(m, 'field_idx', 'E.normal.std' )

 

Script 1.2 Analysis of simulation results in FSAverage space.
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 Visualizing Results

We can also make use of the MATLAB library within SimNIBS to analyze the 
results from the simulations. Here, we are interested in the average and standard 
deviation of the normal component of the electric field in the cortex. The normal 
component, as shown in Fig. 1.7, is the part of the electric field which is either enter-
ing or leaving the cortex.

Script 1.2 loads the normal field component data for each subject and calculates 
the mean and the standard deviation across subjects at each position of the FsAverage 
template. The fields are then visualized using MATLAB visualization tools. The 
results are shown in Fig. 1.11. We can, for example, see strong current in-flow in the 
central gyrus, and large variations in the normal component in frontal regions.

1.4  The Accuracy of Automatic EEG Positioning

Here, we compare EEG 10-10 positions obtained either from:

 A. Transforming EEG 10-10 electrode positions defined in MNI space to the sub-
ject space using a non-linear transform, and then projecting the positions to the 
scalp. This is done for both mri2mesh and headreco head models.

 B. Manually locating the fiducials: left pre-auricular point (LPA), right pre- 
auricular point (RPA), nasion (Nz) and inion (Iz) on MRI images, and after-
wards calculating the EEG positions using the definitions in [22].

Calculations using method A require no user input and are automatically per-
formed in both mri2mesh and headreco head modelling pipelines, while calcula-
tions using method B require the user to manually select the fiducial positions.

Fig. 1.11 (a) Mean and (b) Standard deviation of the normal field component across 5 subjects. 
The fields were caused by tDCS with an anode over C3 and a cathode over AF4. Positive values in 
(a) denote inflowing currents, and negative values outflowing currents
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To compare the methods A and B to position the electrodes, we calculated the 
EEG 10-10 positions using both ways for MR data of 17 subjects. The data was 
acquired as part of a larger study. The subjects gave written informed consent before 
the scan, and the study was approved by the local ethics committee of the University 
of Greifswald (Germany). The 17 datasets were acquired on a 3-Tesla Siemens 
Verio scanner (Siemens Healthcare, Erlangen, Germany) using a 32-channel head 
coil (T1: 1 × 1 × 1 mm3, TR 2300 ms, TE 900 ms, flip angle 9°, with selective water 
excitation for fat suppression; T2: 1 × 1 × 1 mm3, TR 12770 ms, TE 86 ms, flip angle 
111°). For method B, the fiducials were manually located for each subject by a 
trained investigator on the T1- and T2-weighted images. The later had no knowl-
edge of the automatically determined positions. The fiducials Nz, Iz, LPA and RPA 
were set in freeview, following the procedure described in [22] and additionally 
verified using the SimNIBS GUI. The subject-specific coordinates of the fiducials 
were extracted, and these manually set positions were then compared with those 
calculated by the automatic algorithm in each individual.

Table 1.6 shows the maximal distance across all subjects between the fiducials 
obtained using method A and manually selected fiducials (B). We see that Nz is the 
most consistent fiducial, where we have the least deviation, whereas Iz is where we 
have the highest deviation. Also, the maximal difference in position across the two 
methods is ~1 cm, indicating that method A works well to approximate the positions 
of the fiducials.

Furthermore, in Fig. 1.12, we compare the two methods for all electrode posi-
tions in the EEG 10-10 system. The deviation in positioning each electrode was 
calculated as the mean of the distance between the positions obtained with either 
headreco or mri2mesh to the manually located fiducial positions, across all 17 sub-
jects and for each electrode.

The errors for all electrodes are below 1 cm, indicating that the two algorithms 
for placing EEG electrodes are in agreement. We can also see that the errors in the 
EEG positions obtained from headreco are on average lower than the ones obtained 
from mri2mesh. It also seems that the anterior electrodes have less errors than the 
posterior electrodes. Interestingly, the location of the errors is different across the 
two pipelines, with mri2mesh being more inaccurate in superior regions and head-
reco more inaccurate in posterior regions. This might be caused by differences in 
the way FSL (mri2mesh) and SPM (headreco) calculate non-linear MNI transfor-

Table 1.6 Maximum and mean distance between the fiducial positions selected by hand and 
obtained from the MNI transformations across 17 subjects, for the two head modelling pipelines

Fiducial

mri2mesh headreco

Max distance 
(mm)

Mean distance ± 
standard deviation (mm)

Max 
distance 
(mm)

Mean distance ± standard 
deviation (mm)

LPA 6.4 3.2 ± 1.5 8.7 5.4 ± 2.0
RPA 8.9 3.0 ±  1.6 10.6 5.9 ± 1.7
Nz 3.9 2.1 ±  1.0 6.0 3.9 ± 1.6
Iz 14.3 4.0 ± 3.5 13.2 5.2 ± 3.3
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mations is different. The average error across all positions was 5.6 mm for mri2mesh 
head models and 4.9 mm for headreco head models indicating good accuracy.

1.5  Conclusion

We presented SimNIBS 2.1 (www.simnibs.org), a software for individualized mod-
elling of electric fields caused by non-invasive brain stimulation. SimNIBS is free 
software and avaliable for all major platforms. SimNIBS does not require the instal-
lation of any additional software in order to run simulations on the example dataset. 
To construct head models, SimNIBS relies either on MATLAB, SPM12 and CAT12 
(headreco) or on FSL and FreeSurfer (mri2mesh).

We also presented two examples of workflows in SimNIBS. In the first example, 
we started by using headreco to construct a head model. Following this, we used the 
GUI to set up a tDCS and a TMS simulation in an interactive way, and finally visual-
ized the results. In the second example, we constructed several head models and 
used a MATLAB script to run simulations for each subject. We then calculated the 
mean and the stardard deviation of the electric field norm across all subjects, using 
the FreeSurfer’s FsAverage brain template. Finally, we show results validating our 
automatic procedure to obtain electrode positions for the EEG 10-10 system.

Fig. 1.12 Positioning error for electrodes in the EEG 10-10 system. The error is calculated by 
comparing the positions calculated based on manually selected fiducials to positions calculated 
based on non-linear MNI transformations
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SimNIBS is still being actively developed, and we expect further updates to be 
implemented in the future.
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