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Abstract

This paper introduces a simple formulation for topology optimization problems ensuring manufacturability by machining. The method distinguishes itself from existing methods by using the advection–diffusion equation with Robin boundary conditions to perform a filtering of the design variables. Furthermore, the approach is easy to implement on unstructured meshes and in a distributed memory setting. Finally, the proposed approach can be performed with few to no continuation steps in any system parameters. Applications are demonstrated with topology optimization on unstructured meshes with up to 64 million elements and up to 29 milling tool directions.
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1. Introduction

Topology optimization (TO) is a widely adopted method for structural optimization [1,2]. The main advantage of TO is its ability to generate structures of arbitrary topology regardless of the prescribed initial conditions, i.e. little to no prior knowledge of the optimal structure is required. Due to this property, topology optimization is often used in the initial conceptualization of new designs. If a manufacturing method, such as milling, is imposed on the designer when conceptualizing a part, the main advantage of topology optimization can become a disadvantage. The freedom for TO to generate arbitrary topologies can result in structures with features, which are impossible to manufacture with traditional machining techniques. This can be characterized as a mismatch between the constraints placed on the designer and the constraints used in the TO formulation.

Extending the topology optimization approach to ensure manufacturability is an ongoing field of research. A wide variety of methods for topology optimization which ensures manufacturability by additive manufacturing have been proposed during recent years [3–7]. The additive manufacturing approaches usually constrain the allowed overhang of the structure in order to ensure self-support during the manufacturing process. Other types of manufacturing are also considered in the literature, such as Wang et al. [8], which introduces a method for ensuring topologies that can be extruded, by utilizing the so-called PDE-filter [9] with high anisotropy.
Several approaches for manufacturable TO using milling have been suggested. Gersborg and Andreasen [10] propose a method to consider an explicitly castable or millable design by using one design variable for each row or column of a structured grid. This approach is contrasted by Guest and Zhu [11], which proposes a similar method, but retains all design variables and uses cumulative summation along rows or columns as a filter to ensure that a design can be cast or milled. The approach by cumulative summation is extended to arbitrary directions by Langelaar [12], which maps the densities to a structured grid aligned with the milling direction in order to perform the summation. Finally, Hur et al. [13] recently proposed a milling filter, which uses a modified variant of the advection–diffusion equation to perform the cumulative summation for the level-set formulation, not quite unlike the proposed method. In Hur et al. [13] Dirichlet boundary conditions are used for the flow problem, which introduce the need for domain padding in order to correctly capture non-zero physical densities on the boundary of the design domain.

The approaches which use a cumulative sum provide a high degree of control allowing tool shapes to be taken into account [12]. If the sum operation is precomputed, the resulting matrix will contain many non-zero values and result in very high memory usage, which hinders application on large-scale systems. A matrix free implementation of the rotation mapping and cumulative sum is possible which significantly lowers the memory usage. However, such a matrix-free implementation is nontrivial to write for distributed memory systems. This paper presents an approach to perform the milling tool emulation, by solving the advection–diffusion equation with Robin boundary conditions. The proposed approach is conceptually simple and scales well, facilitating the solution of high resolution 3D problems. Like the cumulative summation approach, this method can be employed without any continuation scheme, and with little to no tuning for problem specific parameters. For now, however, the approach is limited to milling considerations without explicit tool shapes.

This paper is organized as follows; Section 2 introduces the formulation necessary for the advection–diffusion filtering step; Section 3 introduces the optimization problem used for numerical examples; Section 4 discusses the computational efficiency of the presented methodology; Section 5 presents two and three dimensional machinable results, with machining in one or multiple directions and Section 6 provides a discussion of the presented methodology and a conclusion.

2. Formulation

The milling filter is based on the approach presented by Langelaar [12], with the notable difference that the cumulative sums have been replaced by solving the advection–diffusion equation, with a dominating advective term. The filter relates the design variables to a ‘physical’ density field, which guarantees that the resulting void regions are reachable by a tool direction from outside the design domain. This relation is performed through a series of filters, of which most are already common in many topology optimization approaches. A brief overview of the steps used to compose the complete milling filter is presented in Fig. 1. The initial design variable is filtered in step 1, yielding the regularized design field, $\tilde{\rho}$, as discussed in Section 2.1. In step 2, the shadowing operations are performed, resulting in the shadowed intermediate design fields, $\tilde{\rho}_s$, as discussed in Section 2.2. Note that a shadowing step is performed for each prescribed tool direction. The shadowed intermediate design fields are then agglomerated in step 3, resulting in the intermediate agglomerated variable $\tilde{\rho}$, as discussed in Section 2.3. Finally, in step 4, the agglomerated variable is projected, as discussed in Section 2.4. The sensitivity analysis of the filter is included in Section 3.2 for completeness.

2.1. Step 1: Smoothing of design field

A density filter is initially applied to the design field. This can be performed either by a classical convolution approach [14], or by employing the so-called PDE-filter which solves a modified Poisson equation to perform density filtering [9,15]. The reader is referred to the cited articles for details on the respective filters and their sensitivity analysis.

The density filter is introduced to regularize the design field. This is especially useful when evaluating a black and white field, where the gradients will be zero in most of the void region (due to the SIMP interpolation) and in parts of the solid region (due to the agglomeration of shadowing steps). By including the density filter, non-zero gradient values will be smoothed into the domain with zero sensitivities.

In this work, the convolution approach is used for the 2D examples in Section 5.1, due to the widespread use of this approach for 2D codes, such as [16,17]. The PDE-filter approach [9,15] is used in the 3D examples, due to the increased performance and reduced memory footprint compared to the convolution approach.
2.2. Step 2: Shadowing by advection–diffusion

The advection–diffusion equation describes the transport of a scalar field, it is known from e.g. heat transfer problems. The steady state advection–diffusion equation is given as:

$$\text{Pe} u_i \frac{\partial T}{\partial x_i} - \frac{\partial^2 T}{\partial x_i^2} = q$$

where $T$ is the transported field, $u_i$ the prescribed advective field, $q$ the normalized source term and $\text{Pe}$ the Peclet number which is the ratio between the advective and diffusive transport.

In the presented shadowing methodology, a regularized design field $\tilde{\rho}$ is used as a source term, and the obtained transported field $\tilde{\rho}_s$ is shadowed in the direction of the constant advection term $u_i^s$ of unity norm $\|u_i^s\| = 1$, corresponding to the machining direction, where $s$ refers to the shadowing angle index, since multiple shadowing angles may be applied. For numerical reasons, the equation is normalized by the Peclet number. Thus, the equation solved using the filter notation becomes

$$u_i^s \frac{\partial \tilde{\rho}_s}{\partial x_i} - \frac{1}{\text{Pe}} \frac{\partial^2 \tilde{\rho}_s}{\partial x_i^2} = s \tilde{\rho} \quad \text{in} \quad \Omega$$

where $s$ is a factor scaling the source term on an element basis. The factor $s$ is chosen such that the solution can go from 0 (void) to 1 (solid) over a single element and is further discussed in Section 2.2.2. The scaling is applied on the source rather than on the solution, as unstructured meshes are considered.

Solutions to Eq. (1) are known to become numerically unstable in cases with a high Peclet number. However, while paying a price in solution accuracy, the Finite Volume formulation using an upwind difference scheme on the advection term is known to be numerically stable for high Peclet numbers. The derivations of the used finite volume schemes are presented in Appendix A. Alternate stable discretization schemes with better numerical properties exist, e.g. [18], but these are also more cumbersome to implement.
2.2.1. Boundary conditions

The advection–diffusion equation is only solved in the optimization domain. Hence, boundary conditions are imposed on free boundaries, as well as on the boundaries between the optimization- and passive solid domains — as illustrated in Fig. 2.

The employed boundary conditions on the free domain boundaries, $\Gamma_R$, should allow material to be placed adjacent to the free boundary. While the problem would not be well posed if only using Neumann boundary conditions, homogeneous Dirichlet boundary conditions do not allow the appearance of material at the boundary. Robin type boundary conditions are found to allow material at the boundary:

$$\hat{\bar{\rho}} + n \frac{1}{s} \nabla \hat{\bar{\rho}} = 0 \quad \text{on} \quad \Gamma_R$$

where $n$ is the outward pointing surface normal at the boundary.

On the domain boundaries adjacent to solid passive domains, $\Gamma_D$, Dirichlet boundary conditions are introduced to obtain the shadow of the passive domain in the corresponding milling direction. This ensures manufacturability of the full design, including the passive domains.

$$\hat{\bar{\rho}} = 1 \quad \text{on} \quad \Gamma_D$$

The implementation presented in the present work is based on unstructured meshes, hence passive void elements are not required. If one wants to use the presented methodology with the use of passive void elements, the authors suggest to ensure that the embedded design domain is machinable with the used tool directions.

Further details on the boundary conditions and their implementations are given in Appendix A.

2.2.2. Choice of Peclet number and scaling factor

The $s$ parameter, that is used for scaling the source term in the advection–diffusion equation, Eq. (2), is set such that a $\hat{\rho} = 1$ value permits the shadowed variable to go from 0 to 1 over one cell face (normal to the shadowing direction). Assuming a very large Peclet number, and $|u_i| = 1$, this parameter should be set as:

$$s = \frac{1}{h_e}$$

where $h_e$ is the average element side length.

The choice of Peclet number is critical to the effect of the advection–diffusion filtering step on the obtained results. As straight walls are machinable, the conic (diffusive) effects of the filter are to be minimized. The desired effect of the shadowing is hence to obtain features parallel to the specified direction, $u_i$, with as little diffusion as possible. This can be achieved by using a high Peclet number. When setting $Pe \gg 1$, the problem becomes advection dominated. This is also seen in Fig. 3, where the field from Fig. 3(a) is shadowed in a diagonal direction.
at three different Peclet numbers. With $Pe = 0.1$, as seen in Fig. 3(b), the diffusive effect is clearly dominating. When raising the Peclet number to $Pe = 100$, as demonstrated in Fig. 3(c), the regime is advection dominated, however diffusion still has a significant effect. In the case with $Pe = 10^4$, seen in Fig. 3(d), information is seen to almost exclusively propagate downstream. However, inside the shadowed region, some diffusive effects are still observed, as the propagated value decreases slightly in the downstream direction. This diffusive effect will always be present when solving the equations with the finite volume method, as some numerical diffusion occurs regardless of the chosen Peclet number. As the values inside these regions are usually $\tilde{\rho}_s \gg 1$, this is not an issue as they are thresholded using the smooth Heaviside projection, introduced in Section 2.4. The influence of this artifact can be reduced by setting the Heaviside projection threshold $\eta$ to some low value close to zero, forcing a more conservative placement of material downstream.

It should be noted that the Peclet number is defined based on a characteristic length scale of the considered domain. This implies that when larger domains are considered, a lower Peclet number will suffice to achieve similar results. For reference, Fig. 3 is computed on a domain of unit side-lengths. A rule of thumb to choose the Peclet number based on a characteristic domain length $l_c$ is

$$Pe_{\text{thumb}} = \frac{10^4}{l_c}.$$  

(6)

The constant $10^4$ is by no means a fixed rule, as acceptable results have also been found using constant factors of $10^3$, $10^5$, and $10^6$. We do however advise ensuring that the used Peclet number satisfies $Pe l_c > 10^3$.

### 2.3. Step 3: Field agglomeration

The resulting fields of the shadowing for each tool direction $\tilde{\rho}_s$ are agglomerated to a single field using the $p$-mean, which provides a differentiable approximation to the min operator.

$$\tilde{\rho}^e = \left( \frac{1}{n_s} \sum_{s=1}^{n_s} (\tilde{\rho}_s^e)^p \right)^{\frac{1}{p}} \approx \min_s \tilde{\rho}_s^e$$

(7)

Here $p < 0$ denotes an agglomeration parameter. The $p$-mean becomes a more accurate approximation of the min operator, but also more non-linear, as $p \to -\infty$. In practice $p = -4$ is commonly used throughout this article, as it was found that the field projection step reduces the effect of a low accuracy approximation of the min operator. When a large number of milling directions are used it becomes necessary to use a lower value of $p$, in order to ensure a sufficiently good approximation of the min operator. Other field agglomeration approaches are possible as discussed in detail in [19]. For instance, Langelaar [12] suggested using the KS functional for the agglomeration. For large problems, however, where $\tilde{\rho}_s$ can take very large values, due to the high number of elements along one axis, this resulted in numerical issues with the KS function, and the $p$-mean was found to be more robust in these cases.
2.4. Step 4: Field projection

The aggregated fields are projected using the smoothened Heaviside filter [20] in order to bound the final density field between 0 and 1:

\[
\tilde{\rho}^e = \frac{\tanh(\beta \eta) + \tanh(\beta (\tilde{\rho}^e - \eta))}{\tanh(\beta \eta) + \tanh(\beta (1 - \eta))}
\] (8)

where \( \beta \) is the projection sharpness and \( \eta \) the projection threshold. A desirable side effect is that a black-and-white design is also obtained. Throughout this article the value\( \eta = 0.5 \) is used, while \( \beta \) is chosen to either 8 or 10 depending on the required projection sharpness.

3. Optimization formulation

The general optimization problem is formulated on the design variables \( \rho \). \( \tilde{\rho} \) is used to denote the ‘physical’ density field, and is obtained by performing all milling filter steps described in Section 2 on the design field \( \rho \). The posed optimization problem is minimization of the compliance with a global volume constraint:

\[
\min_{\rho \in \mathbb{R}^N} c(\rho) = u^\top K(\tilde{\rho}) u
\]

\[
\text{s.t. } g(\rho) = \frac{V(\tilde{\rho})}{V^*} - 1 \leq 0
\]

\[
K(\tilde{\rho}) u - p = 0
\]

\[
0 \leq \rho_i \leq 1 \quad i = 1 \ldots N
\] (9)

where \( K(\tilde{\rho}) \) is the stiffness matrix, \( p \) the load vector and \( u \) the resulting displacement vector. The volume constraint is enforced based on the volume of the current design, \( V(\tilde{\rho}) \), and the maximum allowable volume, \( V^* \).

The Solid Isotropic Material Penalization (SIMP) interpolation scheme is used to map the element projected design variable \( \tilde{\rho}^e \) to the corresponding Young’s modulus [14]:

\[
E(\tilde{\rho}^e) = E_{\text{min}} + (\tilde{\rho}^e)^p (E_{\text{max}} - E_{\text{min}})
\] (10)

Where \( E_{\text{min}} \) and \( E_{\text{max}} \) are the lower and upper values of the Young’s modulus, respectively and \( p \) is the SIMP penalization parameter.

3.1. Parameters for the method of moving asymptotes

The optimization problem is solved using the Method of Moving Asymptotes [21] implemented by [22] with non standard parameters. These parameters are necessary as the milling filter projection does not work for low projection sharpnesses, as this results in \( \tilde{\rho} \) not being bounded correctly. This requires the usage of a constant and high \( \beta \) value. When optimizing with a constant projection sharpness, the problem becomes highly sensitive and the asymptotes in the MMA algorithm hence need to be tightened, as discussed by Guest et al. [23].

Therefore, to eliminate oscillatory behavior the initial asymptotes are tightened by setting the initial asymptote spacing, \( s_0 \),

\[
s_0 = \frac{0.5}{2\beta + 1}.
\] (11)

Furthermore the parameter to widen the asymptotes, \( \text{asyn-cr} \), is set to 1.05 and the parameter to tighten them, \( \text{asy-decr} \), to 0.65 instead of 1.2 and 0.7, respectively, in the standard distribution of MMA. The outer mover limit was set to 0.1 per design iteration.

A scaling parameter is applied on the objective function, such that its value is 10 in the first optimization iteration. When the scaled objective function gets below 0.1 the scaling parameter is updated by a factor of 10. Likewise the volume constraint is used in a scaled formulation, as shown in Eq. (9). This ensures a good numerical conditioning on the optimization problem.
3.2. Sensitivity analysis

The sensitivities of the objective- and constraint functions are obtained with respect to the final projected element variable, $\tilde{\rho}^e$. The sensitivities of a function $f$ with respect to the projected variable, $\partial f / \partial \tilde{\rho}$ are projected back to the design variable, $\rho$, by use of the chainrule:

$$
\frac{df}{d\rho} = \frac{df}{d\tilde{\rho}} \sum_{s=1}^{n_s} \left[ \frac{\partial \tilde{\rho}}{\partial \tilde{\rho}_s} \frac{\partial \tilde{\rho}_s}{\partial \rho} \right] \frac{\partial \tilde{\rho}}{\partial \rho},
$$

(12)

where the term $\frac{\partial \tilde{\rho}_s}{\partial \rho}$ represents the chainrule term of the shadowing step. To correct the filter for the advection–diffusion equations the discretized milling filtering step is considered in tensor notation:

$$
A_{i,j}^s \tilde{\rho}_s = \tilde{\rho}_i
$$

(13)

differentiating the expression with respect to the regularized field $\tilde{\rho}_i$ and multiplying with the sensitivities $\partial f / \partial \tilde{\rho}_s, j$ with respect to the shadow yields

$$
A_{i,j}^s \frac{\partial f}{\partial \tilde{\rho}_i} \bigg|_{s} = \frac{\partial f}{\partial \tilde{\rho}_s, j}
$$

(14)

which in matrix notation yields to solving the transposed filtering equation:

$$
\mathbf{A}^T \frac{\partial f}{\partial \tilde{\rho}_i} \bigg|_{s} = \frac{\partial f}{\partial \tilde{\rho}_s}
$$

(15)

where the partial derivatives $\frac{\partial f}{\partial \rho} \bigg|_{s}$ need to be summed for all shadowing steps to obtain the full sensitivity with respect to the regularized field, as seen in Eq. (12). More details on the sensitivity analysis and chain-rule terms are outlined in Appendix B.

4. Computational efficiency

The computational cost of introducing the proposed milling filter depends directly on both the desired number of milling directions and the number of constraints used in the optimization formulation. For every milling direction an advection–diffusion equation needs to be solved at every design iteration. Likewise, an adjoint system of equations needs to be solved for every tool direction for the objective function and for every constraint every design iteration. When also accounting for the used density filter this results in a total of $(n_{\text{constraints}} + 2)(n_{\text{tools}} + 1)$ linear system solves for filtering, where $n_{\text{constraints}}$ denotes the number of constraints and $n_{\text{tools}}$ denotes the number of tool directions.

The worst case presented in this article uses one constraint and 29 tool directions, resulting in 90 auxiliary linear systems solutions every design iteration. While many auxiliary systems might need to be solved, the time required to solve the finite volume problems is significantly lower than the time required to solve the linear elasticity state equation, since they are scalar problems and are hence much cheaper than the vectorial state problem. Furthermore, the system matrix of the advection–diffusion problem does not change between design iterations, amortizing the computational cost of constructing preconditioners, as these can be stored throughout the optimization process. The cost of solving the advection–diffusion equation depends on a large set of parameters, where some of the most significant are; the used discretization of the equations, the number of elements in the mesh, and the used method to solve the resulting system of equations.

The used method for solving the resulting system of equations is also of great importance for the efficiency. If the system is sufficiently small, e.g. less than one million elements, a direct solution technique is the most viable strategy. As the operator does not change with the design iterations, only one LU factorization is required for every tool direction for the entirety of the optimization problem. This is the approach used in the 2D examples from Section 5.1.

If the number of elements grows too large, iterative solvers are required. For the presented 3D examples the Flexible Generalized Minimal RESidual [24] method was used, with additive Schwartz preconditioning, which in turn uses incomplete LU to approximate the local solutions. All of these solvers are implemented by the Portable, Extensible Toolkit for Scientific Computation [25]. More advanced preconditioners, such as the multigrid method
Table 1

Summary of used optimization parameters.

<table>
<thead>
<tr>
<th></th>
<th>2D cantilever</th>
<th>3D cantilever</th>
<th>GE Bracket</th>
</tr>
</thead>
<tbody>
<tr>
<td>Projection sharpness $\beta$</td>
<td>8</td>
<td>8</td>
<td>10</td>
</tr>
<tr>
<td>Projection threshold $\eta$</td>
<td>0.5</td>
<td>0.5</td>
<td>0.5</td>
</tr>
<tr>
<td>SIMP penalization $p$</td>
<td>3, 5</td>
<td>3</td>
<td>3</td>
</tr>
<tr>
<td>Filter radius $r_{\text{min}}$</td>
<td>0.03</td>
<td>0.0085</td>
<td>0.7 mm</td>
</tr>
<tr>
<td>Peclet number $Pe$ $10^4$</td>
<td>$10^4$</td>
<td>$10^4$</td>
<td>500</td>
</tr>
<tr>
<td>Heat source factor</td>
<td>1</td>
<td>100</td>
<td>1</td>
</tr>
<tr>
<td>$p$-mean penalization</td>
<td>$-3$</td>
<td>1, $-4$, $-6$</td>
<td>$-4$</td>
</tr>
<tr>
<td>Young’s module $E_{\text{max}}$</td>
<td>113.8 GPa</td>
<td>113.8 GPa</td>
<td>113.8 GPa</td>
</tr>
<tr>
<td>Young’s module ratio $E_{\text{min}}/E_{\text{max}}$</td>
<td>$10^{-9}$</td>
<td>$10^{-4} \rightarrow 10^{-7}$</td>
<td>$10^{-3} \rightarrow 10^{-6}$</td>
</tr>
<tr>
<td>Poisson’s ratio $\nu$</td>
<td>0.3</td>
<td>0.3</td>
<td>0.342</td>
</tr>
<tr>
<td>Initial design variable $\rho_{\text{init}}$</td>
<td>0.005, 0.02</td>
<td>0.002</td>
<td>0.004</td>
</tr>
<tr>
<td>Volume fraction $V^*$</td>
<td>0.5</td>
<td>0.15</td>
<td>0.137135</td>
</tr>
<tr>
<td>Number of design iterations</td>
<td>-</td>
<td>250</td>
<td>200</td>
</tr>
</tbody>
</table>

employed in solving the linear elastic state equation, can also be implemented in order to improve the computational efficiency of solving the advection–diffusion equation [26,27]. This was not deemed necessary during our numerical examples, as the solution time of the auxiliary problems never exceeded reasonable limits.

The discretization technique for the advection–diffusion problem is a finite volume scheme with an upwind difference scheme, which is known to be numerically stable for large Peclet numbers. Unfortunately, this means that the adjoint problem corresponds to a downwind difference scheme, which is not so stable. It is observed that solving the adjoint problem requires up to 6 times the iterations before the convergence criteria are reached, compared to the forward problem for the advection–diffusion equation. This could be mitigated by explicitly constructing the adjoint operator using an upwind scheme, although this might introduce a small error due to the difference in the discretization schemes. Alternately, another discretization scheme might have better properties for both the forward and adjoint problems, e.g. [18].

Using a finite volume scheme for solving the advection–diffusion PDE means that the design field representation corresponds to one degree of freedom per design element. Hence no mapping is required between elements and nodes.

5. Numerical examples

The introduced methodology is first demonstrated on a two dimensional cantilever beam example, which was also used by [12]. The same cantilever beam is then optimized in three dimensions, showcasing how the methodology works on large scale. Finally the GE engine bracket [28] is optimized to illustrate how the methodology can be used in an industrial example. The three dimensional examples are implemented in a preexisting in-house unstructured topology optimization code [29]. The optimization parameters for all three cases are given in Table 1. Note that the homogeneous initial value of the design vector is also stated as an optimization parameter, as the choice of this parameter is important as the resulting initial design should neither be pure solid nor pure void. This is due to the sensitivities vanishing in SIMP at pure void and in the Heaviside projection if the agglomerated field is $\tilde{\rho} \gg 1$.

As 3D results can be difficult to fully understand from the figures provided in the following sections, STL files (thresholded at $\tilde{\rho} > 0.5$) of all results are available as supplementary material and have been uploaded to https://doi.org/10.11583/DTU.16930198 [30].

5.1. Two dimensional cantilever examples

In the following, the optimization results on a two dimensional cantilever beam are discussed. The design domain of dimensions $2 \times 1$ is clamped on the left hand side and point loaded in the lower right corner, as shown in Fig. 4.

The domain is discretized by $200 \times 100$ rectangular elements. In addition to the parameters seen in Table 1, the milling directions are selected to a variety of combinations. The SIMP penalization is set to $p = 5$ for the cases with one or two milling directions and to $p = 3$ for other cases. The increased SIMP penalization is used in the
cases with few tool directions to avoid designs with intermediate densities since these designs have a tendency to perform relatively well in terms of compliance, and therefore need to be penalized further. Furthermore, the initial design variable value is set to $\rho_{\text{init}} = 0.005$ for cases with a single milling direction and $\rho_{\text{init}} = 0.02$ if multiple directions are considered.

A reference example is optimized using the robust formulation [20]. For the reference, the $\beta$ value is continued, and the SIMP penalization power is set to $p = 1$. The projection thresholds are set to $\eta_{\text{dilated}} = 0.2$, $\eta_{\text{nominal}} = 0.5$ and $\eta_{\text{eroded}} = 0.8$, for the dilated, nominal and eroded fields, respectively. This choice of threshold values should ensure a minimum length scale of $0.9r_{\text{min}} = 2.7$ elements. The volume fraction on the dilated field is updated regularly, such that the nominal volume fraction matches the desired one, shown in Table 1. The obtained reference example is seen in Fig. 5(a). The objective values and number of design iterations corresponding to the designs are seen in Table 2. It should be noted that this reference design is constrained by a minimal length-scale of the solid members, while the upcoming designs are not.

Results optimized with a single milling direction are shown in Fig. 5. It is observed that all of the resulting designs are distinctly shaped by their corresponding tool direction. From Table 2 it can be seen that all of the obtained structures have a higher compliance than the reference design. The best performing design Fig. 5(e) has a compliance, which is 25% higher than the reference design. From this, it is seen that constraining the design to be filtered from a single tool direction severely limits the design freedom of the optimization algorithm.

Designs optimized with multiple milling directions are shown in Fig. 6. Having multiple milling directions impacts the obtained design, as material can be removed from multiple directions. This is most notably seen when comparing Figs. 5(b), 6(a) and 6(b). In the first case, Fig. 5(b), material can only be removed from the right hand
Fig. 6. Resulting designs when using multiple tool directions for the 2D case. The final projected variable, $\overline{\rho}$ is shown.

Table 2
Comparison of compliances of the two dimensional results.

<table>
<thead>
<tr>
<th>Figure</th>
<th>$\theta_{\text{milling}}$</th>
<th>$C$</th>
<th>$C/\text{C}_{\text{ref}}$</th>
<th>Num. It.</th>
</tr>
</thead>
<tbody>
<tr>
<td>5(a)</td>
<td></td>
<td>69.98</td>
<td>1.00</td>
<td>650</td>
</tr>
<tr>
<td>5(b)</td>
<td>0</td>
<td>179.68</td>
<td>2.57</td>
<td>501</td>
</tr>
<tr>
<td>5(c)</td>
<td>$-30$</td>
<td>224.23</td>
<td>3.20</td>
<td>500</td>
</tr>
<tr>
<td>5(d)</td>
<td>240</td>
<td>211.04</td>
<td>3.01</td>
<td>243</td>
</tr>
<tr>
<td>5(e)</td>
<td>160</td>
<td>87.49</td>
<td>1.25</td>
<td>195</td>
</tr>
<tr>
<td>5(f)</td>
<td>180</td>
<td>287.93</td>
<td>4.11</td>
<td>194</td>
</tr>
<tr>
<td>6(a)</td>
<td>${-90, 0}$</td>
<td>220.46</td>
<td>3.15</td>
<td>500</td>
</tr>
<tr>
<td>6(b)</td>
<td>${-90, 0, 180}$</td>
<td>86.92</td>
<td>1.24</td>
<td>491</td>
</tr>
<tr>
<td>6(c)</td>
<td>${45, 135, 225, 315}$</td>
<td>115.14</td>
<td>1.65</td>
<td>536</td>
</tr>
</tbody>
</table>

side, resulting in material being placed in the lower left triangle part of the design domain. In the second case, seen in Fig. 6(a), material can also be removed from below, resulting in material being placed near the upper design domain boundary. In Table 2, it is seen that the first case, with a single direction performs better than the latter one, which indicates that a local minimum with an inferior performance has been obtained. The same local minimum was also observed by Langelaar [12]. The solutions find different local minima, due to the tool directions heavily affecting the initial density layout which is found using a homogeneous design variable distribution. This could potentially be avoided with another starting guess.

With a third milling direction, as seen in Fig. 6(b), the obtained design can become attached to both extremities of the supported side. In the performance comparison, Table 2, it is also seen that this design performs better than the ones presented in Figs. 5(b) and 6(a) and only 24% worse than the reference design from Fig. 5(a).

The design obtained when optimizing with the four diagonal tool directions is seen in Fig. 6(c). The design has some features similar to the one from Fig. 6(b). However, the groove going into the structure from the support plane cannot be deeper with the selected tool orientations. The selected tool directions are also responsible for the triangular shape, seen inside the groove. This triangular shape does not bear any load, however it cannot be removed with the selected tool directions. The design performs 32% worse than the one seen in Fig. 6(b), which is most likely due to the high amount of non-load bearing material.

It is noted that the performance of the designs with $\theta_{\text{milling}} = 160$ and $\theta_{\text{milling}} = \{-90, 0, 180\}$ have very similar compliances and are also similar in a qualitative manner. It is noted that the design with $\theta_{\text{milling}} = 160$, seen in Fig. 5(c), is feasible with both sets of milling directions, this is not the case for the design obtained with $\theta_{\text{milling}} = \{-90, 0, 180\}$, seen in Fig. 6(b). This might explain the slightly lower compliance of the design seen in Fig. 6(b).

A large qualitative similarity is observed between the designs obtained by Langelaar [12] and the ones presented in Figs. 5 and 6 — with the exception of the reference design (Fig. 5(a)). The differences in the reference designs are probably due to different formulations being used for obtaining the reference design by [12] and the presented work.

5.2. Three dimensional cantilever examples

The three dimensional cantilever beam has a similar design domain as the two dimensional one from Fig. 4, where the out of plane direction is modeled with the thickness 1. The applied load is a line load at the corresponding 3
Fig. 7. Reference cantilever beam obtained with no milling and a robust formulation (nominal design is shown). $C_{\text{nominal}} = 1.15 \times 10^7$.

Fig. 8. Cantilever beam with a single milling direction from the front and back. $C = 1.37 \times 10^7$.

dimensional position. The domain is discretized with a mesh containing 31.25 million hexahedral elements. The applied filter radius corresponds to approximately 1.5 elements. The optimization settings are shown in Table 1. The results are computed on 10 nodes at the DTU Sophia cluster, which has 2 AMD EPYC 7351 16-core processors and 125 GB memory at every node. The solution time is between 55 and 450 s per design iteration, depending on the number of milling directions.

A benchmark cantilever beam without imposed manufacturability is optimized using the robust formulation [20]. In this case, the $\beta$-value for the Heaviside projection sharpness is ramped up to a final value of 59.4, and the benchmark optimization process is run for 700 iterations. The threshold values are set to $\eta = 0.2$ in the dilated-, $\eta = 0.5$ in the nominal- and $\eta = 0.8$ in the eroded field — resulting in a minimum length scale of 0.00765. The reference design obtained with the robust formulation is seen in Fig. 7. The final robust objective, used as a reference is evaluated on the nominal field as a postprocessing step to the optimization.

In the early design iterations of optimizations considering machining, the structure is not connected to the support and load, due to a milling tool coming from the support plane — or loaded line. This renders the linear elasticity equation very difficult and slow to solve due to the ill conditioning. As a remedy, a continuation scheme is applied on the Young’s module contrast, which is reduced by a factor of 10 after 20, 40 and 60 iterations. The optimization is hence started with $E_{\text{min}} = 1 \times 10^{-4}E_{\text{max}}$ and reaches $E_{\text{min}} = 1 \times 10^{-7}E_{\text{max}}$ at iteration 60.

Several milling direction cases are considered. In the cases with a single milling direction, the $p$ norm power is set to $p = 1$ as no element-wise minimum is required. In cases with less than 10 milling directions, it is set to $p = -4$ and to $p = -6$ for cases with more than 10 directions. The $p$ norm power is changed with the varying number of tool directions due to the changing characteristics of the $p$ norm. A lower value of $p$ results in a less accurate approximation of the min operator, but also results in a less non-linear operator, which is desired during the optimization.

The cantilever beam is optimized using milling directions normal to the supported plane (in both directions). The obtained design is seen in Fig. 8. The obtained structure consists of two vertical plates that curve down towards the loaded line. A plate at the bottom of the domain connects the two vertical ones.

In Fig. 9, the design obtained with a single milling direction from top is shown. The design consists of two vertical plates, however they are not connected at the bottom of the domain. A third vertical plate connects the two other ones along the loaded line. This third plate is higher than the plates to which it is connected. This could be to add some bending stiffness along the loaded line. Note that numeric diffusion creates a non feasible disconnection between the part and the support plane at approximately one third of the support height. The disconnection is
Fig. 9. Cantilever beam with a single milling direction from the top. $C = 1.53 \times 10^7$.

Fig. 10. Cantilever beam with a single milling direction from the side. $C = 1.37 \times 10^7$.

Fig. 11. Cantilever beam with a single milling direction with a 45 degree angle in the plane. $C = 1.62 \times 10^7$.

due to numerical diffusion in the discretization of the advection diffusion equation, which is discussed in detail in Section 2.2.2 along with potential solutions to this problem.

A cantilever beam obtained with milling only from one side, orthogonal to both the load direction and the normal of the clamped surface, is shown in Fig. 10. The design cross section resembles the two dimensional cantilever beam design with no milling constraints seen in Fig. 5(a). However, this three dimensional design is not a pure extruded version of the two dimensional design, as less structure is present in the side where the milling tool comes from. This probably reflects that a design, where the load can be transferred to a reduced part of the domain performs better.

A beam optimized with a similar direction, which has been rotated 45 degrees towards the supporting plane, is seen in Fig. 11. The resulting cross section of the structure is seen to resemble the one from Fig. 10. However, the skewed milling direction affects the design drastically, both qualitatively and in terms of compliance value. It can be observed that the angle forces material to be placed at locations that are unfavorable, as none of the other designs make use of them (most notably the upper left side over the loaded line).

The three previously shown cases with directions normal to the domain boundaries are combined to a single case, with six milling directions, where the milling directions follow the cartesian coordinate system, in positive and negative directions. The design obtained with six milling directions is shown in Fig. 12. The obtained design resembles the one obtained with no milling constraint, Fig. 7. However, the hollow interior of the side walls from the reference is infeasible with the milling filter, and has hence been replaced by holes in the structure connecting the top and bottom.
A cantilever beam is also optimized using a set of 29 milling directions, all coming from the northern hemisphere, as described by [12]. The design obtained with this combination of milling directions is seen in Fig. 13. The design is very similar to the one using 6 directions seen in Fig. 12. However, most of the holes through the structure in the middle have been filled, and the thickness of that structure is varied instead. Some of the overhang near the only remaining hole next to the loaded line are only realizable due to some of the milling directions with the skewed angles.

The performance of the obtained designs is compared in Table 3. As expected, all designs obtained with the machinability constraints perform worse than the benchmark using the robust formulation. Furthermore, it is also observed that adding more milling directions improves the performance of the design, as this also increases the design freedom of the optimization process. In the work of Hur et al. [13], the orientations of the tools are also determined by the optimization. This can be considered an alternative to representing the full span of admissible tool directions, as the tool directions obtained by the optimization need to be admissible for manufacturing. There is currently no direct comparison of the resulting structures from the two approaches for topology optimization considering multi-axis machining.

As in the two dimensional results, discussed in Section 5.1, it is again seen that the chosen milling directions have a large influence on the performance of the obtained designs. If one wishes to only consider only a single milling direction, the direction should be chosen carefully, as it can have a large influence on the performance of
the optimized design. A surprising discrepancy in performance is observed between the designs obtained with the milling directions normal to the supported plane from Fig. 8 and the one obtained with the milling direction from above from Fig. 9. The design with the milling direction from above performs $\approx 11\%$ worse, even though the obtained designs are somewhat similar, qualitatively.

5.3. Three dimensional GE bracket examples

To demonstrate the real-world possibilities of the milling filter, the GE jet engine bracket [31] is used as an industrial example, which is shown in Fig. 14. The original bracket geometry, material properties, and load cases are adapted from [28,31], with slight simplifications. The pinned boundary interfaces are modeled by clamping the inner surface of the bolt interface. The rigid pin is included in the model using 10 times the Young’s modulus of the used material. The rigid pin is modeled as a part which is fused to the passive ring, as correct modeling of contact during structural optimization is beyond the scope of this article. All six interfaces in the bracket model are assigned a passive solid ring, in order to ensure that an interface exists. The compliance of the structure is minimized subject to a constraint of volume fraction $V^* = 0.137$ in the design domain, corresponding to a total bracket weight of 300 g for the design and the passive solid rings.

The minimum Young’s modulus $E_{\text{min}}$ is updated using a simple continuation scheme, as also described in Section 5.2. The optimization begins with $E_{\text{min}} = 1 \times 10^{-3} E_{\text{max}}$ which is decreased by an order of magnitude every 15 iterations until reaching $E_{\text{min}} = 1 \times 10^{-6} E_{\text{max}}$ at iteration 45.

The large size of the computational domain (160 $\times$ 110 $\times$ 90 mm) allows to use a lower Peclet number than in the previous examples. This is due to the Peclet number being a function of the characteristic domain length. It should be noted that the bracket design domain is non-convex due to the two flanges which support the bolt. This non-convexity has some important implications for the solution of the advection–diffusion equation on the bracket domain. The boundaries will not transport information across the gaps in the design domain, treating every domain surface as an outer surface from where a tool might remove material. This will have an effect, as placing material in one flange, will not force the formulation to place material in the other flange due to the milling filter. As the flanges represent a small part of the domain, this error is limited, although present.

As discussed in Section 2.2, the surfaces which separate the passive rings from the design domain are modeled using a Dirichlet boundary condition in the advection–diffusion equation in order to ensure that the passive rings also introduce material downstream into the design domain. Furthermore, it should be noted that while the stiffened pin, shown in blue in Fig. 14, is included in the model, it is omitted from the visualization.

The bracket examples are solved using a mesh of 64 million hexahedral elements. The results are computed on 20 nodes at the DTU Sophia cluster. The computations take between 17 and 31 h, where solving the milling filters and their adjoint problems usually take between 25 and 45 s for each tool direction, compared to the linear elasticity solver which usually takes between 70 and 100 s for each load case.

A reference example is included for the bracket in order to compare the resulting structures and compliance values. The reference example is computed using the robust formulation [20] with $\beta$-continuation, using a PDE-based filter with consistent boundary conditions [32], which emulate a padded domain. The robust formulation is
used due to the included Heaviside filter, which results in discrete 0–1 designs, like the proposed milling filter. This allows for a more accurate comparison of compliance values, as neither method is forced to include intermediate densities in the final design. Though, it should be noted that the robust formulation imposes a length-scale on the final design, which is not present in the milling filter. The resulting reference structure is shown in Fig. 15.

The first example, which is performed using only one milling direction from the top is shown in Fig. 16. It can be seen that the volume underneath the passive rings, which contain the rigid pin, is set to solid due to the Dirichlet boundary condition on the shadowing step — with the exception of the undercut under the two rings, which is not a part of the design domain. This prescribes the use of an already small global volume fraction, leaving little material for the remaining structure. All four supporting bolts are connected by thin legs, which connect in a cross shaped structure. From the resulting compliance values, shown in Table 4, it is clear that the single direction performs poorly, resulting in approximately twice the compliance value of the reference case. This is somewhat expected, given the restriction of available material and severely restricted design freedom.

Two additional bracket examples each using five mutually orthogonal milling directions are visualized by the red bars along with the resulting structures in Figs. 17 and 18. The structures both differ from the reference by being more compact almost truss-like, as opposed to the shell-like reference structure. The compliance value of both examples with five directions is very close to the reference value, considering the design restrictions, deviating with only 16% and 17%. From this, and similar cantilever examples with many tool directions, it can be seen that structures generated, for the considered linear elastic compliance minimization problems with milling constraints using many tool directions, perform well compared to reference designs, when taking into account the severe limitations in design freedom.
Additional numerical examples are also given with more constrained tool directions, to evaluate the milling approach itself, as structures under very limiting manufacturing constraints are generated. Fig. 19 shows the bracket with four non cartesian tool directions. Again, an agreeable structure with only 22% increase in compliance compared to the reference is obtained. If closely examined, the structure shows two ‘spikes’ in the center of the structure. These spikes do not carry any load, but cannot be removed by any of the given tool directions without also removing some vital load-carrying structural member. Therefore they can be compared to the phenomenon seen in Fig. 6(c), where non-load carrying material is also present.

An alternate version of the four directions is shown in Fig. 20, where all four directions have a 14.4 degree angle to the vertical axis and are aligned with one of the other axes. In this case, the resulting structure is forced to use a significant amount of material under the supporting rings in form of spikes, as can also be seen in the zoom into the corresponding area in Fig. 21. These spikes appear as there is no milling direction which allows the removal of this material. Similarly, any structural member which has material removed from under it needs to have a ‘wedge’-like shape as the tools need to reach the void under the structure.
Fig. 21. Zoom in on the wedge-like features from the design obtained with the four milling directions at a 14.4 degree angle, seen in Fig. 20.

Fig. 22. Design with one milling directions at an 14.4 degree angle. $C = 9.52 \times 10^7$ J.

Finally, a last example with a single tool direction is shown in Fig. 22, but this time the tool direction is at a 14.4 degree angle with the vertical axis, like in the previous example, but only the direction coming from the side of the bolt flanges is considered. Again it can be seen that a thin-walled structure appears, but this time all of the walls have the expected angle. One curious artifact of this example is that the optimizer is able to circumvent the milling filter, and generate a hole in the bottom part of the central wall. This is understandable in a structural sense as the bottom part of the wall carries little load, but still a very undesirable artifact in the milling filter. This effect occurs due to an interesting interplay between the advection–diffusion filter and the Heaviside projection. As can be seen in Fig. 3(d), the advection–diffusion-filtered value can slowly decrease along the advection direction. This is partly due to the numerical diffusion due to the used upwind scheme, which is necessary for numerical stability. If the value gets below the Heaviside parameter $\eta$, which is 0.5 in this case, the Heaviside projection will project the design towards 0, rather than 1, allowing such a hole to appear. This can be solved by setting a lower $\eta$ value, although the example is included here for completeness.

6. Conclusion

The article presents a formulation for performing topology optimization of manufacturable structures through milling by using a PDE-based alternative to a cumulative summation. The proposed method has been shown to generate manufacturability by machining in a number of numerical examples in two and three dimensions, resulting in topologies where all void regions are reachable through a tool direction from outside the domain. The proposed method has also shown itself to work for larger topology optimization problems, as shown by the numerical examples consisting of 64 million elements. From the large-scale examples it can also be seen that the increased number of elements allows thin shell members in the structures to be resolved, notably in the bracket. This would not be possible on lower resolutions.

The proposed method for performing the cumulative summation by solving the advection–diffusion equation, can also be considered a significant simplification of the mapping process [12], since it is not necessary to keep track of multiple meshes, and their relative orientation.

In the shown examples the proposed method accounts for a non-negligible fraction of the total computational effort of the optimization. However, there is no hard limit to the size of problems, for which this method can be applied. Furthermore, it should be possible to improve the wall clock time of the advection–diffusion solver [18,26,27] — which is left as future work.
Some disadvantages of the PDE-based formulation can also be noted from the numerical examples. The advection–diffusion equation is unable to transport material through regions which have not been meshed, such as between the two flanges of the bracket example. When a milling direction across flanges is chosen, no coupling between the flanges occurs.

The transport problem could in principle be solved by developing special boundary conditions, which couple the field values across the gap in the mesh. This would require a quite non-trivial effort in terms of mathematical and software development. An easier alternative, would be to use an auxiliary mesh of a convex bounding volume (e.g. the bounding box) of the domain, and solve the advection–diffusion problems on this mesh, somewhat similar to the approach used in [12]. Solving the advection–diffusion equation in the convex bounding volume is still expected to scale better with the number of elements, compared to performing a cumulative summation.

Another disadvantage is the lack of control in the tool-shape, which is possible when explicitly computing the cumulative summations [12]. A further challenge is the diffusivity term of the advection–diffusion equation, which is needed for numerical stability. It can be seen from the presented results that the diffusive terms can be kept very small.

While it is difficult to guarantee a tool shape based on the solution of the advection–diffusion equation, it could be possible to ensure a minimum member thickness of the features in the resulting design. This could be done by providing eroded, nominal, and dilated variations of the design field during Heaviside projection phase. These fields could then be used to provide a robust formulation based on [20]. This extension of the milling formulation is left to further work, as it is considered somewhat a separate issue from the advection–diffusion based approach.

The proposed method sometimes shows erosion of structures downstream due to numerical diffusion, as discussed in Section 2.2.2 and shown by example in Fig. 22. While this drawback is important to note for the proposed method, the effects can be alleviated somewhat by appropriate choice of Heaviside parameters in the following projection.

It is found that the chosen milling directions have a large impact on the compliance of the resulting structures when few milling directions are used. This is to be expected, as the milling filter poses a large restriction on the possible structures.
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Appendix A. Finite volume implementation with upwind scheme
The advection–diffusion equation from Eq. (2) is integrated over a control volume. After applying the Gauss divergence theorem, the finite volume form of the equation over a control volume \( V \) with boundaries \( S \) is obtained [33]:

\[
\int_S n_i u_i \tilde{\rho}_s dS - \int_S \frac{1}{Pe} n_i \nabla \tilde{\rho}_s dS = \int_V \tilde{\rho} dV \quad (A.1)
\]

Finite difference schemes are used to describe the fluxes through the faces of the cell. The stencil for the respective face consists of the two cells adjacent to the face. The diffusive flux through the face is described using a Center Difference Scheme (CDS):

\[
n_i \nabla \tilde{\rho}_s \bigg|_f = \left| \frac{\text{d} \cdot \mathbf{A}}{\text{d} \cdot \mathbf{A} \cdot |\mathbf{A}|^2} \right| \left( \tilde{\rho}_s \bigg|_N - \tilde{\rho}_s \bigg|_P \right) \quad (A.2)
\]

where \( \mathbf{A} \) is the normal area vector and \( \text{d} \) the distance between the cell center and the neighbor cell center [34]. The subscript \( f \) refers to the face value, \( P \) to the cell and \( N \) to the neighbor adjacent to the face.
In order to guarantee numerical stability, an upwind difference scheme is used for the advection coefficient in the hence, the interpolated value at the face is the one from the upstream cell:

\[
\text{if } (n_i u_i^t)_f > 0 : \frac{\partial \tilde{\rho}}{\partial \tilde{\rho}} \bigg|_N = \tilde{\rho}_i \\
\text{if } (n_i u_i^t)_f < 0 : \frac{\partial \tilde{\rho}}{\partial \tilde{\rho}} \bigg|_P = \tilde{\rho}_i
\]  

(A.3)

where \(n_i\) is the outward pointing surface normal.

The Robin boundary conditions are introduced in Eq. (3), using a linear interpolation of the \(\tilde{\rho}_s\) value on the cell boundary and CDS equation (A.2) on the corresponding gradient, the following boundary condition contribution is found for the boundary face:

\[
\tilde{\rho}_s \bigg|_N = -\tilde{\rho}_s \bigg|_P \left(\frac{1}{2} - n_i \frac{1}{2} \frac{\Lambda_d}{g(A)} \right)
\]

(A.4)

Dirichlet boundary conditions are implemented adjacent to passive domains. Here, the surface contribution is given as:

\[
\tilde{\rho}_s = 1 \ \ x \in \partial \Omega
\]

(A.5)

the right hand side in these cells is corrected with:

\[-2a_f\]

(A.6)

where \(a_f\) is the surface contribution of the boundary face.

Appendix B. Sensitivity analysis

The sensitivity of the full milling filter can be found by applying the chain rule on all operations, as seen in Eq. (12).

The derivative of the compliance w.r.t. the used density field can be found for each element as [14]

\[
\frac{d c}{d \tilde{\rho}} = -\mathbf{u}^T \frac{d \mathbf{K}}{d \tilde{\rho}} \mathbf{u} = -\mathbf{u}^e \frac{d \mathbf{K}^e}{d \tilde{\rho}^e} \mathbf{u}^e
\]

(B.1)

where the \(e\) superscripts denote the element density, deformations, and local stiffness matrix.

The partial derivative of the Heaviside projection can be found analytically for every entry of the density field as

\[
\frac{\partial \tilde{\rho}^e}{\partial \tilde{\rho}} = \frac{\beta \left(1 - \tanh^2(\beta(\tilde{\rho}^e - \eta))\right)}{\tanh(\beta\eta) + \tanh(\beta(1 - \eta))}
\]

(B.2)

The partial derivative of the p-norm agglomeration for a given field \(i\) can be found analytically for every element \(e\) as

\[
\frac{\partial \tilde{\rho}^e}{\partial \tilde{\rho}_i} = \left(\frac{1}{n} \sum_{i=1}^{n} (\tilde{\rho}_i^e)^p\right)^{\frac{1}{p} - 1} \frac{1}{n} (\tilde{\rho}_i^e)^{p-1}
\]

(B.3)

The final partial derivative \(\frac{\partial \tilde{\rho}}{\partial \rho}\) depends on the chosen density filtering strategy. In both cases applying the partial derivative corresponds to performing the density filtering on the accumulated sensitivity \(\frac{d c}{d \rho}\).
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