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#### Abstract

We present the comparative study of the analytical forward model and the statistical simulation of the Compton single scatter in the Positron Emission Tomography. The formula of the forward model has been obtained using the Single Scatter Simulation approximation under simplified assumptions and therefore we calculate scatter projections using independent Monte Carlo simulation mimicking the scatter physics. The numerical comparative study has been performed using a digital cylindrical phantom filled in with water and containing spherical sources of emission activity located at the central and several displaced positions. Good fits of the formulabased and statistically generated profiles of scatter projections are observed in the presented numerical results.
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## 1 Introduction

This paper is aimed at the comparative study of the analytical model of the Compton single scatter projection formation in Positron Emission Tomography (PET) [14] and numerical modelling the Compton image using Monte Carlo (MC) simulation [15], [30]. The model belongs to a modality what is nowadays known as Compton Scatter Tomography (CST) [11], [26], has the form of an integral transform and its derivation is based on the Single Scatter Simulation (SSS) approximation [27]. While the SSS approximation estimates a single scatter coincidence rate detected within finite detector elements for a range of energies, the analytical model provides a sample value of the scatter for a certain energy detected at a given point of the detector. That is, in the analytical model the detector system has excellent energy resolution. It is assumed that the directions of the two annihilation photons are collinear and the detectors count all incoming single scattered photons of a certain energy, or equivalently, the photons scattered once at a certain angle. For practical aspects of the scatter models in PET, we refer the reader to [2] and the literature therein.

Let us introduce the notations and briefly describe the conventional PET using non-scatters as an example of an analytical model with idealized mathematical assumptions [20]. Given an object with the activity distribution $f$ and the attenuation map $\mu$, and the point-wise detectors $A$ and $B$ (Figure 1 (a)), recorded primary data are simulated in PET as

$$
\begin{equation*}
P^{A B}=e^{-\int_{A}^{B} \mu\left(x^{\prime}, y^{\prime}, z^{\prime}\right) d l^{\prime}} \int_{A}^{B} f(x, y, z) d l \tag{1.1}
\end{equation*}
$$

where $\left(x^{\prime}, y^{\prime}, z^{\prime}\right),(x, y, z)$ are the points on the line AB and $d l, d l^{\prime}$ are the elements of the line $A B$. Equation (1.1) factorizes integrals over the activity $f$ and the attenuation $\mu$, thus reducing the problem to the classical computerized tomography provided that the data $P^{A B}$ undergo the attenuation correction [3]. A physical feature of PET is basically a large amount of photon pairs ( $u, v$ ), collinearly traveling in opposite directions from the annihilation point $C$, where a positron resulting from the isotope decay meets some of free electrons of the media $\mu$.

In addition to the primary photons, there are photons $V^{\prime}$ with the energies $E^{\prime}<E(E$ is the emitted photon energy) that undergo the Compton scatter (Figure 1 (b), (c)), and are associated with the scattering angle $\theta$ by the Compton relation:

$$
\begin{equation*}
E^{\prime}=\frac{E}{1+(E / 511 k e V)(1-\cos \theta)} . \tag{1.2}
\end{equation*}
$$

Much efforts have been invested into the scatter correction of the PET data [5], [31]. In comparison with the scatter correction methods, our motivation is to create a basis for the full 3D reconstruction of activity directly from the Compton single scatter data. For this purpose, the SSS model was chosen due to its universality in covering most of the PET physics. We summarize the SSS approximation in the form of the Watson scatter formula [27]. The SSS approximation formula estimates the expected total single scatter coincidence rate in the detector pair $(A, B)$ as an integral over the total scatter volume $V$

$$
\begin{equation*}
S_{V}^{A B}=\int_{V} d V \frac{\sigma_{A S} \sigma_{S B}}{4 \pi|A S|^{2}|S B|^{2}} \frac{\mu}{\sigma_{C}} \frac{\partial \sigma_{C}}{\partial \Omega}\left(\epsilon_{A} I^{A}+\epsilon_{B} I^{B}\right), \tag{1.3}
\end{equation*}
$$

where

$$
\begin{equation*}
I^{A}=e^{-\left(\int_{A}^{S} \mu d l+\int_{S}^{B} \mu^{\prime} d l\right)} \int_{A}^{S} f d l, I^{B}=e^{-\left(\int_{A}^{S} \mu^{\prime} d l+\int_{S}^{B} \mu d l\right)} \int_{S}^{B} f d l \tag{1.4}
\end{equation*}
$$

Here $\frac{\partial \sigma}{\partial \Omega}$ is the differential cross-section given by the Klein-Nishina formula [6], $\sigma_{A S}$ and $\sigma_{S B}$ are geometric cross-sections of the detectors $A$ and $B, f$ is the emitter activity, $\mu=\mu(E$, $S$ ) is the linear attenuation coefficient depending on the photon energy $E$ and the scatter point $S, \epsilon_{A}=\epsilon_{A S} \epsilon_{S B}^{\prime}$ and $\epsilon_{B}=\epsilon_{A S}^{\prime} \epsilon_{S B}$ are related to the detection efficiency for the detectors $A$ and $B$. Primed and unprimed quantities are evaluated at the scattered and unscattered photon's energy, respectively.

Equation (1.3) is symmetric in terms of $A$ and $B$ so that the primary photons are recorded both at $A$ and $B$. In derivation of the analytical model, a one-sided version of (1.3) was investigated, where only one detector element $A$ is tuned to counting the primary photons. In this case, in (1.4) we can set $I^{B}=0$. Using this condition, the model as a particular case of the SSS algorithm was derived [14] in the form of the integral transform as we outline in Section 2. Because of the idealized assumptions involved in the derivation of analytical scatter projector, we compare this model with Monte Carlo simulation [4], [7], [15], [30]. The MC technique can take into account every technical detail of the photon transport. The MC statistical simulation techniques are common for the verification of scatter models. Reference [31] states: "Nevertheless, the complexity and computing requirements of Monte Carlo simulation led to the development of analytical simulation tools based on simplifying approximations to improve speed of operation".

The paper is organized as follows. In Section 2 we present an analytical model of Compton single scatter obtained using the SSS algorithm as a starting point. Section 3 is devoted to the three-dimensional slice-by-slice convolution model as a partial case assuming that the attenuation map of the object is a constant term approximated to be the same for direct and scattered events. In Section 4 we outline steps of Monte Carlo simulation algorithm. Computer-based experiments with a numerical phantom are presented in Section 5 with the following discussion and conclusions Sections 6 and 7, respectively.

## 2 The forward model of Compton single scatter

Let us overview the derivation of the Compton analytic scatter equation for a given particular scattering angle. The following basic geometric observations [17], [21] are useful in the single scatter simulation. It is easily seen (Figure 1 (b), (c)) that all the scatter points $S$ (at some scattering angle $\theta$ ) are located on an equi-scatter isogonic surface $\Sigma_{\theta}$ of a spindleshaped body $V_{\theta}$ generated by the rotated arcs $\widetilde{A S B}$ with the fixed detectors $A$ and $B$. The arcs
are parts of circles with the same diameter $d=|A B| / \sin \theta$ and subtended by the angle $2 \theta$. Geometry of the spindle-shaped isogonic rotation body is desribed also in [23], [25], [28], [29]. Due to the Law of Sines for $\Delta A S B$ we have

$$
\begin{equation*}
|A S| / \sin (\theta-\varphi)=|S B| / \sin (\varphi)=|A B| / \sin (\pi-\theta) \tag{2.1}
\end{equation*}
$$

and we can write

$$
\begin{equation*}
|A S|=|A B| \frac{\sin (\theta-\varphi)}{\sin \theta},|S B|=|A B| \frac{\sin \varphi}{\sin \theta} \tag{2.2}
\end{equation*}
$$

Let us for brevity denote, omitting some dependencies:

$$
\begin{equation*}
W_{f, \mu, \mu^{\prime}}(x, y, z) \equiv \frac{1}{\sigma_{C}} \frac{\partial \sigma_{C}}{\partial \Omega} \epsilon_{A} \mu(x, y, z) e^{-\left(\int_{A}^{S} \mu d l+\int_{S}^{B} \mu^{\prime} d l\right)} \int_{A}^{S} f d l \tag{2.3}
\end{equation*}
$$

where $(x, y, z)$ are the Cartesian coordinates of the scatter point $S$. Thus, we transform equation (1.3) to a more compact form

$$
\begin{equation*}
S_{V}^{A B}=\int_{V} d V \frac{\sigma_{A S} \sigma_{S B}}{4 \pi|A S|^{2}|S B|^{2}} W_{f, \mu, \mu^{\prime}}(x, y, z) \tag{2.4}
\end{equation*}
$$

The SSS approximation is sufficiently generic to deal with the scatter volume $V$ (or, equivalently, an integration domain $D(\mu)$, or a support of the attenuation map $\mu$ ) of an arbitrary shape. However, for the purposes of this research, a precise boundary of the $V$ (and the limits in volume integral (2.4)) should be explicitly specified as well as a system of coordinates needs to be chosen.

Let us assume that the detectors $A$ and $B$ are small disks of radius $\delta \ll 1$, normal to the direction $z$, with centers at points $A=(0,0,0)$ and $B=(0,0,|A B|)$, respectively (Figure 1 (c)). The detector $B$ records the photons scattered under the scattering angles $\theta$ such that $\theta \leq$ $T$, for some angle $T \leq \pi / 2$. We find it useful to exploit the spherical coordinates ( $\psi, \varphi, r$ ) with the origin at the point $A$ for describing the equi-scatter surface $\Sigma_{\theta}$ and the scatter volumes $V_{\theta}$ and $V_{T}$ :

$$
\begin{align*}
\Sigma_{\theta} & =\{(\psi, \varphi, r)|\psi \in[0,2 \pi), \varphi \in[0, \theta], r=|A S|\} \\
V_{\theta} & =\{(\psi, \varphi, r)|\psi \in[0,2 \pi), \varphi \in[0, \theta], 0 \leq r \leq|A S|\}  \tag{2.5}\\
V_{T} & =\bigcup_{\theta=0}^{T} V_{\theta},|A S|=|A B| \sin (\theta-\varphi) / \sin \varphi
\end{align*}
$$

For small values of diameter $\delta$ of detector disks $A$ and $B$, the geometrical cross-sections of $A$ and $B$ incident to the rays $A S$ and $S B$ are ellipses with approximate area, respectively

$$
\begin{equation*}
\sigma_{A S} \approx\left(\pi \delta^{2} / 4\right) \cos \varphi, \sigma_{S B} \approx\left(\pi \delta^{2} / 4\right) \cos (\theta-\varphi) \tag{2.6}
\end{equation*}
$$

The idealized model for the total scatter (parameterized by the $T$ and denoted as $S_{T}^{A B}$ ) has been developed using the SSS integral (2.4) calculated at points within the small detectors $A$ and $B$, and then averaged over $(A, B)$ disks area as follows

$$
\begin{equation*}
S_{T}^{A B}=\lim _{\delta \rightarrow 0} \frac{1}{\left(\pi \frac{\delta^{2}}{4}\right)^{2}} \int_{A} \int_{B} d A d B \int_{V_{T}} d V_{T} \frac{\sigma_{A S} \sigma_{S B}}{4 \pi|A S|^{2}|S B|^{2}} W_{f, \mu, \mu^{\prime}}(x, y, z) \tag{2.7}
\end{equation*}
$$

Substituting (2.6) into (2.7), we estimate the total single scatter in the form

$$
\begin{equation*}
S_{T}^{A B}=\int_{V_{T}} d V_{T} \frac{\cos \varphi \cos (\theta-\varphi)}{4 \pi|A S|^{2}|S B|^{2}} W_{f, \mu, \mu^{\prime}}(x, y, z) \tag{2.8}
\end{equation*}
$$

We change the rectangular variables $(x, y, z)$ in (2.8) for other (spherical-like) curvilinear coordinates $(\psi, \varphi, \theta)$, where $\psi, \varphi$ are the spherical coordinates and $\theta \in[0, T]$ is the scattering angle (while the distance $|A B|$ is fixed), as follows

$$
\left\{\begin{array}{l}
x=X(\psi, \varphi, \theta)=|A S| \sin \varphi \cos \psi,  \tag{2.9}\\
y=Y(\psi, \varphi, \theta)=|A S| \sin \varphi \sin \psi, \\
z=Z(\psi, \varphi, \theta)=|A S| \cos \varphi
\end{array}\right\}
$$

For changing variables in (2.8), we calculate the elementary volume

$$
\begin{equation*}
d V_{T}=d x d y d z=|J| d \psi d \varphi d \theta \tag{2.10}
\end{equation*}
$$

where $J$ is the Jacobian matrix

$$
J=\left[\begin{array}{lll}
\partial X / \partial \psi & \partial X / \partial \varphi & \partial X / \partial \theta  \tag{2.11}\\
\partial Y / \partial \psi & \partial Y / \partial \varphi & \partial Y / \partial \theta \\
\partial Z / \partial \psi & \partial Z / \partial \varphi & \partial Z / \partial \theta
\end{array}\right]
$$

and $|\lambda|$ is its determinant. Due to (2.2), we have

$$
\begin{equation*}
|J|=\frac{\left.A B\right|^{3} \sin ^{2}(\varphi) \sin ^{2}(\theta-\varphi)}{\sin ^{4}(\theta)}=\frac{|A S|^{2}|S B|^{2}}{|A B|} \tag{2.12}
\end{equation*}
$$

and (2.8) becomes

$$
\begin{equation*}
S_{T}^{A B}=\int_{0}^{T} d \theta \int_{0}^{\theta} d \varphi \int_{0}^{2 \pi} d \psi \frac{\cos \varphi \cos (\theta-\varphi)}{4 \pi|A B|} W_{f, \mu, \mu^{\prime}}(\psi, \varphi, \theta) . \tag{2.13}
\end{equation*}
$$

Finally, we derive the total scatter equation under further idealized assumptions $\epsilon_{A} \equiv 1$ in the following integral form:

$$
\begin{align*}
& S_{T}^{A B}=\int_{0}^{T} d \theta \int_{0}^{\theta} d \varphi \frac{\cos \varphi \cos (\varphi-\theta)}{4 \pi|A B|} \int_{0}^{2 \pi} d \psi \frac{1}{\sigma_{C}} \frac{\partial \sigma_{C}}{\partial \Omega} \\
& \quad \times \mu(\psi, \varphi,|A S|) e^{-\left(\int_{A}^{S} \mu d l+\int_{S}^{B} \mu^{\prime} d l\right)^{|A S|}} \int_{0}^{\mid} f(\psi, \varphi, r) d r \tag{2.14}
\end{align*}
$$

where the integrand in $S_{T}^{A B} \equiv \int_{0}^{T} \xi_{\theta}^{A B} d \theta$,

$$
\begin{align*}
& \xi_{\theta}^{A B}=\frac{1}{4 \pi|A B|} \int_{0}^{\theta} d \varphi \cos \varphi \cos (\varphi-\theta) \int_{0}^{2 \pi} d \psi \frac{1}{\sigma_{C}} \frac{\partial \sigma_{C}}{\partial \Omega} \\
& \quad \times \mu(\psi, \varphi,|A S|) e^{-\binom{S}{\int_{A} \mu d l+\int_{S}^{B} \mu^{\prime} d l}^{|A S|} \int_{0} f(\psi, \varphi, r) d r} \tag{2.15}
\end{align*}
$$

is a sample value of the scatter. Here $\theta$ and $E^{\prime}$ are fixed, therefore the factor $\frac{1}{{ }^{\sigma}}{ }_{C} \frac{d{ }_{C}}{d \Omega}$ in is a scalar and for brevity can be omitted without loss of generality. A result similar to (2.15) was received in [12] using geometrical probabilities approach.

## 3 Slice-by-slice Convolution Blurring Model

An essential simplification can be achieved assuming $\mu=\mu^{\prime}=$ const. Then equation (2.15) can be written down in the cylindrical coordinates ( $\psi, \rho, z$ ) after some algebra as follows

$$
\begin{equation*}
\xi_{\theta}^{A B}=\int_{0}^{|A B|} d z \int_{0}^{R_{\theta}(z)} d \rho \frac{\mu z(z \cos \theta+\rho \sin \theta)}{4 \pi|A B| \rho\left(z^{2}+\rho^{2}\right)^{3 / 2}} e^{-\mu|A B| \frac{z+\rho \tan \frac{\theta}{2}}{\sqrt{z^{2}+\rho^{2}}}} \int_{0}^{2 \pi} d \psi f(\psi, \rho, z) \tag{3.1}
\end{equation*}
$$

where radius of the circular section of $V_{\theta}$ with the coordinate $z$ is

$$
\begin{equation*}
R_{\theta}(z)=\frac{\sqrt{a^{2}-(z-a)^{2} \sin ^{2} \theta}-a \cos \theta}{\sin \theta}, a \equiv \frac{|A B|}{2} . \tag{3.2}
\end{equation*}
$$

Multiplying equation (3.1) by $1 \equiv \rho / \rho$ and denoting the kernel

$$
\begin{equation*}
h_{\theta}(\rho, z) \equiv \frac{\mu}{4 \pi|A B|} \frac{z(z \cos \theta+\rho \sin \theta)}{\rho^{2}\left(z^{2}+\rho^{2}\right)^{3 / 2}} e^{-\mu|A B| \frac{z+\rho \tan (\theta / 2)}{\sqrt{z^{2}+\rho^{2}}}} \tag{3.3}
\end{equation*}
$$

we can reduce (3.1) to

$$
\begin{equation*}
\xi_{\theta}^{A B}=\int_{0}^{|A B|} d z \int_{0}^{2 \pi} d \psi \int_{0}^{R_{\theta}(z)} h_{\theta}(\rho, z) f(\psi, \rho, z) \rho d \rho . \tag{3.4}
\end{equation*}
$$

It follows from this representation that the inner double integral

$$
\begin{equation*}
\int_{0}^{2 \pi} d \psi \int_{0}^{R_{\theta}(z)} h_{\theta}(\rho, z) f(\psi, \rho, z) \rho d \rho \tag{3.5}
\end{equation*}
$$

in (3.4) is a value of the convolution of the function $f$ section by the plane parallel to $x O y$ with the coordinate $z$, and the radially symmetric kernel $h_{\theta}(\rho, z)$ with a circular support of radius $R_{\theta}(z)$. The outer integral $\int_{0}^{|A B|} d z$ represents the X-ray transform (along the lines parallel to the direction $z$ ) of the slice-by-slice blurred versions of the activity function $f$.

Figure 2 shows numerical results illustrating the structure of the 3 D scatter kernel $h_{\theta}$. In the experiments, $\mu=$ const $=0.096 \mathrm{~cm}^{-1}, \theta=30^{\circ}$ (corresponding to scattered photons with energy 450 keV detected by a detector with perfect energy resolution) and $h=30 \mathrm{~cm}$. Kernel values were computed in the centers of $0.5 \times 0.5 \times 0.5 \mathrm{~cm}^{3}$ voxels of image of size $60 \times 60 \times$ 60 voxels. The kernel support has a spindle shape, and the kernel's larger values are concentrated around detector $A$, rapidly decreasing in direction to detector $B$. It also decreases rapidly in lateral direction, from the vicinity of the central line $A B$ to the kernel's borders. We can see that the kernel gives larger weights to the activity for areas close to $A$ and smaller weights to the kernel region around $B$ (Figure 2 (a)). We conclude therefore, that with PET detectors tightly positioned around the patient, there emerges additional information from scatter about activity hot spots located close to the patient's body periphery. We have further repeated the calculations for a more realistic case, representing range of scattering angles given by $12 \%$ energy resolution detectors (FWHM of the Gaussian energy resolution function was 60 keV ). Obtained kernel has a very similar shape to the ideal one. Nearly identical, longitudinal and lateral profiles of both kernels are shown in Figure 2 (b), (c).

The slice-by-slice convolution model (3.4) of the projection formation is known in Transmission Electron Microscopy [9] and it is proven to be invertible [13] provided full data are available. The reconstruction technique derived was named as the Defocus-gradient Corrected Backprojection (DGCBP) algorithm. The algorithm was tested thoroughly in [16]. Thus, we have reduced the simplified Compton scatter model to the already developed reconstruction technique.

## 4 Monte Carlo simulation algorithm

We performed Monte Carlo simulations using our software codes [1], [15], [30] with allowance for the physical effects in the PET modality. The main components of the MC algorithm used in this study are:

- $\quad$ Step 1. Positron annihilation point sampling.

We sample point $r$ of positron origination inside the activity domain. This point becomes the point of annihilation. We generate samples from the uniform distribution inside the sphere of activity.

- Step 2. Sampling of the initial direction of a photon.

As a result of the positron-electron annihilation, two photons are emitted in opposite directions. Because of the isotropy of initial directions, the direction of the first photon $\omega=\left(\omega_{1}, \omega_{2}, \omega_{3}\right)$ is uniformly chosen on a unit sphere. Then we track the photon moving in the direction $\omega$.

- $\quad$ Step 3. Calculation of a free path in a medium.

Using an exponential decrease in the photon survival probability with increasing a distance, we can find a single photon free path in the medium. When leaving the object volume, the photon is checked for getting onto the detector. If the photon hits the detector, we record the detector's position and proceed with tracing the other photon in the direction $-\omega$. In the case the photon does not hit a detector, we stop tracing it and go to Step 1. In case the photon is still inside the object, we continue random sampling.

- $\quad$ Step 4. The types of photon-medium interaction.

For determination of the photon-medium interaction type, we calculate probabilities of absorption, the Compton and Rayleigh scatters denoted by $P_{a}, P_{c}$, $P_{r}$ respectively. If a random number $a<P_{a}$, then a photon is attenuated and its trajectory is not further traced. If $a>P_{a}$, then the photon undergoes scattering and the type of a scatter has to be detected. In case of $a<P_{r}$, a photon scatter is of the Rayleigh type, otherwise it is of the Compton type.

- $\quad$ Step 5. The Rayleigh scatter.

If a photon has undergone the Rayleigh scatter, then we choose a new direction $\omega^{\prime}$, using the Rayleigh scattering function.

- $\quad$ Step 6. The Compton scatter.

In case of the Compton scatter, not only the direction but also the energy of a photon changes. Probability that a scattered photon has energy on the interval from $E$ to $E^{\prime}$ depending on a random number $a$ is estimated from the equation

$$
\begin{equation*}
\int_{E}^{E^{\prime}} \frac{d \tilde{\sigma}_{C}}{d E} d E=\alpha \tag{4.1}
\end{equation*}
$$

where $d \tilde{\sigma}_{C} / d E$ is the Compton scatter differential cross-section normalized to
unity for the energies from $E$ to $E+d E$. It is calculated using the Klein-Nishina formula [6]. Solving equation (4.1) is a cumbersome procedure. For its speed-up, we use a preliminarily calculated 2D look-up table with the solution to (2.15) with a certain precision on regular meshes in terms of $E$ and $a$. The calculated value of the scattered photon energy provides us with the cosine of the scattering angle:

$$
\begin{equation*}
\nu=1+E_{0} / E-E_{0} / E^{\prime}, \tag{4.2}
\end{equation*}
$$

where $E_{0}$ is the zero mass energy of the electron. Further sampling with equal probabilities within the range of 0 up to $2 \pi$ of the azimuthal angle of the scatter, we can find a new direction of the photon after a scatter event.

- $\quad$ Step 7. Return with Exit.

We return to Step 3 and trial again a free path and repeat this procedure till either the photon hits the detector or leaves the volume, or becomes absorbed.

## 5 Numerical Simulation

The numerical experiments were performed on a numerical cylindrical phantom (similar to that used in [22]) filled in with water of 8 cm radius and large length. The geometry of the four source Configurations labeled as 1, 2, 3, 4 is shown in Figure 3. The sources are the spherical uniform emitters of 0.9 cm radius and unit activity. Their centers $C_{1}, C_{2}, C_{3}, C_{4}$ are located in the plane $y O z$ with the coordinates

$$
\begin{equation*}
C_{1}=(0,0,8), \quad C_{2}=(0,0,12), \quad C_{3}=(0,-4,8), \quad C_{4}=(0,0,4) . \tag{5.1}
\end{equation*}
$$

The detector lines $A=\left\{A_{i}\right\}$ and $B=\left\{B_{i}\right\}$ of length 16 cm consist of 100 crystals each. The crystal centers have the coordinates

$$
\begin{equation*}
A_{i}=(0.0,8.0-(i-0.5) \delta, 0.0), \quad B_{i}=(0.0,8.0-(i-0.5) \delta, 16.0) . \tag{5.2}
\end{equation*}
$$

Here, $\delta=0.16 \mathrm{~cm}$ is diameter of an element on the detector.

We simulated the following intensity

$$
\begin{equation*}
M_{\theta} \approx\left(\pi \delta^{2} / 4\right)^{2} \xi_{\theta}^{A B} \tag{5.3}
\end{equation*}
$$

using Monte Carlo techniques. Cross-section data were taken from the Hubble-Seltzer tables [8]. There were totally $10^{11}$ histories generated (the computation time with Intel Core i3 CPU was 25 hours) in the course of the MC simulation calculations of a single projection. The pseudorandom number generator following the method described in [18] was implemented. The calculations of projections $\xi_{\theta}$ and $M_{\theta}$ were performed for Configurations 1 through 4 using formulas (4.2) and (5.3) for 100 pairs of the opposing crystalls ( $A_{i}, B_{i}$ ).

The 1D sections of 2D projections of Configurations 1 through 4 for a single scatter with the parameter $\theta=60^{\circ}$ are shown in Figure 4. We scaled the projections $\xi_{\theta}$ and $M_{\theta}$ by searching for maxima, fixing at the global maximum point, and then bringing them to the interval [ 0 , 10].

In the geometric modeling, the borders of the cylinder $D(\mu)$ and the 3D spindle kernel support $V_{\theta}$ were taken into account, so that integrations were performed over intersection of the domains $D(\mu)$ and $V_{\theta}$. An example of the influence of a complex shape of borders of the intersection $D(\mu) \cap V_{\theta}$ is seen as a peculiar scatter projection profile of the sphere number 3 in Figure 4 (c). The example clearly shows that although the analytical formula of the forward scatter model is available, an adequate and consuming geometric modeling in practical situations is necessary.

## 6 Discussion

For a PET device consisting of limited size detectors, data are not collected for some of the lines of response. Because of the limited size of the detector, the second photon $V$ would miss the detector $B$, moving to point $Q$ (Figure $1(\mathrm{~b})$ ), if the scatter did not happen. The scattered photon, denoted by $v^{\prime}$, travels from $S$ to the detector point $B$. Thus a scatter event carries an extra information from direction defined by line $A S$ which would be otherwise not available if we were collecting only true events. On the other hand, these scatter events contaminate true events on the line $A B$ if they are not rejected. It is attractive to investigate non-conventional reconstruction approaches that make use of the information in the scattered photons. These photons are a potential source of the information about those paths through the domain for which two unscattered back-to-back photons cannot be intercepted by a detector pair. This additional information might be useful for the dual detector systems with incomplete data [19].

With improvements in the detector energy resolution, the Compton scatter energy-selected imaging could be a source of new opportunities [10], [11]. Validated scatter models of the same generality as mathematical models known as X-ray and the Radon transforms might be a potential starting point for developing the new scatter correction algorithms and multispectral methods aimed at extracting information from the scatter projections formed with different energies. The closely related integral transforms (2.14) and (2.15) describing a single scatter (with a certain scattering angle) projection formation were derived from the total scatter formula (1.3). We hypothesize that this idealized model can be used in answering a question: whether the emitter activity $f$ can be reconstructed from the data $\xi_{\theta}^{A B}$ and what in principle is a mathematical reconstructive potential of such data.

## 7 Conclusions

This work is a part of investigation of generalized Radon transforms and non-conventional reconstruction approaches that make use of the information in the scattered photons. In this paper, we have compared the proposed idealized analytical formula for the single scatter estimation with independent Monte Carlo simulation. A good match of statistically simulated scatter projections of a digital phantom and those calculated with the integral
transform shows that with our idealized assumptions, we did not ignore influential factors of original physical phenomena. We conclude that the forward transform simulating the Compton scatter can serve as a mathematical basis for developing the algorithms for its inversion.
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(a)
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Figure 1.
Geometry of data formation in PET. (a) Primary photons ( $u, v$ ) of energy $E=511 \mathrm{keV}$, originating from annihilation point $C \in D(f)=D\left(f_{1}\right) \cup D\left(f_{2}\right)$. The domain $D(\mu)$ is the support of the attenuation map $\mu$ and $D(f)$ is the support of the activity function $f$. (b) Single Compton scatter happens in point $S \in D(\mu), v^{\prime}$ is a photon $v$ with energy $E^{\prime}$, scattering with angle $\theta$. The $Q$ is a hypothetical point which is out of dual PET detector limits. Detector $A$ records unscattered photons $u ; B$ records photons $v^{\prime}$. (c) $S$ is a scattering point with the polar coordinates $(\psi, \varphi,|A S|) . \Sigma_{\theta}$ is the isogonic surface of the spindle-shaped 3D rotation body $V_{\theta}$ generated by the circle arc $A S B, \Varangle A B S=\theta-\varphi$.


Figure 2.
The 3D scattering kernel $h_{\theta}, \theta=30^{\circ}$; (a) 3D view of 2D sectional image of $h_{\theta \text {. (b) }}$ (b) Longitudinal profiles of kernels with excellent and $12 \%$ resolution from $A$ to $B$ at 30 -th column; (c) Lateral profile of same kernels at the 30-th row.


Figure 3.
Geometry of the source Configurations $1,2,3,4$. (a) The 2 D view of section $y O z, D(\mu) \& V_{\beta}$ $\equiv D(\mu) \cap V_{\theta}$ (b) The general 3D view.


Figure 4.
Profiles of scatter projections $M_{\theta}$ and $\xi_{\theta}$ generated with Monte Carlo simulation (dotted) and formula (2.15) (solid). Profiles (a), (b), (c) and (d) represent the scatter contributions of $\theta=60^{\circ}$ single scatter photons for Configurations 1, 2, 3 and 4 (Figure 3), respectively.
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