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ABSTRACT

The modelling of urban drainage systems is an important aspect of their design process and long-term statistical modelling using historical

rain series is commonly used. The objective of this study is to determine whether logistic regression models that use rainfall event statistics

can be a viable alternative to create job lists with fewer extraneous events. Two methods are used to develop a regression model; both use

iterative stepwise algorithms to select the rain variables to include and both perform similarly. The resulting model is able to capture ∼90% of

the relevant events with ∼50% fewer jobs compared to the reference job list. The results suggest that there is no right threshold to use, but

instead this methodology facilitates balancing the number of jobs with the desired level of precision of the results. In all cases, it is possible to

greatly decrease the number of jobs that need to be run. The methodology works relatively well on different nodes in the system, though

node characteristics appear to impact the amount of CSOs captured.
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HIGHLIGHTS

• Job lists for LTS simulations can be targeted using logistic regression models.

• The logistic regression models draws on statistical data from the rainfall input data.

• The number of jobs can be drastically reduced while mostly maintaining the relevant jobs.

• The proposed methodology can be used to run more efficient LTS simulations.
INTRODUCTION

The modelling of urban drainage systems is an important aspect of their design process, as this helps to ensure that the final

system design will meet its service criteria and function adequately (Botturi et al. 2021). Due to the complexity of these sys-
tems, there are different data requirements depending on which aspect is to be tested. For instance, the pipe sizes in the
system can be adequately tested using an artificial rain series, such as a Chicago design storm (Keifer & Chu 1957; Jean
et al. 2018). Others, such as the frequency of combined sewer overflows (CSOs) or implementation of nature-based solutions

are best evaluated using long-term historical data sets, due to non-linear responses (Locatelli et al. 2015; Andersen et al. 2017;
Jean et al. 2018; Sørup et al. 2018; Sørup & Lerer 2021). Further, climate change impacts on urban drainage systems, and
complex blue-green-grey mitigation strategies responding to these impacts (Sørup et al. 2019), require intensive modelling

to ensure proper hydraulic function of the complete system (Cristiano et al. 2018; Jean et al. 2018; van Uytven et al. 2020).
Some studies have focused on how to reduce the computational burden when analyzing urban drainage systems; either by

exploring the link between rainfall properties and overflow phenomena in the sewer systems (Jean et al. 2018; McGrath et al.
2019), by utilizing machine learning techniques to avoid physics based models for flooding (Löwe et al. 2021; Vorobevskii
et al. 2020) or by introducing model predictive or real time control into the system (Rathnayake and Faisal Anwar 2019;
Bachmann-Machnik et al. 2021; El Ghazouli et al. 2021). Common for all studies is a recognition of the complexity involved
This is an Open Access article distributed under the terms of the Creative Commons Attribution Licence (CC BY 4.0), which permits copying, adaptation and
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in determining the performance of urban drainage systems, and a goal of minimizing the efforts involved in designing, ana-

lyzing and operating these systems.
Continuous modelling of urban water systems is most often not feasible, so to minimize the amount of simulation time

required for these data sets long-term statistical (LTS) modelling is commonly used (Thorndahl 2009; Davidsen et al.
2017; Jean et al. 2018) if it is not desirable to reduce the complexity of the model through lumping (Ochoa-Rodriguez
et al. 2015; Thrysøe et al. 2019). In LTS modelling only the rain events that are likely to result in a relevant response are
simulated while the others are skipped. These events are specified before the start of the simulation in a job list. Typically,
events are selected for inclusion in the job list based on a minimum rain depth or rainfall intensity criteria based on the

type of output that is of interest (Jean et al. 2018; McGrath et al. 2019). This selection process often works well, but can
result in relatively few jobs that result in a desired response in relation to the total number of jobs included on the job list
if the response sought for is very non-linear. Looking at the urban systems and their statistical properties has been done his-

torically in order to best determine which input data to use to observe a given response (Schaarup-Jensen et al. 2009;
Fontanazza et al. 2011; van Bijnen et al. 2012; Ochoa-Rodriguez et al. 2015; Cristiano et al. 2018). As such, techniques
that filter out some of these superfluous jobs could result in much more efficient LTS simulations with a larger percentage

of jobs resulting in relevant responses.
Jean et al. (2018) pointed out that continuous simulations will result in the least erroneous result while Vorobevskii et al.

(2020) showed how rainfall characteristics could be used to select relevant events in flood modelling. The objective of this

study is to determine the rain events to be included on an LTS simulation job list to simulate CSOs, given statistical infor-
mation from the rainfall time series only. In order to do so objectively, logistic regression models are formulated to link
the statistical properties of the rainfall to the CSO output of the LTS simulations. This type of model is chosen as they are
more selective than the typical job list creation method as it allows for more flexibility in what variables can be considered

and more sophistication in variable values than whether they exceed a defined criterion. The full job list is used as a reference
for comparison to the model results to evaluate how large a reduction in jobs that need to be run can be without missing too
many relevant CSO causing events.
METHODS

Data and model

This study uses a MIKE URBAN model (DHI 2020) of the eastern part of Rudersdal municipality to obtain CSO information.
This area was selected due to the 41 years of rainfall data available from The Water Pollution Committee of The Society of
Danish Engineers’ (SVK) rain gauge system for this area from a single tipping bucket gauge at the Vedbæk wastewater treat-

ment plant. This was the rain data used in this analysis and is assumed to be applicable for and uniformly distributed over the
whole model region.

The model area is shown in Figure 1 along with the location of the rain gauge and the nodes of interest. The characteristics

of these nodes are summarized in Table 1. The six nodes described in Table 1 are identified as being representative for fre-
quent overflow behavior in the system, as they each have several CSOs during each of the calibration periods and varying
storage volumes and emptying times. Due to this their overflow data is used throughout this article.

This rain data is split into equivalent calibration and test subsets, where the calibration set is used to build the logistic
models and the test set is used to test them afterwards. To avoid the changes in precipitation patterns due to climate
change, the data is split into calibration and test periods in alternating chronological order (Gregersen et al. 2015). As the
focus of this analysis is on frequent return periods, the data is split into periods of approximately five years. The allocations
of these periods are shown in Table 2. A separate simulation is run for each of these periods. As shown, all periods have com-
parable numbers of rain events and CSOs but with expected differences between different periods. Both the calibration and
test data sets include periods with below and above average numbers of each.

A dry weather separation time of 6 hours is used to separate rain events, and any rain events that occur within 6 hours of
each other are grouped together and considered as a single event to account for the impacts of coupled rain events. Rain
events are included on the reference job lists for these simulations if they have a minimum rain depth of 3 mm after this group-

ing is considered. The simulation of each event stops when the total system volume reaches 14,000 m3, as all the basins can be
considered empty at this stage. Using these settings, a simulation for one year of data takes approximately 3.5 full days to
complete using MIKE URBAN on a dedicated calculation server. For 41 years of data, this means an effective time of
://iwaponline.com/wst/article-pdf/85/5/1424/1021072/wst085051424.pdf
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Figure 1 | Location of the used model area, rain gauge, and nodes of interest.

Table 1 | Summary of node characteristics

Node Type Volume [m3] Emptying time [hr.]

1 Basin 569 15

2 Basin 700 26

3 Basin 1185 16

4 Basin 60 7

5 Manhole 3 2

6 Basin 6640 84
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calculation of approximately 140 days. In our case we were able to run these simulations in batches in parallel due to rich
access to both computational resources and DHI licenses.

Predictive model development

Logistic regression models predict the probability of a data point to fall within a certain class or category based on the vari-

ables included in the model (Kassambara 2017; Dalpiaz 2021). In this way they are well-suited to qualitative binary outputs,
such as whether a rain event is likely to cause CSO or not. Additionally, they are simple to implement, and the number of rain
events one wants to include can be easily changed by changing the minimum probability that is used as the threshold. The
generic logistic regression equation is shown in Equation (1):

p(x) ¼ exp(b0 þ b1x1 þ . . .þ bnxn)
1þ exp(b0 þ b1x1 þ . . .þ bnxn)

(1)
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Table 2 | Rain and CSO data summary for the six nodes of interest in the system

Calibration C1 C2 C3 C4 Average Total

Period 1979–1983 1989–1993 1999–2003 2009–2013 – –

Rain events per year 57.4 53.2 66.2 61.4 59.6 1191

CSO events per year 20.0 20.6 27.4 23.0 22.8 455

Test T1 T2 T3 T4a Average Total

Period 1984–1988 1994–1998 2004–2008 2014–2019 – –

Rain events per year 62.0 58.6 68.4 66.5 63.9 1,344

CSO events per year 19.6 24.8 25.8 24.4 23.7 473

aPlease note that the V4 period is six years compared to all the other periods that are five years.
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where p(x) is a number between 0 and 1 where a higher value is associated with a higher probability of an event resulting in a
CSO, b0 is the intercept, b1 is the parameter for the first model variable, x1 is the data values for the first model variable, bn is
the parameter for the nth model variable, and xn is the data values for the nth model variable (Kassambara 2017; Dalpiaz

2021).
As the units and value ranges for the different variables vary considerably, all the quantitative variables are log-transformed

to improve the normality of the data before it is used in the model. Categorical variables are transformed into binary values,
where the most influential category is equivalent to a value of 1. For instance, as summer rain events appeared to be more

correlated to CSOs, a rain event in summer has a season variable value of 1, where one happening in spring, fall, or
winter has a season value of 0.

Two logistic regression models are developed in this study where forwards-step and backwards-step algorithms are used in

conjunction with the glm package in R (R Core Team 2020) to build and fit the models. Similar work has been done where
rain variables are selected and used to fit a model that predicts CSO characteristics such as volume (Sandoval et al. 2013) and
frequency (Thorndahl & Willems 2008; Mailhot et al. 2015; Zhao et al. 2017, among others). This work differs from those

referenced in that two simple objective algorithms are used to select which variables are included in the predictive model.
Selection via algorithm has the advantages of being faster and reducing variable selection bias as they are inherently objective
with respect to the possible variable to include.

The forwards-step algorithm works by defining a model that only contains an intercept (also known as a null model). It

then iteratively adds one variable at a time to the model, based on its significance and how it impacts the Akaike information
criterion (AIC) (Akaike 1998) value of the model. The AIC value considers the fit and the number of parameters in the model,
where a lower value suggests a better fit and less extraneous parameters. In the algorithm, parameters are iteratively added to

the model if they reduce the AIC value. In each iteration, a parameter is added if it results in the largest reduction in AIC
value from the null model or the model from the previous iteration. If the addition of a parameter would not change or
would increase the AIC value, then none is added and this model is then determined to be the best iteration according to

the algorithm.
The backwards-step algorithm works by starting with a model that contains all possible variables (also known as a full

model). It then iteratively removes one variable at a time, based on the significance of its parameter value and how its removal

would impact the AIC value of the model. This is similar to the process described for the forwards-step algorithm, but par-
ameters are removed from the model based on how they can reduce the AIC, instead of being added. This process of removing
parameters continues until removing another parameter would have a negligible impact on the AIC value. This model is
determined to be the best iteration of the model according to the algorithm.

The variables considered for inclusion in the models are confined to those that are easily obtained directly from the
measured rainfall data. These variables are summarized in Table 3.

Comparison metrics

The main success criterion for the models is how few rain events need to be included in the job list to ensure that all relevant
events are included. The perfect model would only include rain events that cause CSOs, without excluding any CSO-causing
rain events, where CSO-causing rain events are defined using the full LTS results. However, this is an unlikely outcome, and
://iwaponline.com/wst/article-pdf/85/5/1424/1021072/wst085051424.pdf
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Table 3 | Variables considered for inclusion in the logistic predictive models

Variable Unit Note

Total rain event depth mm To account for the volume of the rain event

1-minute rain intensity μm/s To account for peak flow levels in the system

5-minute rain intensity μm/s

10-minute rain intensity μm/s

30-minute rain intensity μm/s

1-hour rain intensity μm/s

3-hour rain intensity μm/s

6-hour rain intensity μm/s

12-hour rain intensity μm/s

24-hour rain intensity μm/s

48-hour rain intensity μm/s

Rain event rank – Ranked according to volume, with largest volume having rank 1 and so
forth

Season of rain event – Some seasons statistically have more CSO events than others

Number of rain events in the season – A wet season with many events could have more CSO events as well

Accumulated rain depth 48-hours before the start of
the rain event.

mm A proxy of the amount of water already present in the sewer system at the
beginning of the event
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the goal is to therefore come as close as possible to this ideal, where there is a significant reduction in the number of required
rain events for the model without excluding CSO-causing rain events.

The success of this goal is measured by comparing the length of the reference job list and occurrence of CSOs from the LTS

simulations to the required number of jobs, included CSOs, and excluded CSOs for each model. If the number of required jobs
for a model is close to the number in the reference jobs list, then the success criterion is not met, and logistic regression is not
a meaningful alternative. The same is true if there are only few required jobs, but many excluded CSO events.

The sensitivity of the models is also evaluated by comparing the results each model fit using the whole calibration dataset,

with four of the same models fit with only a portion of the dataset (C1–C4 referenced in Table 2). This is done to see how
radically choosing a shorter dataset to fit the model would impact the results.

RESULTS AND DISCUSSION

Predictive model development

A list of the selected variables for both models is shown in Table 4, along with parameter estimates, standard error, p-values,
and AIC. Both models follow the generic equation shown in Equation (1) and could have included all variables shown in

Table 3. However, both algorithms result in the same final model with the same six parameters in addition to the intercept.
Both algorithms result in a model with exclusively statistically significant parameters with p-values below 0.05, and are com-
prised of several different intensity variables, a duration variable, and two depth variables. The 6-hour intensity, the 24-hour
intensity, and the event depth are the most influential parameters as they have the highest estimated values.
Table 4 | Estimated parameter values, standard error, p-values, and Akaike information criterion (AIC) scores for both models

Model Parameter Estimate Standard Error p-value AIC

Both forwards and backwards model b0 (Intercept) �8.5224 2.9038 3.34�10�3 765.75
b1 (30-min. int.) 0.8434 0.2419 4.90�10�4

b2 (6-hour int.) 3.2624 0.5885 2.97�10�8

b3 (24-hour int.) �3.1984 0.8015 6.60�10�5

b4 (Duration) �1.0102 0.2001 4.44�10�7

b5 (Depth) 5.6746 0.5289 ,2�10�16

b6 (Acc. depth) �0.6855 0.138 6.80�10�7
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It was unexpected that both algorithms produced the same resulting models, but it is evidence that exactly these parameters

result in the strongest model and none of the other parameters could act as viable proxies. As both algorithms resulted in the
same final model, only one is further investigated and we simply call it the model from hereon.

Performance on calibration data

In order to determine the optimal threshold value for this model, several different values were investigated along with their
respective percentage of total jobs and CSOs captured, as shown in Figure 2 for the calibration data. A lower threshold results
in a higher CSO capture rate, but also results in more jobs. Conversely, a high threshold has a lower CSO capture rate, but

fewer extraneous jobs. The optimal threshold value should therefore minimize the included number of jobs without excluding
any CSOs. A potential optimum threshold value can be the threshold value when the percentage of job reductions and the
percentage of CSOs captured intersect. From Figure 2, this optimum is shown to be approximately 0.65. However, one could

also focus on the performance of CSO prediction, as Figure 2 shows that a 90% performance can be achieved with a
reduction in jobs of more than 50% with a threshold value of approximately 0.4. In our case this would save approximately
70 days of efficient model computations.

Figure 2 also shows the sensitivity of the model when fit with the different five-year sub-periods of the calibration dataset
instead of the complete set originally used. This is done to see how using a shorter period would impact the results. There is
some visible variation between the main model and the sub-models, but the overall tendency is clearly the same; the models
fitted to any of the short periods result in virtually the same model, even though dependence of singular CSO causing events

do become more pronounced, when shorter periods are used for calibration of the model.
Figure 3 shows the capture of CSOs and the overall job reductions for the six nodes of interest. The job reduction is the same

for all six nodes, because the jobs are collectively selected and applied to all nodes as opposed to being applied differently to

different nodes. When looking at the results for the individual nodes, it is clear that there is a lack of agreement on an optimal
threshold value. Instead of the CSO-capture rates converging at a similar threshold, they form three distinct groups. One group,
comprising nodes 1, 2 and 4, have a high threshold close to 0.9. Another group, comprising of nodes 3 and 5, have a threshold of
Figure 2 | Percentage of CSOs captured and job reduction for various threshold values for the main forward-model fit to the full calibration
period, and forward-models fit to sub-periods C1, C2, C3, and C4.
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Figure 3 | Percentage of CSOs captured and job reduction for various threshold values for the nodes of interest using the full model and the
calibration period.
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approximately 0.6. Lastly, node 6 has a low threshold close to 0.2. It appears that the number of CSO events at each node influ-
ences the model results more than the storage volume and emptying time, as there is a more apparent correlation between the

model results and the number of CSO events for each node. For instance, nodes 1, 2 and 4 have a moderate number of CSO
events per year, which range from approximately one to 2.5 at each node in total. Conversely, nodes 3 and 5 have higher num-
bers of CSO events, which are respectively 13 and four per year. Meanwhile, node 6 has a very low number of CSO events, with

only one every second year. This indicates that the model will be more effective for nodes with a moderate level of CSO-events,
as a higher threshold is more effective, which means there can be a significant job reduction, while excluding few CSO events.
For instance, with a threshold of approximately 0.85, there can be an 80% reduction in the number of jobs at node 2, while only
excluding 20% of the CSOs. Conversely, the model is not as effective for nodes with a high number of CSO events, as a 65%

reduction in jobs using a threshold of approximately 0.6 would result in excluding approximately 35% of CSO events. Finally,
the results are similar for nodes with very few CSO events, such as node 6, as using a threshold of approximately 0.2 would
reduce the number of jobs by 50%, but it would also exclude 50% of the CSOs.

Performance on test data

The different threshold values are also tested for the test data as shown in Figure 4. Similar to the results for the calibration
data, reducing the threshold value results in a higher capture rate of the CSO events. A threshold value of approximately 0.65
is again found to be the optimum value for balancing the reducing of jobs with the capture of CSO events. The results are
generally similar to those for the calibration period, with a CSO-capture rate of 70%.

The amount of captured CSO events for each node is shown in Figure 5 and are mostly similar in the test period as in the
calibration period. Nodes 1, 2 and 4 again have high optimal thresholds and moderate numbers of CSO events, with a value
range of 1.5–2.5 per year. Nodes 3 and 5 also have test results similar to their calibration results, with optimal thresholds close

to 0.6 and high numbers of CSO events, approximately 22.5 and five per year. However, in the test data node 6 is also grouped
close to nodes 1, 2 and 4 with an optimal threshold of approximately 0.8 and approximately 0.7 CSO events per year. This
number is slightly higher than in the calibration period, but the events are apparently much better captured here. It is
om http://iwaponline.com/wst/article-pdf/85/5/1424/1021072/wst085051424.pdf
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Figure 4 | Percentage of CSOs captured and job reduction for various threshold values for the full model run with the full test data.

Figure 5 | Percentage of CSOs captured and job reduction for various threshold values for the nodes of interest using the full model and the
full test period.
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surprising that the performance at the node can change so drastically, although it confirms the strong impact that individual

events have on the model results.
In terms of the overall percent of CSO events captured, the model performs relatively well for both the calibration and test

datasets, as both have similar optimal thresholds of approximately 0.65, where approximately 70% of the CSOs for all of the

nodes are captured. The similar performance for the test and calibration data sets, and the fit to shorter periods of the cali-
bration data set, indicate that it should be possible to fit these models to a smaller amount of data and then successfully use
them to make a job list for a much longer period of data. The events not captured by the models tend to be smaller, which
suggests that the resulting job lists that exclude them would still be adequate for uses such as dimensioning basins. Addition-

ally, this number of missed CSOs can be estimated from the capture percentage of the calibration data set.
It was expected that a clear trend in model performance would be seen based on the characteristics of the different nodes.

Though the number of CSO events at a node seem to impact the model performance, such patterns related to basin volume or

emptying time are not obvious. The results clearly show that it is different rainfall events with different characteristics that
lead to CSOs at the different nodes in the system, and that the events that appear very often or very seldom are the ones
less likely to be captured by the model. This suggests that stronger models could be fitted to either individual nodes or, possibly,

groups of nodes with similar behavior. Future research could consider this as well as the impacts of site-specific characteristics.
One way of doing that is the inclusion of static node specific data in the models, such as emptying time, volume, and catchment
area in addition to the rainfall related data. This could result in much more tailored job lists, which specifies relevant events to

analyze for specific nodes or nodes with specific characteristics, but also much shorter job lists.

CONCLUSIONS

The use of a logistic regression model with this methodology can be used to greatly decrease the number of jobs needed for an
LTS simulation without losing much information about the system behavior. As these simulations are very computational
demanding, this is a major benefit when analyzing the CSO behavior. A minimal loss of information is expected, as capturing
all of the CSO-causing events for all nodes of interest does not seem feasible, while also reducing the number of jobs. It is

possible to capture a high percentage of CSO events while reducing the number of jobs for nodes with a moderate
amount (approximately 1–2.5 per year) of CSOs. This job reduction can also be increased if only one node is of interest.
The ability to easily define and re-define the threshold value allows for control over the number of jobs to be included. There-

fore, this methodology makes it possible to balance the number of jobs with the desired level of precision of the results. In all
cases, it is possible to greatly decrease the number of jobs that need to be run.
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