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Abstract
Trade‐off situations are inescapable in product development. No product can be infinitely
durable, sustainable, inexpensive, efficient, user friendly, and so on. Many of these trade‐
offs occur due to challenges within the domain of mechanical engineering. Make a structure
lighter, and it usually loses stiffness. Make a mechanism more accurate, and it usually be‐
comes less mechanically efficient. These situations often arise due to inherent dependencies
between the goals a product is designed towards. Yet, they can also emerge due to the con‐
straints that follow the manufacturing processes and materials used to manufacture these
products.

This challenge will only grow over time. Competitive pressures drive companies to strive
to improve product performance and integrate more features, all the while keeping costs
low. In turn, this drives designers to attempt to realise as much functionality with as few
components as possible, with more trade‐offs arising as a result. This tendency will only
increase in the future with societal needs and technological developments introducing more
and more objectives that the design engineer needs to take into account. An example of this
is the drastically increasing need to develop more sustainable products.

While compromise may at times be inevitable, the lack of up‐front awareness, understand‐
ing, and mitigation of trade‐offs during the initial stages of mechanical design can have
substantial consequences for the performance of the end product. This can also delay prod‐
uct development projects and result in unforeseen quality and cost issues in production. In
other words, trade‐offs can delay technological progress in general.

This PhD thesis describes the development of methods for the management of trade‐off sit‐
uations during the early phases of mechanical design. This includes Pareto set Dependency
Analysis, a quantitatively founded approach that that builds upon existing monotonicity anal‐
ysis and design optimisation methods to identify trade‐offs and their underlying root causes.
This opportunistic yet rigorous approach led to the development redesign and synthesis meth‐
ods that allow the identification of design changes that result in an improved Pareto set. This
implies that the trade‐offs have been mitigated or reduced and that an overall improvement
in product performance has been achieved. This provides a systematic foundation allowing
designers to continually identify design changes that result in improved performance, as the
design of the product is gradually refined, even if the need for additional features, function‐
alities, and requirements arises.

This research was conducted in an industrial‐academic collaboration between DTU Mechan‐
ical Engineering and Novo Nordisk. Cases from ongoing product development projects were
used in the research, one of which is included in this thesis. The SOMA device, an ingestible
medical device for the oral delivery of pharmaceutical compounds such as insulin, is used to
demonstrate the application of these analysis and redesign methods. Using the novel analysis
methods and multiobjective optimisation, several drivers of trade‐offs in the SOMA device
were identified. Many of these were successfully mitigated using the redesign methodology,
resulting in a set of redesigns that exhibit improved Pareto sets, confirming the practical value
of the results of the research.
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Danish Summary
Kompromissituationer er uundgåelige i produktudvikling. Intet produkt kan være uendeligt
holdbart, bæredygtigt, billigt, energieffektivt, brugervenligt, og så videre. Mange af disse
kompromissituationer opstår grundet udfordringer der hører til maskinteknikken. Gør man
en bærende konstruktion lettere, bliver den typisk mindre stiv. Gør man en mekanisme
mere nøjagtig, bliver den typisk mindre energieffektiv. Disse situationer opstår typisk grun‐
det iboende afhængigheder mellem de mål produktet bliver designet hen imod. De kan
dog også opstå på grund af de begrænsninger der følger valget af produktionsprocesser og
materialer.

Denne udfordring bliver kun større med tiden. Moderne virksomheder konkurrerer ofte ved
at lancere nye produkter med bedre ydelse, mere funktionalitet, og en lavere. Omvendt driver
dette designingeniører til at forsøge at realisere mere funktionalitet med så få komponenter
som muligt. Flere kompromissituationer opstår som resultat. Med til stadighed flere sam‐
fundsbehov ‐ såsom behovet for mere bæredygtige produkter ‐ presses designingeniører af
flere og flere designmål.

Selv om kompromiser ofte er uundgåelige, kan en mangelfuld identifikation, forståelse,
og nedsættelse af bidragsydere til kompromis i den tidlige designprocess have store kon‐
sekvenser for det endelige produkt. Dette kan også forsinke produktudviklingsprojekter,
og resultere i uforudsete kvalitets og omkostningsproblemer i produktion. Med andre ord
nedsætter kompromissituationer i mekanisk produktudvikling samfundets teknologiske frem‐
gang.

Denne PhD afhandling beskriver udviklingen af metoder til at håndtere kompromissitua‐
tioner aktivt i tidlig mekanisk design. Dette inkludere en analysemetode til at finde de
afhængigheder der findes i Pareto sættet, som bygger videre på eksisterende optimeringsme‐
toder. Denne matematisk funderede tilgang tillod efterfølgende udviklingen af en redesign‐
metode der resulterer i elimineringen eller formindskelsen af de kompromiser der er in‐
volverede i dimensioneringen af et mekanisk system. Dette giver designingeniører et sys‐
tematisk fundament til at forbedre et produkts ydelse kontinuerligt igennem hele designpro‐
cessen.

Dette forskningsprojekt blev gennemført i et industrielt‐akademisk samarbejde mellem DTU
Mekanik og Novo Nordisk. Casestudier fra igangværende udviklingsprojekter i Novo Nordisk
blev gennemført som en del af forskningsprojektet, og et af disse er inkluderet i denne
afhandling. Det såkaldte SOMA device; en oral injektionsmekanisme til leveringen af behan‐
dlingsmidler såsom insulin blev brugt til at demonstrere de nyudviklede metoder. Resultatet
af dette var en succesfuld analyse og redesign process, der tillod udviklingen af adskillige re‐
designs af SOMA devicet. Mange af disse viste sig at have et forbedret Pareto sæt, hvormed
den praktiske værdi af forskningsresultaterne er blevet bekræftet.
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Preface
You can’t always get what you want,
but if you try sometimes,
you’ll find you get what you need.

Keith Richards & Mick Jagger, 1969

This thesis concludes a three and a half year industrial PhD project on the management of
trade‐offs in early mechanical design. Its focus arose out of the frustration I experienced as
a young mechanical design engineer. As opposed to my more experienced colleagues, I was
rarely able to avoid creating trade‐off situations when designing new products. To put the
above quote into context, I simply could not achieve the product performance I wanted. I,
therefore, sought to understand why these trade‐offs occur, when they can be avoided, and
how this could be achieved so that I might actually achieve what I wanted in the synthesis
of new mechanical systems.

The project was conducted in the Devices and Delivery Solutions organisation in Novo Nordisk
A/S, and at the Department of Mechanical Engineering, at the Technical University of Den‐
mark (DTU), in collaboration with the Optimal Design Laboratory at the University of Michi‐
gan. The project was financed by the Industrial Researcher program run by Innovation Fund
Denmark (grant no. 7038‐00221B) and the Novo Nordisk STAR program. I would like to
thank all the organisations involved for making this project possible and for the support I
have received throughout.

Based on my conversations with fellow PhD students and young engineers, I have come
to believe that good mentors are rare. Yet, I have been so lucky to encounter three truly
great ones who have all had an immeasurable influence on my research and the person I am
today. Like most things of note in my career as an engineer, this PhD project would not have
happened were it not for my industrial supervisor Martin Ebro, who gave me a chance to
write my masters thesis in Novo Nordisk back in 2015. As I transitioned into positions as a
mechanical designer and then PhD fellow, Martin always had my back and opened doors that
would have remained locked. Thank you for your patience and understanding, for believing
in my ideas, and your uncanny ability to help improve them and inspire new ones.

My deepest thanks to Tobias Eifler, the one academic supervisor who remained a part of the
project throughout. Thank you for always challenging my assumptions, countless stimulating
discussions, and your constant willingness to help, even when I decided to embark on the
study of topics and fields that were remote to both our backgrounds. Lastly, the contents of
this thesis would also not have been possible without the guidance of Panos Y. Papalambros.
Thank you so much for your patience, impeccable insight, and welcoming manner during
my research stay at the Optimal Design Laboratory. My visit was by far the most challenging
yet stimulating experience of my PhD (probably of my entire education). I am so thankful
for your willingness to continue our collaboration beyond my research stay and the unofficial
supervisor‐like role you have taken.

Furthermore, I have been supervised and mentored many more, in both an official and unof‐
ficial capacity. Many thanks to Niels‐Henrik Mortensen, Thomas J. Howard, Chris Mcmahon
of DTU, who have all influenced my work in their own ways. I would also like to thank
past and present members of the Robust Design group, especially Tim Brix Nerenst and Herle
Kjemstrup Juul‐Nyholm, for tagging along and thereby sparing me from the loneliness that
would otherwise have followed in continuing as the only PhD student in the group.

I have also had the privilege to conduct research in an industrial setting, and in that regard,
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I owe thanks to countless colleagues from Novo Nordisk ‐ especially my colleagues in the
Modelling and Simulation team, and to Klaus Bendix for inspiring much of the focus of this
research. I would also like to thank Peter Herskind, Anders Maarstrand, Morten Revsgaard
Frederiksen, Jeppe Vejgaard‐Nielsen and the rest of the SOMA team for sharing data and
helping to make the publication of my case studies possible! I know I have asked a lot
of you, but your willingness to help and openness to sharing data has been pivotal to my
research.

Finally, I owe my greatest thanks to my family and friends, especially my wife Ditte and our
daughter Saga. Thank you both for being there, for all the ups and downs that a PhD entails.
My wife and I started our PhD’s at the same time, and I cannot express my gratitude for the
support and understanding one could only get from a partner that is going through the exact
same experience. To me, the journey we have been on together since the beginning of this
project is a far greater achievement and infinitely more valuable than the contents of this
thesis ever could be. Thank you!

Trade‐off Management in Early Mechanical Design v



Nomenclature
A Attainable set

C Pareto Set

c(x; ϵ) Vector of bound objectives in the upper bound problem

Ds Indices of the constraint functions that depend on a shared variable xi

f Primary objective function in the upper bound problem

f The vector of design objectives in negative‐null form

f(x+) A function increasing monotonically w.r.t. x

f(x−) A function decreasing monotonically w.r.t. x

F* A [k,j]‐matrix of Pareto optimal results

F 0 The utopia point

E A [k‐1,j] dimensional matrix of sampled values of ϵ

g(x) Vector of inequality constraints of the design problem

G* Matrix of g(x∗) values stored for every run

h(x) Vector of equality constraints of the design problem

H* Matrix of h(x∗) values stored for every run

j Number of computational iterations ϵ is sampled over

k Number of objectives

L The Lagrangian function

n Number of design variables

P Vector of design parameters

p Number of redesign iterations

U The symbolic cost function used to study the boundaries of the Pareto set after the
elimination of the bound objectives. The function is of the form U(f1, ϵ̃1, ..., ϵ̃k−1)

X The set constraint or the feasible domain

X ϵ Feasible domain for a given upper bound value, ϵ

x Vector of design variables

x Argument of the infimum of the design problem

x Argument of the supremum of the design problem

x Trade‐off variable

x A monotonically decreasing harmonious variable

x A monotonically increasing harmonious variable

ϵ A k‐1 dimensional vector of upper‐bound parameters

ϵi Upper‐bound parameter for the ith bound objective

ϵL Lower limit of objective bounds

ϵU Upper limit of objective bounds

ϵ̃i Reduced‐objective variable

ϵ̃∗i,j Optimal value of ϵ̃i implied by the activity case where the Pareto‐constraint gj(x, ϵ̃)
bounds ϵ̃i

λ Lagrange multiplier vector of inequality constraints
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1 Introduction
The need to make trade‐offs between different objectives is omnipresent in the design of
mechanical systems. No product can be infinitely durable, inexpensive, efficient, sustainable,
user friendly, and so forth. While compromise may at times be inevitable, the lack of up‐front
awareness, understanding, and management of trade‐offs during the early stages of design
can have dire consequences for the success of the end product and technological progress
in general.

An example of such is that one could argue that the industrial revolution might have started
sooner or occurred faster. James Watt’s invention and development of the Watt steam en‐
gine, which occurred in the years between 1763‐1775, is commonly cited as a key driver of
the industrial revolution [1]. Nevertheless, Watt’s invention was not the first steam engine.
Back in 1698, Thomas Savery designed and built a steam‐driven pump for coal mines. Given
that it relied on an imperfect vacuum, Savery’s invention had a low lifting height, which lim‐
ited its areas of application [2]. Inspired by Savery’s work, Thomas Newcomen later designed
and built the Atmospheric Engine in 1712, more than 50 years before Watt’s developments.
Newcomen’s engine solved some of the issues in Savery’s design and was used widely in the
coal mining industry to drive water pumps, allowing increasingly deep mines.

Figure 1.1: The Newcomen steam Engine (adapted from Suh (2001))

Yet, Newcomen’s engine, and similar engines, never truly found broader application. With
an efficiency of about 1% [2], its coal consumption made it economically unattractive for
applications outside the coal sector, given the comparatively low cost of labour. The reason
lies in Newcomen’s design (see figure 1.4) [3], which has an inherent trade‐off that limits
its efficiency and energy density. Essentially, the expansion and condensation cycles of the
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engine cannot be improved simultaneously, as both cycles occur inside the cylinder. Efficient
and fast condensation relies, amongst other things, on a high heat transfer through the
outer wall of the cylinder. Meanwhile, the efficiency of expansion relies on no heat transfer
at all. As such, the cylinder would ideally be infinitely thermally conductive in one state and
infinitely insulated in another. Furthermore, the cylinder would preferably always run warm
to maintain a high efficiency, but the condensation cycle cools it down.

Given this dependency, any attempt to change the proportions of the design to improve
condensation comes at the cost of a worsened expansion cycle. As a result, the equilibrium
between the two determines the engine’s overall efficiency. In James Watts’s engine, the
condensation cycle occurred in a separate chamber, meaning that the piston and the cylin‐
der remained warm throughout the engine’s operation. This change drastically increased
efficiency, resulting in a 75% reduction in coal consumption. Combined with developments
allowing continuous rotational motion, Watt’s engine found much broader applications, for
instance, replacing water wheels in factories and cotton mills.

We cannot know for sure that a more efficient design during on would have led to an earlier
start of the revolution. There were multiple other factors at play, ranging from cultural to
socioeconomic influences [1]. However, what is well known is that Watt’s invention made
the automation of previously manual processes economically feasible. All thanks to the mit‐
igation of a trade‐off through design change.

Engineering designers have sincemade considerable strides in the invention and development
of new and improved engine principles. Correspondingly, physicists have to a large extent,
developed a substantial understanding of the underlying physical phenomena. However, the
more general question of how to identify, understand, mitigate, and manage trade‐offs in
design remains elusive in product development to this day.

1.1 Tradeoffs in Engineering Design
Merriam‐Webster defines trade‐offs as ”A balancing of factors all of which are not attainable
at the same time”. First studied in the context of economics ‐ cf. the work by Vilfredo Pareto
on Pareto Efficiency ‐ trade‐off situations are just as present in engineering.

This thesis involves research activities within the engineering design domain, focusing on
the management of trade‐offs in the early stages of product development. Engineering
design research largely focuses on the study of the creation of products and systems and
the behaviour of designers throughout this process [4]. It is thus a practice‐oriented field,
with research often relying on the study of industrial practice, with the oft sought but rarely
captured aim of identifying a science of design [5]. The development of physical products and
systems is mainly driven by engineering designers. From initial idea to running production,
engineers will need to synthesise, understand, and improve designs, gradually refining them
to a point where the end product is ready for launch [6].

An important notion in design science is the distinction between activities and decisions
that occur in the earlier and later stages of design. All of the well‐accepted design process
theories, e.g. Pahl & Beitz [6], Ulrich & Eppinger [7], and Andreassen & Hein [8], state that the
earlier stages of design involve the synthesis and refinement of the overall conceptual solution
to a given functional intent. This is followed by the synthesis of the geometric realisation(s) of
said concept into an embodied design (aka. system design [7], product structure [9], layout
design [10], and configuration design [11]). Throughout these phases, the design evolves
from a rough initial idea and sketch to a system where the desired functionality is achieved
(at least to a certain degree of maturity).
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How good an end product is overall is difficult to describe objectively. Hence, products are
usually designed with a wide range of criteria in mind ‐ be these explicitly stated by the
designer or tacit in nature. These criteria describe how desirable or ”good” the end product
is and are key to a designer’s decision‐making. In the design optimisation field, these are
referred to as design objectives. Importantly, it is widely accepted that the decisions made
in the aforementioned initial stages of design are by far the most influential on the utility of
the final product ‐ i.e. how good an optimum is achievable (e.g. [6, 12–14]).

The importance of the conceptual and embodiment design phases lies in the fact that they
determine which physical phenomena influence the behaviour of the end system, how the
different system elements fit together and interact. Through decisions such as the selection of
working principles [6] and design of the system layout/architecture [6, 10, 15], dependencies
between design objectives are created. Also referred to as functional interrelationships [6]
and couplings [13], dependencies give rise to trade‐offs between the different objectives
involved in the design of the product. An example of a dependency that causes trade‐offs
(sometimes referred to as contradictions [10, 16, 17]) might be a geometric dimension on a
component needing to be large and small simultaneously in order to optimize two competing
objectives. Given that this is impossible, the designer would need tomake a trade‐off decision
unless the concept of embodiment design itself is changed.

Herein lies the core problem this PhD is aimed at dealing with. An organisation’s ability to
introduce changes to a design decreases as the design matures, with more time and cost
being necessary to implement changes the later they are introduced [18]. At the same time,
an organisation’s knowledge about and understanding of a design problem increases over
time, meaning it can be challenging to make the right decisions and synthesising the ”right”
designs in the conceptual and embodiment stages.

This is often referred to as the design process paradox [10] (visualised in Fig. 1.2), and it
explains why most late design changes and increases in development lead‐time can be traced
back to decisions made during embodiment [19]. To a large extent, it is this paradox that
makes the management of trade‐offs challenging. Designers and organisations may simply
lack the knowledge required to identify and potentially avoid the contributors to trade‐offs
in the phases of design where embodiment design changes can be made without substantial
cost. Given their potential influence, the identification of dependencies is broadly seen as
critical, yet very challenging to do during the conceptual and embodiment design phases [10,
12, 20, 21]. This is perhaps summarised best by Ullman [10, p. 285]:

”In early‐stage design, the trade‐off process is especially challenging, as there
is limited knowledge, uncertainties are high, and the decisions made have far‐
reaching effects on the directions pursued thereafter, and hence the affordability,
reliability/safety, and effectiveness of the final product. It is clearly more viable
and less expensive to refine a design at the time that it is being conceived. There‐
fore, efforts toward making good decisions at this stage have high payoffs.”

Further, trade‐off situations often involve numerous objectives and contributing factors mak‐
ing them difficult to comprehend [22], and the acceptance of trade‐off analyses can also be
limited by cognitive biases [23]. Different user/customer groups may also have inherently
conflicting needs, further complicating the management of trade‐offs.

Beyond this, ill‐managed trade‐offs can have a drastic influence on the end product’s perfor‐
mance [13, 16], time to market [24], robustness [25], and part count and complexity [26].
For an example of the potential influence of trade‐offs, consider an every‐day trade‐off issue
in bag based vacuum cleaners [27]:
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Figure 1.2: The so‐called design process paradox [10] ‐ figure adapted from Ullman [10]

Example ‐ Vacuum Cleaners [from Paper C]
From the perspective of suction pressure and filtration quality, there is a substantial difference
between vacuums with bags and bag‐less vacuums, as illustrated in figure 1.3. Regular
vacuums create an airflow using an electric motor and fan, which then sucks air through
a hose, with dust and debris being filtered out by a bag and perhaps a secondary filter.
The filtration in the bag is critical, as it prevents that debris causes damage to the motor
while ensuring that dust is captured and not blown out again. Looking at two objectives,
suction pressure and filtration quality, a trade‐off reveals itself. The more efficient the bag is
at filtration, the more resistance it creates, hindering air flow. Correspondingly, the higher
the suction pressure, the tighter a filter is required to prevent dust and debris from exiting
the bag. In other words, the better the filtration, the more powerful a motor is required to
generate a given suction pressure at the end of the hose. This also means that the suction
pressure is reduced the more the bag is filled. Bag‐less vacuums, meanwhile, commonly rely
on cyclonic separation ‐ a process that incurs less loss to the suction path. In fact, the filtration
quality increases with pressure, making the two objectives easier to improve simultaneously.

Ultimately, these situations are often inevitable in product development. Over time, compet‐
itive pressures drive companies to strive to improve product performance and add integrating
more features with each new product generation, all the while keeping costs low [28]. In
turn, this drives designers to attempt to realise as much functionality with as few components
as possible, with more trade‐offs arising as a result [29]. This tendency will only increase in
the future, with societal and technological developments creating the demand for new dis‐
ciplines and new requirements [30]. For instance, with the increasing digitisation of society
and the need to transition into a more sustainable and circular economy, products are being
designed towards an increasing amount of design objectives and constraints. In a report
on the future of Product Development [30], the Design Society predicted that one of the key
skills of the design engineers of the future is the ability to manage multi‐disciplinary trade‐offs
systematically, despite increasing product complexity.

There does not seem to be a systematic, scientifically founded approach to managing trade‐
offs, used widely in engineering practice. Some engineers and designers are taught how to
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Figure 1.3: Left: Patent drawings of a classic bag‐based vacuum cleaner (patent nr.US
3755993 A). Right: Patent drawings of an example of a bag‐less vacuum, along cyclone
based filtration system (patent nr. EP 1786568 B1)

identify, and model trade‐offs between design objectives using optimisation techniques, and
their utility in the design process beyond the identification of the optimum is often touted
[12, 31, 32]. While optimization methods are commonly used at the embodiment stage to
identify the optimal proportions of the design, systematic, quantitative analysis of trade‐offs
is less common ahead of important decisions such as concept selection, iterative redesign, or
requirement setting [31]. Furthermore, while existing techniques are helpful in quantifying
the trade‐offs in a system, they do not necessarily concern themselves helping explain why
the trade‐offs exist in the first place. This aspect will be covered in depth in Chapters 3 and
4.

As a consequence of all of these factors, it is not uncommon for experienced designers
to rely on intuition over systematic analysis [33, 34]. It is relatively well established that
experienced design engineers usually produce better designs than novices [35]. Prior research
has shown that the management of trade‐offs [33] are critical to creative design and a key
differentiator between novice and experienced designers. Without an understanding of how
to configure a system in a way that limits trade‐offs, inexperienced designers and designers
facing entirely new design tasks are thus left at a substantial disadvantage [33]. Thus the
success of product development projects in today’s industrial practice is largely dependent
on the tacit knowledge of experienced designers.

1.2 Research Motivation
Before this research project, I worked as a mechanical design engineer in Novo Nordisk A/S,
the case company involved in this PhD. My first years working on the early‐stage design
of medical injection devices had a steep learning curve. My more experienced colleagues’
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concepts and solutions were often selected over mine, and with good reason. They seemingly
had an innate ability to configure the parts of mechanical systems in a way that achieved
desired functionality but with few parts and high achievable performance. When asked how
they made these configuration decisions, the answer was always a variation of ”Oh, I have
designed something similar before. This is the best way to achieve everything we want at
the same time”.

Having already spent years at university, I was dissatisfied with having to spend years or
decades learning the underlying ”craft of design”. Feedback from older colleagues revealed
that I was overlooking underlying dependencies between the countless design objectives
involved. Therefore, I started taking an active interest in identifying dependencies in designs.
Over time, this evolved into a more general interest in the identification and management
of trade‐offs. Realising that some trade‐offs are avoidable, while others have little impact, I
decided to pursue this interest through an industrial PhD.

This research was conducted as a part of the Danish Industrial Research program, run by the
Innovations Fund of Denmark. Novo Nordisk is a large pharmaceutical company focused on
developing treatments for diabetes and obesity (and their complications), haemophilia, and
growth disorders. The company develops and manufactures its own medical devices, such
as insulin injection pens. More than 30 million people with diabetes worldwide use Novo
Nordisk’s products, resulting in an annual production volume in excess of 1 bn cartridges of
insulin and other peptide‐based injectable pharmaceuticals [36]. More than 2/3 of these are
delivered in pre‐filled injection pens. Such pens are disposed of once the cartridge has been
emptied. To put this number into perspective, more than 1000 devices, each consisting of
12‐40 components, are manufactured and assembled every minute ‐ around the clock.

Figure 1.4: The FlexTouch™‐ a pre‐filled injection pen device using for the delivery of insulin,
growth hormone, and other injection‐only treatments.

Given the production volume, even minor improvements to these devices have a substantial
impact. Being a high volume, low cost, safety intensive application that affects millions
of people’s health and well‐being, the importance of product performance and robustness
cannot be understated. It is well described that devices have a key influence on patients’
adherence to their treatments [37]. Properties such as dose accuracy, dose setting resolution,
dosing speed and pain, device size, and ease of use are critical.

At the same time, Novo Nordisk faces an increasing need for developing medical devices with
a high level of functionality. Among other things, this is driven by growing needs for digi‐
tal health solutions and sustainable, recyclable devices. These products are usually designed
with the bare minimum of parts and subsystems to keep costs low and reliability high. Hence,
medical devices are becoming increasingly integrated. The consequence of these tendencies
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is an inevitable increase in the number of trade‐offs, as each design variable (i.e. each dimen‐
sion on the final production drawing) influences more requirements and design objectives.

These have primarily been dealt with through an increasing amount of design iterations
throughout the development process. Unfortunately, this has proven time‐consuming and
risky since parameter variation usually rises as production volume goes up [38], revealing is‐
sues late in the process that had not been seen during prototyping. As a result, late design
changes are common, which leads to late specification change and tight production toler‐
ances [39]. Lead time and production ramp‐up time have hence increased substantially. For
pre‐filled devices, the time to market has grown to more than six years – in comparison,
Novolet, the first pre‐filled device took 18 months to develop.

The medical devices manufactured by Novo Nordisk will, in many cases, be developed concur‐
rently with new drug candidates, many of which have quite different physical characteristics
and treatment regimes. It is hence often more cost‐efficient to develop new devices from
scratch. Viewed across the entire industry, drug development projects generally have a low
likelihood of success. Less than 10% of drug candidates that enter the first round of trials
(phase 1) end up on the market [40]. As a result, Novo Nordisk runs a large number of de‐
velopment projects, with a broad pipeline of projects in the conceptual stage, which narrows
as products approach running production.

For these reasons, Novo Nordisk is an ideal case company to study how trade‐offs can be
managed systematically. The company runs a substantial number of early‐stage development
projects, develops products that are highly interdependent by their very nature, andworkwith
a high degree of documentation due to regulatory requirements. This provides a substantial
foundation for exploring how trade‐offs might be systematically identified, analysed, and
managed throughout the initial stages of product development.

1.3 Aims of this PhD
In their seminal book on engineering design, Gerhard Pahl and Wolfgang Beitz remarked
that ”it is impossible to optimise the carrier of several combined functions” [6, p. 282].
Nevertheless, they also argue that decisions on what parts and subsystems contribute to
different aspects of product functionality are made early on. This touches upon what this
author views as being one of the basic challenges that exist in engineering design.

Developing multi‐functional systems involves dependencies, especially when the number of
parts is kept as low as possible to reduce cost. Dependencies create trade‐offs, which in turn
determine the achievable performance of a product. Techniques for the formal analysis of
trade‐offs do not concern themselves with questioning why the trade‐offs exist in the first
place. Yet, trade‐offs are typically embedded in a system based on the decisions made at a
very early stage of development [12, 13].

This PhD project aims to develop systematic methods for the management of trade‐offs in
early mechanical design. This aim is motivated in part by the research gaps discussed in the
preceding sections and in part by the challenges in industrial practice that the PhD fellow
observed during his time as a mechanical design engineer.

Herein, trade‐off management is taken to mean the identification and quantification of the
trade‐offs in a design and the subsequent identification and mitigation of their root cause(s).
Specifically, the project aims to develop rigorous support for the decision making processes
involved in the embodiment design stage. The hope is to support design engineers that
lack the domain‐specific knowledge required to avoid or mitigate trade‐offs in the synthesis
and improvement of new mechanical products. Thus, the developed design support is both
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aimed at novice designers but also at designers facing non‐trivial design challenges they have
not met before. Due to the iterative and concurrent nature of design, the research also has
implications for both conceptual design and detail design.

Success is achieved when contextually independent, quantitatively founded methods for
identifying, evaluating, and solving the underlying issues in a system that drive trade‐offs
between design objectives have been developed. These methods are to be verified in the‐
ory and practice and to be proven to result in concepts and solutions that are less prone to
trade‐offs, with the potential to achieve robustness and potentially reduce lead time. These
results are to be internally and externally consistent and have gained a degree of acceptance
in the case company.

1.4 Research Questions and Hypothesis
Based on an initial literature study and the PhD fellow’s experience from industry, the research
was conducted with an overall hypothesis in mind along with several working hypotheses.
One of these working hypotheses was refuted during the research, which significantly im‐
pacted the directions that the subsequent research took.

General hypothesis
The end performance of mechanical systems is ultimately determined by the trade‐offs that
affect the design of the system. It is hypothesised that the decisions made in conceptual
and embodiment design in effect determine the trade‐offs that exist between the different
functionalities and objectives that a product is designed towards. Some of these trade‐offs
can be limited or prevented through deliberate attempts at avoiding certain detrimental de‐
pendencies during design synthesis and change.

Research Questions
To design a research process that allows the exploration of these hypotheses and to meet the
aforementioned aims, a set of research questions were formulated. These were identified
after an initial literature study, the results of which are described in the preceding sections.
Thus, this PhD project seeks to answer the following research questions:

RQ1 How can the trade‐offs between design objectives be identified in the concept and
embodiment design phase?

The purpose of this RQ is to establish a baseline for the subsequent research, exploring ex‐
isting analysis methods that allow the identification of the objectives in trade‐off. If these
methods exhibit limitations preventing their application to subsequent research questions,
new trade‐off identification methods may need to be developed.

RQ2 How can the root causes of these trade‐offs be identified systematically?

The general idea is that once the objectives in the trade‐off have been identified, one can
concentrate analysis efforts on ascertaining why the trade‐off exists in the first place. The
answers to this research question will be utilised to explore how trade‐off knowledge can be
leveraged to identify design improvements.

RQ3 What approaches and solutions can be used in design to remove, mitigate, or reduce
the influence of trade‐offs?

In answering these three research questions, the PhD would result in an overall methodolog‐
ical framework that design engineers can employ in order to 1) identify the trade‐offs in their
designs, 2) build an understanding of what causes them through rigorous analysis, 3) utilise
this knowledge to apply a systematic approach which allows the elimination or reduction of
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these trade‐offs, and support decision making overall. These research questions were ad‐
dressed through a range of sub‐studies that were collated into four work packages. These
are described in detail in chapter 2, which covers the research approach employed in this PhD
project.

Delimitation
This research is limited to the study of mechanical design, meaning that it concerns itself with
physical products involving the analysis of mechanical properties. Given that the focus is on
the study of trade‐offs, a fundamental prerequisite is also that multiple design objectives are
at play, or else there would be no trade‐offs. Hence, this research is also limited to multi‐
functional products and multiobjective design tasks.

Another delimitation is that the research focuses on product development contexts that actu‐
ally involve original or adaptive design [6]. This is driven by the initial literature study revealing
that most trade‐offs are imbued into a system by the decisions made during the early phases
of design. Product development projects that do not involve the design of‐ or changes to
the overall working principles or system structure simply do not permit design change on a
level that drastically affects the trade‐offs that affect the system. Hence, it does not make
sense to explore methodology aimed at these types of design change in product development
contexts that do not involve conceptual or embodiment design.

Finally, this research concerns itself with objectives and characteristics which are quantifiable
or measurable. While one can validly argue that trade‐offs also exist between less measurable
(andmore subjective) characteristics such as user friendliness, aesthetics and complexity, such
aspects are not within the scope of this research. When relevant, these characteristics are
replaced by more quantifiable proxies ‐ i.e. objectives at a lower level of abstraction that
contribute to a less measurable design objective. Examples of such would be to model the
aspects of a product’s performance that contribute to the product’s user‐friendliness (e.g.
product mass or size, the magnitude of interaction forces, size of interaction interface, etc.),
rather than attempting to describe user‐friendliness explicitly.

1.5 Thesis Format
Structure
This style of this thesis is a mixture of the two most common formats; monograph and paper‐
based. As opposed to the standard paper‐based format (which are the norm at DTU), this
thesis consolidates the content of several papers written as a part of the PhD project, along
with previously unpublished work. These papers are:

Paper A
Multiobjective Monotonicity Analysis: Pareto Set Dependency and Tradeoffs Causality
in Configuration Design (2021)
Sigurdarson, N.S.; Eifler, T.; Ebro, M.; Papalambros, P.Y.
Published in the ASME Journal of Mechanical Design. The appended manuscript is the
post‐print of the final paper.

Paper B
A Novel Approach to Configuration Redesign: Using Multiobjective Monotonicity Anal‐
ysis to Alter the Pareto‐set (2021)
Sigurdarson, N.S.; Eifler, T.; Ebro, M.; Papalambros, P.Y.
Submitted and approved pending revisions in the ASME Journal of Mechanical Design.
The appended manuscript is the revision currently under review.

Paper C, Supplementary Paper
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Functional Trade‐offs in the Mechanical Design of Integrated Products ‐ Impact on Ro‐
bustness and Optimisability (2019)
Sigurdarson, N.S.; Eifler, T.; Ebro, M. Published in the Proceedings of the 22nd Inter‐
national Conference on Engineering Design (ICED 19).

Paper D, Supplementary Paper
Limitations of Design Space‐based Indicators for Early Robustness Assessment (2021)
Juul‐Nyholm, H. B.; Sigurdarson, N. S.; Ebro, M.; Eifler, T.
Published in the Proceedings of the 23rd International Conference on Engineering De‐
sign (ICED 21).

Of these, Papers A and B comprise the core contributions of the research, along with the
contents of chapter 6. For the sake of the readers comprehension of the overall focus and
results of this PhD project, most of the content in these two papers has been built into chap‐
ters 4, 5, and 6, with a substantial amount of additional details and further methodological
developments added. The supplementary papers are referenced in this thesis but are not
a part of it. Paper C was written before the developments in Papers A and B were made,
meaning it does contain inconsistent terminology.

The thesis is split into eight chapters. This introductory chapter is followed by a brief chapter
on the research methodology of this PhD project. Subsequently, the third chapter covers the
theoretical foundation of this thesis, providing a background on the well‐established theories
and methodologies that this thesis builds upon. This chapter is a partial answer to research
question 1, as existing methods for trade‐off analysis are described.

Research questions 1 and 2 are primarily addressed in chapter 4, presenting a range of theo‐
retical and methodological developments within trade‐off analysis. These allow the rigorous
identification of trade‐offs and their root causes in early mechanical design. This chapter is
primarily an adaptation of the content of paper A, containing additional detail and method‐
ological developments.

In chapter 5, research question 3 is addressed through methodological developments aimed
at trade‐off mitigation supported by analysis. The theoretical developments made in the
previous chapter are leveraged to derive a novel redesign procedure. This procedure results
in improvements in product performance that exceed those that may be reached through
classic proportional and parametric optimization methods. This is achieved through guided
configuration redesign, reducing or eliminating trade‐offs among design objectives while
also improving optimality overall. The chapter is an adaptation of the content of paper B,
containing additional detail and methodological developments.

Chapter 6 describes the perspectives of the methodological developments in the broader
engineering design process. Specifically, it addresses the applications of the analysis and re‐
design methods throughout different stages of the process. In doing so, a set of opportunis‐
tic approaches and heuristics are introduced, which are founded on the developments in the
previous chapters. These aim to allow the underlying rationales in the redesign methodology
to be used in design synthesis and decision making.

Finally, the results and limitations of the research are discussed in chapter 7, followed by
the concluding remarks and suggestions for further work in chapter 8. In most of these
chapters, the same case from an ongoing device development project in Novo Nordisk is
used to demonstrate and contextualise the research. In Appendix 1, an overview is given
of the terminology used in this thesis. Here it is worth noting that the terms configuration
design and embodiment design will be used interchangeably throughout the thesis, given
that this thesis lies in the intersection of two fields with different terminological traditions.
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Specifically, these are the US‐dominated mechanical design optimization research community
to the more European leaning engineering design research community.

The format of the thesis was necessitated by some of the challenges faced in the research.
Firstly, the systematic analysis and management of trade‐offs in mechanical design necessi‐
tates relatively expansive cases, which are not necessarily well suited for the brief format of
scientific journals. Simple design problems will commonly involve simple trade‐offs, which
can be trivial to identify, and may be caused by intrinsic relationships in the design problem
(e.g. mechanical stiffness vs mass) or caused by an obvious design error. Thus, the mono‐
graph format permits a more expansive treatment of a real‐world case, which demonstrates
the important and challenging nature of trade‐offs in product development.

Secondly, the PhD project involved the use of proprietary data from Novo Nordisk, which
greatly complicated the writing and submission of academic papers. As the ensuing chap‐
ters hopefully reflect, the application of the theoretical and methodological developments
to a real design problem resulted in several inventions and design improvements in ongoing
development projects. As a result, several patent applications needed to be prepared and
filed before any papers describing the work could be submitted for publication. This resulted
in a timeline issue, where it was simply not feasible to get patenting documentation in place
in time to allow the submission of 3+ papers in sequence. As paper B builds upon paper A,
and the content in chapter 6 builds upon both, the contents of neither could be submitted
for review in a scientific journal before paper A was approved. For the same reason, it was
decided to prepare and submit papers A and B for review and cover the remainder of the
research work in the thesis itself.

1.6 Case  Design of a SelfOrienting Millimeter Scale
Applicator

Figure 1.5: From Paper A and B: An overview of the SOMA device (in part) adapted from
[41]. The patient swallows the device, which self‐orients inside the stomach and injects a
needle of pure API into gastric tissue. Here the needle dissolves, resulting in systemic uptake
while the device passes through the gastrointestinal tract and out of the body.

As mentioned, a running case is used throughout this thesis. The following is an expanded
description of the case given in Papers A and B. First published by Abramson et al. [41],
the SOMA device (Self‐Orienting Millimeter‐scale Applicator) is a drug delivery device cur‐
rently in development through a private‐public collaboration between Novo Nordisk A/S and
Massachusetts Institute of Technology.

The SOMA is designed for oral delivery of large proteins such as insulin, which cannot other‐
wise be administered orally, as the stomach breaks them down, and as they have poor per‐
meability across the intestinal barrier. This substantially reduces the efficacy of such drugs,
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Figure 1.6: Above: Images from a high‐speed recording of a prototype of the SOMA device
triggering once exposed to liquid. Note how the recoil of the device in the third image from
the left Below: Images from a recording of experiments done on a SOMA prototype to test
its self‐orientation performance. After being perturbed (far left), the device takes around one
second to return to a stable position (far right).

meaning they are mostly delivered via subcutaneous injections today, e.g. with injection pen
devices. In the chapters of relevance (Chapters 3‐6), the design of the SOMA device will
be used to demonstrate the application of the methodological developments made in the
research and to illustrate their value and limitations.

Essentially, the SOMA is a pill‐sized device designed to be swallowed by the user. Once in
the stomach, the SOMA self‐orients to a stable position due to a low centre of mass and
an outer shape inspired by that of leopard tortoises [41]. Once oriented, the device injects a
biodegradable needle loaded with active pharmaceutical ingredient (API) into the submucosa
tissue‐layer of the stomach (see figure 1.7 for an overview of the layers of the stomach), which
has a high density of blood vessels, allowing systemic uptake.

This functionality is currently embodied with a linear spring actuator, held in place by a trig‐
gering mechanism (see Fig.1.5). The API mixture is shaped into a needle‐like geometry (6)
and is attached to a hub component (2) which is pre‐loaded by a compression spring (4). The
hub is held in place by two snap features, which are press‐fit against the housing (1) by a
plug (3), made out of isomalt, a dissoluble solid poly‐alcohol. Once in the stomach, where
the device is submerged in stomach fluid, this plug starts dissolving to a point where the
spring force pushes the snap features out of engagement.

This triggers the device, with the spring pushing the needle into the stomach lining through
a hole in the base (8) of the device. Until injection, the needle is kept dry in the hostile
environment of the stomach by a silicone O‐ring (5) and valve (7) that seal the needle inside
the SOMA. The position of the centre of mass is low, as the base (8) is denser than the other
parts, which aids self‐orientation.

At the time of this PhD, the device was in the preliminary phases of design, still in the process
of configuration, prototyping, and testing [41], and was yet to be tested on humans. While
the development of the SOMA was not strictly a part of the research aims of this PhD project,
it was the subject of an action research study, being used as a test case in the methodological
developments presented in Chapters 4, 5, and 6.

The SOMA project commenced around the same time this PhD project began. Its outer shape
was originally derived through optimization [41], but the inner configuration was iteratively
developed within the constraints defined by the outer shape. Numerous configurations had
been designed and built, with the one shown in Fig.1.5 showing the most promise. At
the start of the action research study, the SOMA project was in the process of testing this
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configuration, with the aim of manufacturing it for a ”first‐human‐dose” trial.

When the PhD fellow’s involvement with the SOMA project began, the project team faced
several challenges that could be attributed to trade‐offs between the key design objectives.
Their causes were not fully understood, nor had the project had the time to quantify their
influence. Given this, and that the project was in the early phases of development, the SOMA
device was seen as an ideal case study. In particular, the internal configuration design of the
SOMA posed several interesting trade‐off challenges.

For an oral device to be viable, it needs to deliver an amount of API comparable to dosing
with injection devices. This implies a dose of at least 80 units of insulin, which equates to
a payload of approximately 2.8 mg of pure crystalline insulin. At the same time, the needle
needs to be delivered reliably into a tissue layer deep enough to enable systemic uptake. The
properties of the stomach lining are such that a large injection force is required to deliver the
needle at the right depth. Hence, the challenge is to design a device that is small enough
to be swallowable while reliably self orienting and injecting a sufficient amount of API deep
enough. Furthermore, low cost and robust performance are essential. If only 1% of the
world’s 400M+ diabetics were treated with long‐acting once‐daily insulin from a SOMA, the
annual production volume would be over 1.46bn devices. Hence, even slight improvements
to the configuration may have a vast financial and societal impact.

Figure 1.7: An overview of the human stomach, and its tissue layers. [42]

Thus, the action research study was conducted with the aim of identifying and understanding
the trade‐offs involved in the design of the SOMA device and systematically applying this
knowledge to identify improvements to the configuration design. The aim was not only to
use the SOMA as a test case in method development but also to provide support to the
SOMA project in the process of doing so, allowing real‐world verification of the value of the
developed methods. As such, the study involved several sub‐studies, each of which related
to the different methodological developments made in this PhD project:

1. Multiobjective Optimization:
As the first step, data was gathered from the SOMA project team in order to construct a
multiobjective optimization model. The data collection, model construction, and numerical
solution are described at the end of chapter 3.
2. Trade‐off Root cause analysis:
As a part of the development of the methods described in chapter 4, pre‐and post optimality
analysis of the SOMA device was performed, using said optimization model. This is described
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at the end of chapter 4.
3. Systematic Design Improvement:
Using the insights gained from said methods, a novel redesign procedure was developed and
applied to the SOMA device. This is described at the end of chapter 5.
4. Redesign Evaluation:
To assess the validity of the redesign procedure and to better understand the redesigns, some
of the generated redesigns of the SOMA device were analysed. Amongst other things, this
involved the construction and solution of a comparative optimization model. This, and sup‐
porting redesign evaluation activities, are described at the end of chapter 6.

Beyond the theoretical contributions of this work, the research was of value in the develop‐
ment of the SOMA device, and it resulted in several patents. So, while the invention of the
SOMA device itself is by no means a part of the contributions of this research, the research did
contribute to several redesigns. As much of this work is highly sensitive from an intellectual
property perspective, it is unfortunately not possible to include all of the data gathered and
results reached in this thesis. However, to the extent possible, measures have been taken to
include as much content of interest as possible. In some cases, this does involve a degree of
anonymisation, with sensitive details left out.
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2 Research Approach

This chapter describes the research approaches applied throughout this PhD, intending to
illustrate the scientific principles used to reach the results presented in the subsequent
chapters. This chapter begins with a description of the overall research methodology.
Subsequently, the methods used to conduct the research are outlined, followed by an
overview of the research plan and studies of the PhD. The chapter is concluded with a

description of the approach to result verification and validation.

Research practices in design science differ from those seen in natural sciences and in large
parts of engineering science. This is not driven by a lack of scientific rigour but is rather
necessitated by the challenges one faces in design research. The more explanatory sciences
[43] (e.g. natural sciences) largely aim to describe, explain, and predict the natural world.
Meanwhile, as argued by Van Aken [43], the ultimate goal of design research is to develop
knowledge that design professionals can use to design solutions within their specific context.

Nevertheless, design engineers still develop artefacts within the confines of the natural world.
The working principles behind the products that designers create, manufacturing processes
used to realise them, and the behaviour of end‐users, can largely be explained and predicted
through classical explanatory sciences such as physics, chemistry, anthropology, and psychol‐
ogy.

As a result, the study and support of the processes involved in synthesising, refining, and real‐
ising products can, in part, involve research practices similar to those seen in the explanatory
sciences. Nevertheless, design research is affected by a lack of pristine laboratory conditions.
Products and systems are mostly developed by organisations, involving time‐consuming and
costly processes. No two product development projects are the same, given that most or‐
ganisations strive to develop their own unique products, with the context and the individuals
involved having a substantial influence on the end result. These projects can span fromweeks
to decades in length, depending on the complexity of the application. As such, it is neither
temporally nor economically feasible to conduct controlled experiments in practice. Corre‐
spondingly, given the influence of context and the behaviour of the designers involved, such
experiments would probably fail to produce reproducible results.

For these reasons, design science has its own research methodologies and approaches to
verification and validation. This PhD relies in part on the seminal Design Research Methodol‐
ogy (DRM) developed by Blessing and Chakrabarti [4], shown in figure 2.1. DRM consists of
four distinct research stages, each with its own defined means and intended outcomes. It is
aimed at identifying the current situation in the design context being studied and developing
and testing support which can be used to create the transition to a desired situation.

During the first stage, the Research Clarification, one seeks to find evidence or indications
that the assumptions about the current state of design are valid in order to formulate a re‐
alistic, worthwhile research goal. Subsequently, a more elaborate understanding is sought
in Descriptive Study I through more in‐depth study of existing literature, analysis of empirical
data, interviews, or the like. This is done to gather enough evidence to determine the crucial
factors that affect the current state. In the Prescriptive Study, the understanding reached is
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Figure 2.1: An overview [4] of different stages in the Design Research Methodology put
forward by Blessing & Chakrabarti

used to develop and define so‐called support, i.e. new methods, tools, processes or knowl‐
edge that might support designers or organisations in reaching the aforementioned desired
situation. In the final research stage, Descriptive Study II, the impact, validity, and value of
the support developed in the prescriptive study is assessed by analysing whether the desired
situation identified in the research clarification has been achieved.

The DRM‐framework has been used to structure the research plan of the PhD and guide the
underlying activities. As such, the PhD was divided into five studies, each fitting within the
DRM stage framework, in an effort to find answers to the research questions described in
chapter 1. However, while DRM was used to structure the PhD, a degree of pragmatism has
been involved in the execution of the research activities to take advantage of certain oppor‐
tunities that arose during the project. As this is an industrial research project, the timing and
prioritisation of the research activities were, for instance, affected when opportunities pre‐
sented themselves to gather data or apply novel methods in ongoing product development
projects in Novo Nordisk. Furthermore, the industrial context also resulted in unforeseen
challenges, affecting the publication schedule and completion of some of the envisioned
sub‐studies. The use of proprietary data and the patentable inventions that arose from the
research has also prevented the inclusion of all of the practice‐related results in this thesis.

The research approach in this PhD also resembles the Problem‐based, Theory Based approach
put forward by Jørgensen [44]. Jørgensen argues that achievements in research can origi‐
nate from different but equally valid paradigms, either from an initial problem statement, the
cause of which needs to be identified, or from an initial theory or hypothesis that needs to be
proven or disproven. In practice, both paradigms are seen in research and often exist concur‐
rently or sequentially in a given research project. The application and refinement of a theory
can, for instance, reveal novel problem statements, just as novel theories can be synthesised
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in the study of a problem statement. Jørgensen’s research framework is of relevance, as this
PhD mainly originates at a fundamental problem statement: that the management of trade‐
offs is challenging in early mechanical design. Yet, it also involves an initial theory/hypothesis
‐ that better products can be developed if trade‐offs are managed systematically from an
early stage. Correspondingly, the developments presented in Chapters 5 and 6 involve the‐
ory which was synthesised due to realisations made in the analysis of the design problem
presented in Chapter 4.

2.1 Research Methods
This PhD project involves applied research; it is conducted in an industrial context focusing on
mechanical design in early product development. Hence, as in most design science research,
the target is to develop useful and relevant methods that support designers and product
developing organisations, specifically methods that allow the management of trade‐offs at
an early stage of mechanical design.

As opposed to basic research, the aim is thus not to provide an exhaustive answer as to
why trade‐offs occur in development projects or to present the one and only valid approach
to handling trade‐offs early on. Instead, this research seeks to develop a generalized and
rigorous approach to identifying the root causes of trade‐offs and their subsequent mitigation
during the initial phases of development. As shall be shown in chapter 3, such methods do
currently not exist, despite the needs discussed in chapter 1.

The applied nature, and industrial context of this research, has thus influenced the selection
of the research methods used to find answers to the research questions. With this in mind,
the foundational research methods of this PhD are:

(Systematic) Literature Studies
The review of state‐of‐the‐art publications and older, more foundational literature serves
multiple purposes. Firstly, literature reviews serve the essential purpose of establishing a
knowledge base that permits the researcher to target and scope the research towards making
novel contributions. Secondly, they help contextualise the research within the broader body
of research and within the existing research community. Furthermore, literature reviews may
help reveal new insights that are not obvious from the study of individual contributions.
Instead, they emerge from tendencies that are apparent in a specific body of work. Literature
studies were used extensively throughout this research, mainly in a semi‐structured form. The
results of this work are primarily reflected in chapters 1 and 3.

Case Studies
Being a part of most design research, the use of case studies allows the exploration of research
hypotheses in the real world. In isolation, individual case studies cannot be used to test causal
relationships. However, they can be ”used for exploratory research or for pre‐testing some
research hypotheses” as argued by Blessing and Chakrabarti [4]. They are also helpful in the
absence of controllable laboratory conditions. In this research, case studies were mostly used
to provide test cases in the development of new methodology.

Archival Analysis
As argued by Blessing & Chakrabarti [4], retrospective analysis data collection is cardinal in
design research. Development projects often occur over long periods of time, meaning the
collection of data from multiple projects, in multiple organisations, in multiple contexts is
not practical unless it is done retrospectively. The analysis of archival data, such as sketches,
engineering drawings and CAD models, analysis models, experiment and simulation results
etc., thus allows the exploration of and description of patterns and tendencies in the design
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process. This yields valuable information upon which to test or build hypotheses, theories,
or new models. In this research, archival analysis was used extensively to better understand
the challenges that arise throughout the development process in the case company.

Formal Analysis
This PhD project relies heavily on the rigour of formal design analysis methods ‐ i.e. mathe‐
matics ‐ as a means to identify and understand the design challenges observed in the case
studies. Applied mathematical analysis is foundational to many of the natural sciences. It is
used in this research with the hope that it might bring a degree of generality and rigour to the
results, which would not be achievable through purely qualitative work within the project’s
time frame. This PhD especially relies on multiobjective design optimization, on monotonic‐
ity analysis [45]), and their related mathematical foundations (theorems and proofs). Yet,
optimization techniques are used here as a form of design analysis, specifically what the op‐
timization results and the model itself reveal about a given system, rather than aiming to
simply identify its optimal proportions. The methodology presented in chapters 4 and 5 is
developed on a mathematical foundation and relies on a set of theorems, corollaries, and
proofs.

Action Research
Originating from social sciences, action research is increasingly prevalent in design research
[4]. It is essentially a structured approach to iteratively introducing and evaluating change in
organisations, relying on the researcher’s participation in the organisation being studied. As
such, the subjects being studied (the design engineers) become stakeholders in the research.
Hence, the researcher helps convert descriptive research into practice or action and evalu‐
ates the effect concurrently. In action research, research is ”directed to solving problems in
the world.... Together, stakeholders and researcher co‐create knowledge” [46]. This helps
ensure the practical relevance of the results, at the potential sacrifice of generality, unless
action research is conducted across a broad slate of organisations. In many ways, action
research is somewhat analogous to the latter stages of DRM, as these also involve iterative
introduction and evaluation of actions (i.e. design methods) that create change. The running
case included in most of the chapters of this dissertation was also a subject of more targeted
action research throughout the latter two‐thirds of the PhD. The PhD fellow participated in
the SOMA project in a role resembling that of a consultant, tasked with helping the project
identify the causes and solutions to technical challenges which were hindering progress. This
task was used as an opportunity to build and test novel analysis and redesign methods, using
insights gained from literature review and prior case studies. To ensure generality, this work
focused on developing mathematically founded and context‐independent approaches.

2.2 Studies and Research Plan
To find answers to the research questions defined in chapter 1, the PhD project was divided
into several sub‐studies, each with specific research methods and empirical data involved.
These sub‐studies were collated into four distinct work packages. The resulting overall struc‐
ture of the research project is illustrated in figure 2.2.

The work packages were mostly carried out in sequence. However, they did involve over‐
laps to allow pre‐evaluation of new methods, additional literature reviews to qualify ongoing
method development further, and exploration of the effect of using well‐known methods in
a new context. Thus, three work packages involve combinations of descriptive, prescriptive,
and clarifying activities, while each sub‐study fell into distinct stages of the DRM model. This
also reflects the iterative nature of the DRM framework, where the researcher may ”loop”
back and forward between building understanding, developing design support, and evalu‐
ating said support.
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Work package 1 ‐ Trade‐off Identification
Clarifying and descriptive research of the current state
Carried out in 2018 and early 2019, this work package involved the exploration of the current
state of methods and practices involved in early‐stage trade‐off management. The purpose
of this work was to identify research aims, build a more detailed understanding of existing
research work within the field, and ensure the relevance of the research to design practice.
This work started with an initial literature review and the PhD fellow’s on‐boarding process in
the part of the case company that deals with mechanical analyses and technical challenges
in medical devices. This allowed the collection and analysis of data such as issue slides from
project milestones and the related technical reports and involvement in ongoing trade‐off
management activities. This resulted in a deepened understanding of the challenges with
trade‐offs faced in practice and already described in literature.

This work informed the identification of the research questions and core hypotheses, resulting
in the overall research plan, and led into a set of subsequent sub‐studies, with the intent
of exploring existing trade‐off identification and analysis methods. These studies involved
archival analysis of a product from the case company that is already in the market and a
case study in an ongoing product development project. These studies led to the realisation
that one of the core assumptions of the research was invalid, leading to re‐scoping of the
project towards more mathematically, and less heuristically founded design methods. These
sub‐studies and the subsequent transition are briefly described in section 4.1.

Work package 2: Trade‐off Root cause Analysis
Descriptive‐prescriptive research within analysis methods
Carried out in 2019, the purpose of this work package is to identify a systematic approach to
trade‐off root cause identification. This involved the application of existing design optimisa‐
tion methods to an early‐stage design. Much of this work was carried out in preparation for
and during a research stay at the Optimal Design Laboratory at the University of Michigan.
In this work, several gaps in existing methodology were identified, relating to the early stage
applicability of optimisation methods and their focus on the optimal result itself, rather than
more holistic design analysis. These resulted in the subsequent synthesis of novel design op‐
timisation methods to meet the purposes of this research. This work resulted in paper A and
most of the content of chapter 4 (excluding section 4.1.) and sections 1.6 and 3.5.

This research relied heavily on mathematical analysis and formal proofs, optimization litera‐
ture, and upon the collection of the archival data from the SOMA device. Much of this work
package was conducted in action research form, with an optimisation model being built. This
model was used to support the SOMA project with trade‐off identification decision making.
It was also used as a test case in the development of novel root cause analysis methods,
which later provided the project with input for redesign.

Work package 3: Trade‐off Mitigation
Mostly prescriptive research on design method synthesis
Carried out in late 2019 and most of 2020, this work package aimed to develop system‐
atic and rigorously founded methods and design principles that might support designers in
reducing or avoiding contributions to trade‐offs between design objectives through design
change. This involved the development of redesign methods that could utilise the outputs
of the aforementioned analysis to identify promising redesigns. By ensuring that the analysis
methodology was general to most early‐stage design optimisation problems, the underlying
mathematics could be used to derive a set of principles that result in design improvement
when applied systematically. These were not only mathematically consistent but also consis‐
tent with numerous existing heuristics. Thus, the research method is a combination of formal
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Figure 2.2: How the DRM stages, research questions, and sub‐studies (with associated re‐
search methods) fit together into a set of work packages, forming an overall research design

analysis and literature review.

This work resulted in most of the content of paper B and the content of Chapter 5. The
redesign methodology was applied to the SOMA design (without the involvement of the
stakeholders in the development project) to derive a series of redesigns. If the method were
valid, this would substantially reduce trade‐offs and improve overall performance compared
to the initial design analysed in the preceding study.

Work Package 4: Method Evaluation and Result Implications in Design
Descriptive work to evaluate the new state created by the prescriptive work
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The final work package of the research aimed at evaluating the developed analysis and re‐
design methodology for the purposes of verification and validation. Evaluating the success
of research results is somewhat less straightforward in design science than in the more ex‐
planatory sciences. This evaluation was conducted in different ways. First, the validity of
the trade‐off root cause analysis method was assessed by comparing the outputs of the root
cause analysis with the optimization results from the SOMA case. Secondly, the impact of the
redesign process of the SOMA device was assessed quantitatively. This assessment sought to
answer whether the redesigns were better than the original design (the starting point of the
study). The idea here was that if it could be proven that the new designs exhibitedmeasurably
lessened trade‐off and improved performance, then one could claim with high confidence
that the methodology is valid in this specific context. Combined with the generality of the
mathematical foundations of the methodology, this evaluation of success in the SOMA case
would also support the claim that the methodology is generally valid and valuable.

Furthermore, the consistency and value of the analysis and redesign methods was assessed
through comparison with existing methods. Combined with the previous efforts, these evalu‐
ation activities lead to an exploration of how the developed methodology and its implications
in design could be expanded to be employed beyond supportingmere redesign activities. This
specifically focused on the implications of the methodology in the context of design synthe‐
sis and decision making through the product development process. The output of this work
resulted in the content of Chapter 6 and also contributed to the case study in paper B.

2.3 Verification and Validation
As mentioned, design research can present substantial challenges in verification and valida‐
tion. How does one empirically measure the influence of novel design support upon the
design process without being able to perform controlled experiments within product devel‐
oping organisations?

This has been a topic of quite some discussion in design research. Several different ap‐
proaches have been suggested, which allow a degree of verification and validation despite
this fundamental challenge; examples include the Validation Square by Pedersen et al. [47],
Frey and Dym’s medical science inspired approach [48], and the aforementioned DRM frame‐
work [4]. As discussed by Blessing and Chakrabarti [4], the understanding of what verification
and validation (V&V) involve is inconsistent when viewed across different fields of research.
Here, V&V is perceived in the meaning that is common in systems modelling [49]; namely
that verification refers to the assessment of internal consistency, while validation refers to
the justification of the new knowledge claimed.

The primary contributions of this PhD project are founded upon novel mathematical devel‐
opments ‐ specifically, these are extensions to monotonicity analysis which allow systematic
trade‐off root cause analysis. As such, certain aspects of the results of this research are
simpler to verify and validate than much design research. As the research is delimited to me‐
chanical design and involves properties and characteristics which can be expressed through
mathematical models, we can, to a certain extent, rely on quantitative analysis to assess va‐
lidity. As the ultimate goal for this research is to support designers in reducing or eliminating
trade‐offs between design objectives, during the conceptual or embodiment design phases,
we can in part validate the results by answering two simple questions:

1. Does the application of the developed methodologies result in designs that have mea‐
surably improved performance and reduced trade‐off?

2. Do the optimization models used to identify redesigns, and subsequently, compare

Trade‐off Management in Early Mechanical Design 21



them, yield repeatable results, real design variable values (e.g. non‐negative or infinite
dimensions) and do they sufficiently approximate the behaviour of the real system?

The first aspect is addressed in Chapter 6, while the second is addressed in Chapter 4. In
both cases, there is already a wide range of well‐accepted approaches in existence. Yet this
assessment can only be performed on a case basis. How do we then sufficiently verify and
validate the generality of the research?

Figure 2.3: The Validation Square put forward by Pedersen et al, reproduced from [47]

One approach to this is assembled in the ”Validation square” introduced by Pedersen et al.
(51) (illustrated in figure 2.3), aiming at assessing whether a novel design method meets
its purpose in an effective and efficient manner. Based on the notion that design methods
are commonly applied to test cases or examples, the validation square presents a systematic
approach to validating novel design methods. The validation square divides V&V into four
parts, relating to different aspects of the methodology and the case(s) used to test it:

1. Theoretical structural validity: Is the underlying theory behind the design method well
accepted, and is the method consistent? Are the constituent elements of a method
and the method as a whole internally consistent?

2. Empirical structural validity: Are the example problems used to verify the method ap‐
propriate?

3. Empirical performance validity: Are the results of the application of the method useful
in the studied case(s) ‐ does the method meet its initial purpose?

4. Theoretical performance validity: Is the usefulness of the support from the empirical
case study generalisable beyond the case?

This approach will be used in Chapter 7, where the validity of the research is discussed.
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3 Theoretical Foundation

In this chapter, the theoretical foundations for this PhD is described, with the aim to position
the research in the body of existing knowledge. Thus, it also provides a non‐exhaustive
overview of the state of the art, in part providing an answer to RQ1. Furthermore, this

chapter aims to give sufficient background to support the reader. This is done to the extent
necessary for readers with an engineering background to comprehend the ensuing

chapters. As many design engineering focused readers might be unfamiliar with design
optimisation techniques, the basics and the details of relevance are covered in greater

detail; much of this content is based upon the excellent textbooks by Papalambros & Wilde
[12], and by Arora [50]. For even further details, one can refer to the cited literature. The
chapter also contains sections on dependency analysis, heuristic design methods, and

quantitatively founded design methods, which is content that has been adapted from Paper
B. The chapter is concluded a section on the application of existing optimization methods
for the construction of a multiobjective optimization model for the SOMA device. This
content on adapted from Papers A and B, albeit with a much higher degree of detail.

3.1 The Design Process
Industrial practice is characterised by a varying degree of formalisation and systematisation
of the design process, with practices of individual organisations being defined by the design
context, the corporate culture, and the resources available. Multiple design process theories
have been put forward in an attempt to describe and generalise the activities and processes
involved in bringing a product from idea to running production and use. Examples include
models by Pahl & Beitz[6], French [14], Ullman [51], Ulrich & Eppinger [7], and Andreassen
& Hein [8]. While these differ in various ways, they do have the common trait that the
design process is split into a series of distinct phases involving certain activities, deliverables,
and milestones, starting at the initial idea and continuing until running production. There is
largely agreement that the initial stages revolve around the synthesis and refinement of the
overall concept and the product structure (aka. embodiment design [6], scheme[14], layout
[10], configuration design [11], system architecture [15]).

These are largely idealisations of processes that may be far from linear in industrial practice
[24]. This is also acknowledged by most of the well‐accepted design process theories [6, 7,
14]. In industry, the process/sequence can be more complex, with activities and deliverables
falling in a different sequence, for instance, due to partial design reuse (e.g. of parts or
modules), the concurrent development of multiple competing concepts or options for market
launch, front‐loading of certain activities that might be critical in the given context, and loop‐
backs due to manufacturing issues or dissatisfactory performance revealed in late‐stage tests.
Depending on the type of development project, certain phases might also be skipped entirely.
For instance, the development of a new aircraft does not necessarily involve changes on a
conceptual level to the overall system, but certain sub‐systems or modules might be changed
or entirely new. Thus, it is important to acknowledge that design processes in practice involve
different degrees of design change and development at different levels of abstraction. Pahl
and Beitz [6] hence distinguish between design projects involving original designs, adaptive
designs, and variant designs.
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Figure 3.1: The phases of the engineering design process, as put forward by Pahl & Beitz [6])

For the sake of consistency, this thesis will mostly rely on the terminology and concepts in‐
troduced by Pahl & Beitz [6]. The focus of most of the research questions and the stated
purposes of the research project is on the activities and decisions that usually occur during
the embodiment design phase. Nevertheless, many of the activities in the conceptual design
phase can be difficult to separate from embodiment, as it can be difficult for design engi‐
neers to synthesise a concept without thinking in terms of a geometric realisation [6]. As
a result, some of the work in the thesis also relates to what Pahl & Beitz termed working
principles and working structures, which they defined as: ”the combination of the physical
effect with the geometric and material characteristics (working surfaces, working motions
and materials) allows the principle of the solution to emerge... The combination of several
working principles results in the working structure.” [6].

3.2 Design Optimisation
Papalambros and Wilde [12] define design optimisation as a mathematical approach to find‐
ing the best design within the available means; i.e. the highest performing solution achiev‐
able within the limitations of the physical world. This is done by modelling the measures of
goodness through explicit or numerical functions. These describe the relationship between
the properties the designer can manipulate directly, referred to as design variables and design
parameters, and saidmeasures of goodness, referred to as design objectives. These objectives
may describe how well the product performs its functionality, or more general characteristics
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that are desirable to the organisation developing the product, the user/customer, or society
as a whole (e.g. cost, maintainability, environmental impact, and so forth).

Design variables are typically continuous or discrete properties where the designer can change
freely. Parameters, meanwhile, are fixed values determined by decisions made between a set
of alternative options (e.g. material selection, safety factors, part shape parameters, and so
on). The available means, meanwhile, are modelled through so‐called constraint functions,
which describe the conditions the design needs to meet in order to be feasible. Examples in‐
clude one part fitting inside another, the components not breaking or yielding when loaded
during operation, and the parts having at least a certain wall thickness in order to bemanufac‐
turable. Design objectives are typically either maximised or minimised, meaning that nominal
is best requirements can be modelled by minimising the deviation from a given target.

Solving optimization problems
Optimisation problems can be stated in numerous standard forms, where all objective and
constraint functions are stated in the same mathematical form, allowing it to be solved nu‐
merically. The most common of these is the so‐called negative‐null formulation:

min. f(x) (3.1)

subject to g(x) ≤ 0 (3.2)

h(x) = 0 (3.3)

x ∈ P (3.4)

Here f(x) is a vector of the design objectives, fi, i = [1, 2, ..., k]T , that describe the per‐
formance of a product as a function of the vector of design variables x, and the vector of
fixed design parameters P. Any maximization objectives are transformed into minimization
objectives by simply multiplying the term by ‐1. Meanwhile h(x) and g(x) are the equality
and inequality constraints respectively. If X denotes the feasible domain ‐ i.e. the set of
values of x that fulfill the constraint functions, then the attainable set A contains all values
of f(x)|x ∈ X . If no trade‐off exists between the design objectives, then a single optimum
f∗(x∗) exists. In this situation, it would be sufficient to identify the optimum of one objective
fi:

min. fi(x;P) (3.5)

subject to g(x;P) ≤ 0 (3.6)

h(x;P) = 0 (3.7)

x ∈ P (3.8)

Such single‐objective problems can be solved using gradient based solution methods. Iden‐
tifying the optimum of unconstrained problems is a question of identifying the values of x
where the conditions of optimality are fulfilled:

1. First order necessary condition (FONC): A function f(x) has a local minimum at x∗

if ∇f(x∗) = 0

2. Second order sufficiency condition (SOSC): A stationary point x∗ is a minimum if
the Hessian of the f is positive definite at x∗
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It is not a given that points that fulfil the FONC are minima; other stationary points such as
maxima and saddle points also fulfil this condition (see figure 3.2). Thus, it is only a neces‐
sary condition ‐ we are not sufficiently satisfied a candidate optimum is, in fact, a minimum.
As such, confirming that a candidate optimum fulfils the SOFC assures that an identified
candidate optimum point is actually a minimum. In nonlinear, multivariate problems, the
identification of minima that fulfil these conditions is typically done using an iterative line
search approach, using, e.g. quasi‐Newton methods or steepest decent to identify the direc‐
tion in which a function is decreasing.

Figure 3.2: A stationary point is not necessarily a minimum. Hence, it is necessary to eval‐
uate whether a candidate optimum point fulfills the necessary and sufficient conditions for
optimality. Adapted from Papalambros & Wilde [12]

Yet, for all intents and purposes, optimisation in engineering design involves constraint, as
the design of products obviously involves limitations as to what can be achieved. These can
range from practical considerations such as limitations to part shape and size stemming from
a given production process to unavoidable limitations defined by the physical world such as
material properties and geometric fits between parts.

The issue with constrained problems, is that the optimum will not necessarily exist at a sta‐
tionary point of the objective; the constraints may define x∗. Consider the problem:

min. f(x1) = x21 + 3 (3.9)

subject to g1(x1) = 10− 2x1 ≤ 0 (3.10)

g2(x1) = x1 − 20 ≤ 0 (3.11)

x ∈ P (3.12)

Disregarding the constraint functions, the minimum of f(x1) exists at x1 = 0. Yet, as this
violates a inequality constraint, g1, this minimum is not feasible, and therefore not optimal.
In fact, the minimum value of f(x1) exists at the minimum value of x1 that fulfills g1, which
is x1 = 5, meaning g1(x1) = 0. Hence, g1, which is satisfied at equality, affects the optimum
of f . In such situations, the inequality constraint is said to be active.

Now obviously, the the gradient of f in this example is not 0 at the optimum. Hence, an
adaptation to the necessary and sufficient conditions of optimality is required, to account
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Figure 3.3: The effect an active constraint has on the location of the optimum. Notice how
g1 determines the lowest upper bound of x. Adapted from Papalambros & Wilde [12]

for the influence of constraints. Instead, the problem in the form shown in eq. 3.10‐3.12 is
transformed into a Lagrangian function:

L(x, λ, µ) = f(x) + λh(x) + µg(x) (3.13)

where λ and µ are the so‐called Lagrange multipliers. This transformation allows the com‐
putation of the gradient, which in fact does allow the identification of the optimum of a
problem subject to constraints. In this form, a candidate optimum x∗ must fulfil the so‐called
Karush‐Kuhn‐Tucker (KKT) necessary conditions [52, 53] to be a minimum:

1. ∇xL(x, λ, µ) = 0

2. g(x) ≤ 0,h(x) = 0

3. λ ̸= 0, µ ≥ 0

4. µTg(x) = 0

These conditions ultimately mean that L(x∗, λ, µ) is a stationary point, that the constraints
are fulfilled, and that the active constraints have non‐zero Lagrange Multiplier (i.e. that the
active constraint affects the optimum). Correspondingly, the SOSC is that the Hessian of the
Lagrangian is positive definite in the feasible direction. For more on this, see chapt. 5 in
Papalambros & Wilde [12] or chapt. 4 in Arora [50].

Evaluating points at random to identify values of x that fulfil these conditions is, of course,
not an efficient approach. In linear problems, these conditions can be used to solve for
minima algebraically. This is not possible for nonlinear problems. Here, the most common
approach is to utilise an initial guess x0, and then compute the gradient and Hessian, which
indicates in which direction each variable should be adjusted, in order to move in a descend‐
ing (i.e. minimizing) and feasible direction, and how far they could be adjusted. This yields
a new point x1, after which the process is repeated until the gradient information points to
that an optimum has been found. This computation of a suitable direction and step size is
called line search. Computing the gradient of the Lagrangian, especially in large problems
with hundreds or thousands of variables and constraint functions, can be extremely compu‐
tationally expensive. For the same reason, there are numerous alternative algorithms that
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approximate these in a very efficient manner or which use other means to reduce compu‐
tational cost. Examples include sequential quadratic programming, interior‐point methods,
active set strategies, and barrier methods [12, 50].

Solving Multiobjective Problems
Now, as mentioned, this is only strictly possible for a single objective problem or for multiob‐
jective problemswithout any trade‐offs. In the presence of trade‐offs, the notion of optimality
changes somewhat, as we cannot unequivocally define what best constitutes when there are
multiple, conflicting objectives. That is unless we have a clear and unambiguous expression
of their relative importance. This might for instance be done by transforming the problem
into a single objective problem, introducing a global criterion at a higher level of abstraction,
e.g. utility, profit, or customer satisfaction maximisation.

This requires a substantial amount of data to ensure that all aspects of utility and contributors
to it are accounted for. This might not be achievable, and will in many cases, inevitably involve
subjective assessment. Hence it is common to avoid attempting to find a single optimal
solution but rather to identify a set. Here, the notion of Pareto Optimality comes in. A point
f0(x∗) in the attainable set A is said to be Pareto‐optimal if and only if there exists no point
in A that fulfils:

f(x) ≤ f0(x∗) ∧ fi(x) < fi(x∗) (3.14)

Expressed in less formal terms, a Pareto optimal solution is one where no single objective
can be improved further, without worsening another objective. The set of all Pareto‐optimal
points is the Pareto set C, which exists of the boundary of A, facing origin in a negative‐null
formulation.

Figure 3.4: An example of the location of the Pareto set (C) in the attainable set (A.) in a
bi‐objective minimisation problem

The gradient‐based methods discussed can only find the optimum of a single objective func‐
tion subject to constraints. To identify a set of optima rather than a single one, it is hence
either necessary to transform the multiobjective problem into a single objective problem that
can be solved iteratively to identify different Pareto points or rely on methods that do not
compute a gradient. For gradient‐based methods, this may involve exploring a region of
the Pareto set based on a decision maker’s preference (some regions of the set might sim‐
ply be known to be unacceptable a priori). Alternatively, one might attempt to exhaustively
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identify the contours of the Pareto set itself. For a full overview of the most common solu‐
tion methods, see Marler and Arora [54]. Optimization algorithms also exist that do rely on
the computation of a gradient, meaning that they can be as effective at solving multiobjec‐
tive problems as single objective ones [54]. These non‐gradient based algorithms essentially
search for optima within the objective space, either through a stochastic or deterministic ap‐
proach. Common non‐gradient methods include genetic algorithms, direct search, simulated
annealing, and EGO (efficient global optimisation) [12, 50].

Two of the simplest solution methods are the weighted sum formulation and the ϵ‐constraint
method (aka. the upper‐bound formulation[12] or the bound objective method [50]). These
exist in various alternative algorithmic implementations and also have related formulations
that have different benefits, depending on the size of the problem and the shape of the
attainable set (whether it is convex or not). In broad terms, however, weighted sum formu‐
lation involves gathering the objectives in an aggregate function:

min. U =

k∑
i=1

wifi(x) (3.15)

s.j.t g(x) ≤ 0 (3.16)

h(x) = 0 (3.17)

x,w ∈ P (3.18)

wherew is a vector of weighting coefficients wi for each objective fi. When this formulation
is solved iteratively for different values of w, then Pareto points may be identified. There are
different strategies for selecting combinations of weighting coefficients, just as one can use
quasi‐random sampling methods to get a set of uniformly distributed weighting coefficients
within a given range, to achieve a low discrepancy Pareto set. Related formulations include
the weighted product method, and the exponential weighted criterion [55].

The ϵ‐constraint formulation meanwhile, involves converting the problem in Eq. 3.5‐3.8 into
a single objective problem, where the remaining objectives are represented though additional
constraints:

min. f(x) (3.19)

s.j.t c(x; ϵ) ≤ 0 (3.20)

g(x) ≤ 0 (3.21)

h(x) = 0 (3.22)

x, ϵ ∈ P (3.23)

Originally put forward by Haimes [56] and later refined by Carmichael [57], this formulation
includes c(x; ϵ))which is a k−1 dimensional vector of bound objectives in the form ci(x, ϵi) =
fi+1(x)− ϵi ≤ 0 or ci(x, ϵi) = ϵi − fi+1(x) ≤ 0, i = [1, 2, .., (k − 1)]. The vector ϵ represents
the upper bound parameters of the objectives. When f(x) is minimised for given values of ϵ,
then the solution x∗ is Pareto optimal if all of the bound objectives are active with non‐zero
Lagrange multipliers. By varying ϵ systematically between lower ϵL and upper limits ϵU, one
can identify Pareto points.

Yet, these formulations have benefits and limitations. In fact, any optimisation algorithm
and formulation comes with its own strengths and weaknesses ‐ this is often referred to as
the no free lunch theorem. See Marler and Arora [54] for an overview of the most common
multiobjective formulations, their strengths and weaknesses, and for references to works on
the underlying mathematics.
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3.2.1 Pre and Post Optimality Analysis
Recall the notion of constraint activity; that an inequality constraint is satisfied at equality, i.e.
gi(x∗) = 0, and determines the location of the optimum. Such constraints are common in
design [58]. Consider the mechanical stress in a component. Engineers do not, per se, have
any preference as to what the stress level should be, so long as it stays below a certain limit
(e.g. a yield, creep, or fatigue limit), often with a certain safety factor attached. Yet, some
load cases will end up determining how a component is dimensioned, to a point where the
load case ends up influencing the design of the overall system. This is essentially a question
of constraints that are active, and some engineers simply know intuitively [59], which load
cases determine the dimensioning of a system. This, in turn, allows them to design feasible
systems with less trial and error.

Ultimately, active constraints actually remove degrees of freedom from a design problem. In
the context of optimisation, this is not meant in the same sense as in kinematic design or
structural mechanics. Rather, it reflects the number of variables the optimisation algorithm
can adjust freely, as the value of the remaining variables is determined by active constraints.
For instance, in a problem with five variables, and four active constraints, the value of four
variables can be expressed as a function of the fifth variable. These relationships will be
determined by the active constraints. Thus, in problems where the sum of active inequality
constraints and equality constraints equals the number of design variables, the optimal solu‐
tion will be defined by the constraints, as the number of unknowns (design variables) is the
same as the number of functions (active constraints). These are known as constraint bound
solutions [60]

Correspondingly, an active constraint reveals the relationships between the design variables
that exist at the optimum. They are, in other words, dependencies specific to the optimal
design, which is useful information about the nature of the design problem, as with the
example of load cases. Identifying active constraints also has computational benefits; as a
variable is no longer freely adjustable when a constraint is active, the constraint function it‐
self can be solved w.r.t. one of its dependent variables. Substituting this solution back into
the optimisation problem eliminates the active constraint and the bound variable from the
problem. Thus, the size of the problem is reduced, reducing the computational cost corre‐
spondingly. This is known as back‐substitution or partial minimization. Correspondingly, the
eliminated variable is said to have been optimized out of the problem.

First put forward by Papalambros and Wilde [45], Monotonicity Analysis (MA) is a rigorous
analysis method that allows the identification of active constraints without performing com‐
putation. It thus provides a systematic approach to performing these model reductions.

MA involves assessing the monotonicity of the optimisation problem. A function is said to
be monotonically increasing with respect to a variable x if f(x2) > f(x1) for any x2 > x1.
This relationship is denoted f(x+). Correspondingly, if f(x2) < f(x1) for any x2 > x1, the
function is said to be monotonically deceasing w.r.t. x, which is denoted as f(x−). In the
presence of monotonicity in the objective and constraint functions„ the following principles
[12] can be used in single‐objective problems to find active constraints:

First monotonicity principle (MP1)
In a well‐constrained minimization problem, every increasing variable is bounded below by
at least one non‐increasing active constraint.

Second monotonicity principle (MP2)
In a well‐constrained minimization problem, every nonobjective variable is bounded both
below by at least one non‐increasing semi‐active constraint and above by at least one non‐
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Figure 3.5: Examples of functions that are monotonically increasing (left) and monotonically
decreasing (right).

decreasing semi‐active constraint.

Using these principles and a set of concepts that can be used to identify the constraint that
bounds a variable among a set of potentially active constraints (see chapt. 3 in Papalambros
andWilde [12]), single‐objective optimisation models can be reduced systematically [58]. This
also acts as a form of model verification; if an optimisation problem contains monotonically
decreasing variable f(x−i )where xi is not bound from above by any constraint, then x∗i = ∞.
Correspondingly, the optimum will exist at 0 or −∞ for monotonically increasing variables.
Given that most design variables represent some form of geometric or physical properties in a
design, such optima do, of course, not exist in reality. Furthermore, optimisation algorithms
tend to fail to converge in these situations, resulting in a waste of computational resources.
Thus, such models are said to be poorly bounded, which can be difficult to spot in most
real optimisation problems prior to computation without performing monotonicity analysis.
Typically, the optimisation models can thus be checked and reduced prior to computation by
performing MA using so‐called monotonicity tables.

MA is somewhat unique in the design optimisation field in that it is one of the few pre‐
optimality analysis methods. Some work has been done on problem partitioning and de‐
composition for the sake of computational efficiency and ease of model construction. Works
include efforts to use the Design Structure Matrix [61], target cascading [62], and functional
dependence trees [12], to support model construction. Yet, MA is the only method that
reveals information that is specific to the optimal design. However, MA is largely reliant
on manual, algebraic manipulations or implicit numerical reductions. This limits its applica‐
tion, as optimisation research today is more focused on allowing the solution of increasingly
large and complex problems. Examples of this include works on multidisciplinary optimi‐
sation techniques [63], meta‐modelling [64], non‐hierarchical coordination algorithms [65],
and techniques for dealing with coupling [66], and topology optimisation [67].

Work has been done to expand the applications of MA, allowing the analysis of more com‐
plicated problems in a simpler manner. Expansions include work on regional [68] and local
[69] MA, work on automated [69, 70] and interactive MA [71]. Furthermore, Michelena and
Agogina expanded MA to multiobjective problems [72], albeit without introducing a system‐
atic procedure, while Gobbi et al. [73] later applied MA to allow the explicit derivation of the
Pareto set for simple problems.

While pre‐optimality analysis methods are relatively scarce, there is a substantial amount of
post‐optimality analysis methods. Broadly speaking, these aim to either help the analyst/de‐
signer understand the results even better or generate additional data to support decision
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Figure 3.6: An example of a monotonicity table, by Papalambros [58]

making.

Once the Pareto set has been identified, there are numerous approaches for assessing the
degree of competition between objectives. The often‐used utopia point F 0 is a k dimensional
point consisting of all the single‐objective minima, [min(fi(x)|i = 1..k, x ∈ χ], as illustrated in
figure 3.4. By measuring the proximity of each individual Pareto‐point to this Utopia point, for
instance, Euclidean distance [74], compromise solutions can be identified. In a design with a
high degree of competition, the Pareto points would be further away from the Utopia point.
This is, however, only a measure that can be applied to individual Pareto points. Frischknecht
and Papalambros [75] took this notion of the degree of competition and applied it to Pareto
sets, describing the alignment of objectives using the effective curvature, area, and sensitivity
of Pareto frontiers. This allows the comparison of alternative configurations.

Examples of research aiming at providing additional information post initial computation,
includes the aspect if sensitivity analysis [76], and the assessment of robustness [77], uncer‐
tainty [78], reliability [79], and the effects of imprecise models upon decision making [80].
To inform decision making and aid the identification of a suitable solution amongst numer‐
ous alternatives in a Pareto set, efforts have also been made to allow the preferences of the
decision‐maker or user to be modelled [81–83]. Strategies for making trade‐offs aggressively
and conservatively [84], and identifying efficient compromises in the Pareto set [54], have
also been developed.

Finally, approaches have been introduced to allow the comparison of the Pareto sets of dif‐
ferent concepts, such as Mattson & Messac’s S‐curves [85], Athan and Papalambros’ notion
of the meta‐Pareto set [86], and the numerous quantitative metrics to assess and measure
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the quality of a Pareto set [74].

Figure 3.7: Left: The Compromise solution is the point in the Pareto set which has the smallest
normalised Euclidian distance to the Utopia point. Right:An illustration of the meta Pareto
concept introduced by Athan [55]. Here, C̆ is the set of Pareto optimal solutions for the union
of the Pareto sets C∞ and C∈, each representing an alternative ”strategy” (e.g. concept,
configuration, etc).

3.2.2 Design Space Exploration
Also known as Design by Shopping [87], design space exploration (DSE) is quite different
from design optimisation. While it is not strictly an optimisation method, it can be used to
identify an approximation of the Pareto set and is not affected by issues with convergence,
handling discrete variables, or non‐convex attainable sets.

Essentially, DSE is a brute force approach, which involves sampling a large number of designs
and subsequently evaluating whether they are feasible, and if so, how they perform. There
are various implementations with different benefits, but using the notation form equations
3.5‐3.8, the general approach is as follows:

Eliminate h(x), by algebraically solving for one of their dependent variables and back‐
substituting
Sample the values of x between predefined limits, xL and xU.
Store these in X, a [n, iiter]‐dimensional matrix
for i = 1..iiter do
x = X(i, :)
Evaluate whether x fulfils the constraints, i.e. whether g(x) ≤ ϵ .
IF not, then end the iteration and proceed to the next one.
Evaluate f(x)
Store the outputs: F(i, :) = f(x), and G(i, :) = g(x).

end for

Here, n is the number of design variables, iiter is the number of samples, ϵ is the allowable
residual error for the constraint functions (typically ϵ ≤ 10−6). The equality constraints are
eliminated prior to sampling, as this avoids the generation of a large number of designs that
will never fulfil an equality constraint. Depending on the purpose of the DSE, one can use
different distributions to sample x. If one, for instance, wishes to identify the attainable set,
A, a quasi‐random uniformly distributed set as suggested by Athan [86], would be suitable.

Depending on the nature of the problem, DSE can either be performed iteratively, as illus‐
trated above or through a vectorised approach. The vectorised approach will, in most cases,
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be much more computationally efficient. With a wide enough sampling range and a high
number of samples, the whole attainable set can be approximately identified. Thus, we can
apply a non‐dominance filter to F(i, :) = f(x), e.g. as the one suggested by Mattson et al
[88]. Such filters evaluate each point in a data set to assess whether they meet the condi‐
tion for Pareto optimality shown in equation 3.14. Thus, DSE allows the identification of
solutions that are potentially Pareto optimal; whether or not depends on whether A has
been exhaustively identified or not. The combination of DSE and non‐dominance filters is
commonly referred to as Trade‐space Exploration [89, 90]

The benefit of DSE is first and foremost that it allows the identification of the attainable set
and the feasible domain of the design variables. Thus, it can be used for many other purposes
besides identifying good solutions ‐ one can, for instance, use it to assess how restrictive
the constraints are or to explore how the objectives interact without necessarily considering
optimality. DSE does not suffer from convergence issues, and it is completely insensitive
to discontinuous design spaces, non‐convexity, and discrete variables. Thus, it also allows
the comparison of alternative configurations and concepts, so long as the mathematical
models to describe each of them have been constructed. This simplicity avoids many of
the methodological barriers that optimisation may pose, meaning designers without much
or any optimisation experience can use DSE and still gain valuable insights.

The main strengths of DSE also drive its key weakness. In problems with a large number
of variables and constraints, or in problems with very small and discontinuous attainable
sets, a substantial amount of samples is needed to approximate the attainable set. In large
problems, this might result in a higher computational cost than optimization would. Further‐
more, much of the information gained through optimization, such as Lagrange multipliers
and more detailed constraint activity data, is not gained through DSE. Thus, one will at times
need to rely on data visualisation to reach some of the insights that are otherwise reached
through design optimisation. Thus, a lot of the research within DSE revolves around di‐
mensional reduction [91], multi‐objective visualisation technique [78, 87, 89, 91, 92], and
post‐computation indicators [22].

3.3 Dependency Analysis
As discussed in chapter 1, modern products are becoming increasingly integrated and mul‐
tidisciplinary [30], leaving designers with increasingly complicated dependencies and corre‐
sponding trade‐offs. As such, the notion of interdependencies existing between the different
goals involved through the design process is an important one.

Numerous qualitative methodological frameworks exist that concern themselves with differ‐
ent aspects related to dependencies in design. Some, such as the Design Structure Matrix
(DSM) [7] and the quality function deployment (QFD) [93] are purely focused on providing
an approach to mapping out dependencies, which have especially found acceptance in the
study and design of complex or multidisciplinary systems, e.g. mechantronics[94]. Others,
such as Axiomatic Design [13] and TRIZ, make prescriptive rules for ”good” design that are
related to some form of dependency avoidance. To facilitate this, both also provide their own
approaches for the identification of dependencies. Related to this, the Contradiction Index
approach developed by Göhler et al. [21] attempts to integrate the perspectives and pre‐
scriptions from Axiomatic Design, TRIZ, and DSM into one, to allow the specific identification
of contradictory dependencies and their relationship with the complexity of the system.

As most of these methods have not been used to reach the results in this thesis, we will,
for the sake of brevity, not go into detail by describing each of these methodologies and
exploring their differences. They are merely included here as they present the only existing
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alternatives to the methods developed later in this thesis. As will be covered in more detail
in the next chapter, these existing dependency analysis techniques are not suitable for the
purposes of this research. This primarily comes down to the fact that they do not necessarily
account for the influence of active and inactive constraints. In fact, they generally do not dis‐
tinguish between objectives and constraints at all. Axiomatic design, for instance, bundles
them under so‐called Functional Requirements (FR). DSM, meanwhile, studies designs at a
certain level of abstraction (e.g. components or sub‐assemblies) [95], meaning the depen‐
dencies identified can be of any form and not necessarily to dependencies between design
objectives.

As a result, the designer’s knowledge determines which insights are reached if these depen‐
dency analysis methods are used in the effort to identify trade‐offs and the dependencies
that cause them. If the dependencies in a system are assessed using a reference design (i.e.
an embodied and dimensioned system, e.g. in CAD), then the dependencies identified be‐
tween design objectives would essentially be local to a specific point in the attainable set.
Alternatively, the designer might be aware of certain relationships that exist between differ‐
ent criteria through shared design variables, irrespective of constraint activity. This essentially
involves the identification of dependencies that exist globally in the objective space. Yet,
using existing dependency analysis methods to understand the dependencies that exist at
the optimum ‐ which is surely of most interest in the context of embodiment ‐ the designer
would need to know a priori which constraints are active.

Figure 3.8: In qualitative dependency analysis, the knowledge of the designer determines
whether the dependencies are local in the objective space (left), exist globally in the objective
space (center), or are specific to the Pareto Optimal set.

3.4 Design Methods
In this section, an overview is given of existing qualitatively and quantitatively founded design
methods aimed at embodiment design or in someway involving achieving a ”good” solution.
The techniques discussed until now rely on the designer actually synthesising a concept and
an embodiment and then analysing or optimising it. When it comes to changing the design,
however, one moves beyond the description of the design problem defined in the design
optimisation model or the dependency analysis. For the same reason, most design methods
aimed at mechanical design during the embodiment stage are heuristic in nature, either
focusing on avoiding common errors made by the designer, on a specific sub‐discipline of
design, or are more broadly oriented towards identifying/synthesising a ”good design”.

3.4.1 Qualitative and Heuristic Design
Historically, engineering design research has focused on developing a wide range of tools and
methods aimed at supporting designers in achieving certain desirable characteristics in the
end product. These are often presented in the form of collections of heuristics ‐ i.e. design
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principles, guidelines, rules, tools, and good practices. For examples of such, see works by
e.g. Pahl & Beitz [6], Skagoon [96], Altshuller [16], and French [14, 97, 98]. In particular,
Pahl & Beitz and French have published a wide array of heuristic design methods aimed at
the embodiment design stage. Of note in that regard are the oft‐cited The Principles of
Embodiment Design [6].

Over time, these developed into collections of heuristics within different groups of desir‐
able characteristics related to different sub‐disciplines of design or adjacent fields. Examples
include Design for Manufacture, Design for Reliability, Design for Robustness, Design for Sus‐
tainability, Design for Recycling. These characteristics often referred to as ”ilities”[99, 100],
and are referred to in unison as Design for ”X” (DfX). Yet, trade‐offs between ”X’s” will occur,
and the question of how to design toward achieving as many of these goals as possible, and
balancing them systematically, is less well described.

Asmentioned in the previous section, somemethodologies that involve somemode of depen‐
dency analysis also involve prescriptive rules for ”good” design. If note here is TRIZ (the The‐
ory of Inventive Problem Solving), which was originally developed by Altshuller [16] through
the study of commonalities in patents. TRIZ ultimately concerns itself with the avoidance of
contradictions between generic design objectives in inventive design, with Altshuller argu‐
ing that all novel inventions solve these contradictions through a finite amount of principles.
Hence, TRIZ consists of an approach to identifying these contradictions, and a set of inven‐
tive principles that may be applied, to avoid these contractions. One could argue that TRIZ
is essentially a heuristic approach to trade‐off identification and avoidance, based on a large
data‐set of patents, targeted towards the synthesis of new concepts. Yet, TRIZ has a relatively
limited uptake in practice and academia, largely due to a perceived degree of ”mysticism”
surrounding it [101].

Another prescriptive design methodology of note here is Suh’s Axiomatic Design [13]. In
short, Suh put forward a general theory for systems design that prescribes two axioms for
achieving the best design. Axiomatic design decomposes all design problems into a set of
functional requirements (FR) describing the goals a system is designed towards and a set of
design parameters (DP) describing the properties of the system that the designer can manip‐
ulate. The so‐called design matrix maps what DPs each FR is dependent on, with the first
axiom essentially stating that all FRs should ideally be uncoupled (share no DPs), and barring
that decoupled (share DPs but have enough independent DPs to adjust the value of each
FR). Meanwhile, the second axiom states that the best design has a minimal amount of DPs.
Put into the context of trade‐off avoidance, an uncoupled design would indeed be free of
trade‐offs, with axiomatic Design essentially suggesting one should design toward achieving
no interdependence and no complexity.

Nevertheless, Axiomatic design is not without its limitations and criticisms. Viewed from
a multiobjective optimization perspective, dependencies do not always detrimentally affect
the location of the optimum. As argued by Gohler et al. [21], dependencies can actually
contribute to lowering complexity. Ultimately, the number of design variables in a system is
correlated with the number of parts and sub‐systems, meaning one can to an extent relate
them to cost, as also suggested by Suh [13], meaning that the two axioms are inherently
conflicting. Similarly, Frey et al. [26] found that there is no direct correlation between the
degree of dependency and the achievable performance in the end product when studying
part‐reduction efforts in the design of jet engines. Of equal importance is that design vari‐
ables (which Axiomatic design calls DPs) themselves are not always independent from each
other ‐ the existence of equality constraints and active inequality constraints can determine
their relative values. To an extent, Axiomatic Design can capture this, but only if all active
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constraints are known and included in the set of FRs. If an inactive constraint is included as
a Functional requirement, then one would find ”couplings” (the axiomatic design term for
dependency) that have no bearing on the optimum. Correspondingly, if an active constraint
is left out, then couplings are overlooked.

3.4.2 Quantitatively Driven Design  Adapted from Paper B
It is relatively well accepted that the decisions made in conceptualisation and embodiment
design of a system largely determine the achievable optimal result [12, 31, 32, 102]. Yet,
engineers are not taught how to design for a good optimum, avoiding trade‐offs and overly
restrictive constraints. As mentioned, current optimisation methods provide little system‐
atic support in identifying when and how to improve the problem formulation by changing
the embodiment design or conceptual, as they mostly deal with proportional or parametric
changes. The closest approximation of this is TRiZ [16].

The fundamental challenge is the lack of appropriate mathematical modelling capabilities:
different configurations require different mathematical problem formulations. Without this
ability, it is challenging to explore alternative configuration designs simultaneously. In me‐
chanical design, one of many reasons for this is that the underlying analysis models often
rely on constraints and boundary conditions without which the governing equations cannot
be solved. For instance, in changing the configuration of components in a system, said con‐
straints and boundary conditions inevitably change. Existing methods, therefore, fall into one
of two strategies:

Firstly, one can use design optimization techniques to identify the optimal proportions of
an already embodied design and reach a better understanding of the design problem and
use this to compare alternative configurations. Yet, this has no direct impact on the con‐
figuration of parts in the system or their topology unless when the designer is able to use
the optimization results to extract insights that guide the identification of configuration de‐
sign improvements or entirely new concepts. This requires that the designer understands
the problem and the results well enough to know what to change in a configuration or in
the overall concept in order to achieve improvement, and how to change it. Work has been
done, primarily in the 1980s and 1990s, to leverage monotonicity analysis with such goals
in mind. Examples include Cagan & Agogino’s work on redesigning multistage gearboxes
using MA [32], Jain & Agogino’s work on an optimisation based theory of design [102], and
Ishii and Barkans work on building expert systems that use MA to reveal the properties of
the optimum that create ”bottlenecks in early design” [103]. Furthermore, Deb [104] used
the same rationales similar to MA to identify innovations through optimisation, which seeks
to identify common patterns in Pareto optimal designs that may lead the designer to make
more informed decisions.

Secondly, one could attempt to optimize a functional representation without the actual em‐
bodiment of the functions, the output of which would inform configuration or concep‐
tual design. The book edited by Antonsson and Cagan [11] provides an old but excellent
overview of formal techniques for the synthesis of configuration designs. Further, the review
by Chakrabarti et al. [105] provides an overview of computational synthesis methods that lie
more within the conceptual design domain.

There are a couple of notable achievements in this direction. Some limited success has been
achieved through combinatorial methods such as grammars[105], optimal configuration de‐
sign [106], and network [107] and decomposition‐based methods [108] for automated con‐
figuration synthesis and optimisation. What these methods have in common is that they on
some form of algorithm or combinatorial approach to synthesise alternative configurations
from a predefined set of elements.
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Furthermore, structural topology optimization (TO) [67] methods are a broad and quite suc‐
cessful research field, primarily as they actually involve a unified mathematical model across
configurations. TO essentially involves a bi‐objective optimization problem, minimising the
compliance and mass of a loaded structure subject to material failure constraints. The use
of a tensor field allows the optimal allocation of material based on a predetermined physical
criterion, allowing applications beyond structural design (e.g. heat transfer, electrical resis‐
tance, optical properties). Somewhat uniquely, TO optimizes a functional representation of
the design without the actual embodiment of the functions, and the results inform config‐
uration design. For the same reason, the TO field has seen a lot of research attention since
the seminal paper by Bendsø & Kikuchi [67].

Despite these achievements, the ultimate goal of broadly applicable methods for genera‐
tive design, and actual optimal configuration design, remains somewhat elusive. Topology
optimization approaches have limitations in the context of early iterations in configuration
design, as they rely on a predefined set of boundary conditions and loads for numerical solu‐
tions. While decomposition methods allow TO of assemblies [109], the need for well‐defined
boundary conditions and loads implies a static configuration of components. Further, TO
deals with configuration design problems where the physics change from configuration to
configuration. Combinatorial optimization techniques, meanwhile, can only capture config‐
urations accounted for in the model. Thus, they are limited by the capability of the designer
to include all the relevant system elements and build a sufficiently flexible model to allow the
optimisation of any and all permutations that are synthesised. That said, both TO and com‐
binatorial methods have found considerable success in lightweight design and automated
morphological studies, respectively.

3.5 Constructing a Optimization Model for the SOMA Device
The following is an adaptation of the case related content in Paper A, albeit with a much
greater level of detail than a journal paper permits.

As discussed in chapter 1, the design of the SOMA device presents an interesting configu‐
ration design task, given the substantial envisioned production volume, the safety‐intensive
application, and the numerous trade‐offs involved. Thus, it was used as a test case in the
method development described in the coming chapters. To do so required the construction
of a multiobjective optimization model, which had two purposes;

1. To identify and quantify the key trade‐offs involved in the early design of the SOMA
device, the root causes of which would subsequently be studied.

2. To provide the SOMA project with data on optimal solutions, constraint activity and
screen for previously unidentified design issues

In order to build such a model, data was first collected from the SOMA project. This served
to build an understanding of the overall design problem to inform model construction and
provided the parametric values to be used in numerical solution. The data types and collection
methods took several forms:

• CAD data ‐ Archival data from the company’s PLM system, covering each major design
iteration (e.g. change in part structure, addition of new functionality, or the like) was
collected and studied.

• Design History ‐ Based on an initial analysis of this archival data, unstructured interviews
were conducted with the design engineers involved to gain an understanding of the
reasoning behind each of the major design iterations since the initiation of the project.
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This especially focused on what improvements they had been attempting to make,
what issues they had been trying to eliminate, and the data or information that was
used to qualify decision making in this process. At the time of this work, the incumbent
design of the SOMA device was as shown in chapter 1.

• Test data from explorative testing ‐ Based on these interviews, the results from some
of the explorative testing done by the project on prototypes was reviewed. This helped
build an understanding of the physics of the SOMA and what phenomena one would
need to model in order to build a valid optimization model.

• Material data ‐ Subsequently, the properties of the materials used in the device were
identified. This either came from supplier data sheets or from internal work done on
material characterisation. Proprieties such as density, Young’s‐ and shear moduli, yield
properties, and coefficients of friction were of special importance.

• Manufacturing process capability ‐ Finally, the expected achievable tolerance grades,
the requirements for gripping and orientation surfaces for handling in assembly, and
shape requirements were provided by DfMA and process simulation engineers.

Due to the IP‐sensitive nature of most of this data, it is not included explicitly in this thesis.
After this process, the key design objectives for the optimization model were selected in
collaboration with the technical project manager involved in the SOMA project. This selection
was primarily based on the challenges faced by the project but also upon an overall goal to
model as much of the in‐use behaviour of the device as possible. As illustrated in figure
3.9, the SOMA device goes through different functional states; it is handled and swallowed
by the user, after which it passes into the stomach where it self‐orients. Subsequently, the
dosing mechanism is triggered by the dissolution of the plug, injecting the API needle into
the submucosa, where it dissolves. Finally, the SOMA passes onward through the digestive
system.

Figure 3.9: An overview of the functional states of the SOMA device. In part adapted from
Abramson et al [41]

The performance of the device, in each of these states, can be simplified down to four objec‐
tives. In order for the device to be swallowed and pass safely, it needs to be small, meaning
device size needs to be minimized. To reliably deliver API, it needs to self orient well and inject
the needle far enough into the stomach lining, meaning self‐orientation and injection depth
need to be maximized. To have a therapeutic impact, it needs to deliver a sufficiently large
amount of API, meaning the mass of the needle needs to be maximised. Testing activities had
at the time already revealed that the triggering and sealing functionality (which keeps the
API dry until injected) could be achieved without issue, meaning these were not included as
optimization objectives. Given the early stage of development, model construction focused
on developing the simplest meaningful model; i.e. one which would capture the trade‐offs
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involved and the constraints and variables that contribute to them, without necessarily fo‐
cusing on capturing all non‐linearities (e.g. using finite element based models to compute
the stress in the components).

In the following, the construction of the optimization model is described. The non‐reduced
model consists of 4 objectives, 45 design variables, 52 inequality constraints, 7 equality con‐
straints, and multiple parameters. Hence, the model construction is not covered exhaustively
but rather to the detail required for the comprehension of the subsequent chapters and
to illustrate the overall model fidelity. First, the decomposition of the SOMA device into
meaningful variables and parameters is described, followed by the derivation of the design
objectives and an overview of the classes of constraints involved in the model.

3.5.1 Design Variables and Parameters
As mentioned in chapter 1, the SOMA and its invention was first described in a paper by
Abramson et al. [41]. Cardinal to the concept is the self‐orienting functionality of the device,
which is achieved through amono‐monostatic body inspired by the shape of leopard tortoises
(who are able to self‐right when lying on their backs). The outer shape of the device, which
allows this functionality, was derived by the project team using an optimization model that
minimized self‐orientation time[41] while maximizing stability after orientation. From very
early on, it was hence decided to represent the outer shape of the device through equality
constraints, as the outer shape of the device was already optimal. Instead, the optimization
model focused on varying the relative sizing of the internal components and how the external
components contribute to the outer shape.

As a result, the device was decomposed into a set of design variables, allowing the optimiza‐
tion model to adjust the relative sizing of the components without affecting the overall outer
shape. The variables most important variables (the ones involved in the subsequent analysis)
are illustrated in figure 3.10. These represent the dimensions of the internal components
and the dimensions of the external components (top and base housing) that do not relate to
shape. This decomposition relies heavily on the (mostly) rotational symmetry of the SOMA
device, meaning that most of the design can be represented through diameters, denoted d,
and axial lengths, denoted l. Widths and overlaps that are not rotationally symmetric are de‐
noted w and δ, respectively. Furthermore, a few of the design variables denote movements
and clearances in an axial direction, and these are denoted as z (e.g. the spring pretension,
zpre). The subscripts on most variables denote which part they are attributed to. When the
design variables are referred to in unison, the more common notation x, denoting the vector
of design variables, will be used. The use of separate notation for lengths, diameters, and so
on is used for the sake of clarity, allowing the analysis to be related to the design.

Thee dimensions on the top and base housing, relate to their internal geometry, the overall
sizing of the device (lt1, dt1, db2), and the dimensions that determine the split line between
the two housings (lt2, lb1, lb2, db5). The outer shape of the device is determined by the equality
constraints and a set of shape parameters (e.g. the height‐width ratio, Ct). Further design
parameters include material properties, manufacturing limits such as radial clearances, wall
thicknesses, and radial overlaps in assembly interfaces that are not load‐bearing.

3.5.2 Modelling of Objectives
Self orientation ‐ Calculating the System Center of Mass
Given that this optimization study does not involve the outer shape of the device, we can
model the self‐orientation performance by simply optimizing the location of the centre of
mass. The lower the centre of mass, the quicker the self‐orientation. Due to the (roughly) ro‐
tationally symmetric design, the centre of mass is positioned in the centre axis going through
the length of the device.
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Figure 3.10: Design variables of relevance to the constraints used to demonstrate the trade‐
off root cause analysis. l denotes length variables, d ‐diameters, δ ‐overlaps, and z denotes
vertical positions. Adapted from Paper A
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Figure 3.11: Objective 1: The self‐orientation performance of the SOMA device is modelled
using the vertical position of the centre of mass relative to the top of the device. This is done
by calculating the mass and centre of mass of each component (as exemplified for the base
component on the right) and using this to calculate the position of the system centre of mass.

As such, it is sufficient to develop a model describing how close the centre of mass is po‐
sitioned to the bottom of the device. To derive an analytical expression of this, the SOMA
device was viewed as a system of particles, with each particle representing a part in the SOMA
assembly with its own mass and position on the global coordinate system. Correspondingly,
each component was decomposed into a set of idealised geometric elements (e.g. ellipsoids,
cylinders, beams) while accounting for features such as rounds, draft, and snap interfaces.

This allowed the calculation of the volume, mass, and centre of mass of each part, which
could then be used to calculate the position of the centre of mass of the system as a whole.
This position is measured relative to the top of the device, meaning that the self‐orientation is
optimized bymaximising the distance between the top and the centre of mass. This was done
to preserve the monotonicity of the objective function. If we were to measure the centre of
mass relative to the middle of the device, or the bottom, certain design variables, such as the
height (lb1) and thickness (lb3) of the base housing would have become non‐monotonic.

This resulting objective function is:

Zcm = −

p=8∑
p=1

mp · (Cp + Zp)

(lt1 + lt2 + lb1) ·
p=8∑
p=1

mp

(3.24)

where Zcm is the distance between the top of the device and the system centre of mass, Cm,
relative to the total height of the device, lt1 + lt2 + lb1. By normalising Zcm relative to the
device height, avoids the optimal result always involving the largest possible device, as this
would maximise the distance Zcm.

In this expression,mp,Cp, andZp are the intermediate functions, withmp describing themass
of each part in the device, Cp the centre of mass in each part, and Zp the axial distance of
each part from the top of the device. This is illustrated using the base housing as an example,
in figure 3.11. The objective function was then verified against CAD models of the SOMA in
several sizes, with a max. observed deviation of 0.83% compared to the mass distribution
analysis done in the CAD system (PTC Creo 4.0). This was deemed to be acceptable for the
purposes of the optimization study.

Device Size
The device size is of importance to the design of the SOMA device, as it needs to be swallow‐

42 Trade‐off Management in Early Mechanical Design



Figure 3.12: Objectives 2 and 3 ‐ Device Diameter and API Payload

able without risk to the user. The risk of complications is generally proportional to the minor
diameter of pills and capsules [110]. The US‐FDA, therefore, recommends that pills and cap‐
sules generally stay below a standard 00‐size [111], which has a minor diameter of 8.35mm,
while the largest standard size, 000 capsules, are 9.91mm in minor diameter. Complications
from swallowing pills and capsules start to arise at a size above 8mm in minor diameter.
These increase substantially beyond a minor diameter of 11mm [110]. Hence, it is sufficient
to minimize the outer diameter of the top housing, dt1, to optimize swallowability. Hence
the optimum of this objective will be defined by the constraint(s) that determine the lower
bound of dt1. How this is handled will be shown in chapter 4.

API Payload
The SOMA device can be seen as a platform product in that it could, in principle, deliver any
protein‐based compound which cannot otherwise be delivered orally. Yet, the size of the
therapeutic dose of different treatments varies wildly, with some compounds being delivered
as less than a milligram, while others are counted in the tens or even hundreds more. Hence,
the larger the payload of API contained in a swallowable SOMA device, the larger the variety
of pharmaceutical compounds might be delivered using it. Hence, a maximisation objective
describing the mass of deliverable API in the needle was modelled:

Mapi = ρapi
π

4
d2n1

(
ln1 +

1

3
· ln2

)
(3.25)

This is a simply volumetric expression, where the needle is viewed as a composite geometry,
consisting of a cylindrical main body with a cone‐shaped tip. The density parameter, ρapi,
describes the amount of active pharmaceutical ingredient pr. unit of needle volume.

Injection Depth ‐ Calculating the Impact Velocity

The injection depth of the SOMA determines howmuch of the delivered API reaches systemic
circulation. This depth is ultimately determined by the mechanical properties of gastric tissue,
the impulse with which the needle impacts gastric tissue, and the sharpness of its tip. The
needle is made from compacted protein, meaning that the sharper the tip, the more costly
and sensitive the production process. Hence it is preferable to achieve a sufficient depth with
a large impulse and not rely on sharpness.

The impulse, however, is affected by the API payload. As we wish to study the relationship
between API payload, and injection performance, we need to isolate the two. Furthermore,
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Figure 3.13: The impact velocity between needle tip and tissue is used to model the injection
depth performance of the SOMA device. This velocity is dependent on the design of the
spring, the initial distance between needle tip and tissue (zacc), the accelerated mass macc

(needle, hub, and spring) , and the mass of the mass

the mechanical properties of the different layers of the stomach (illustrated in Fig. 1.7) are
not well described, given that living tissue has highly variable characteristics over time and
from person to person. Its properties are also different depending on whether it is tested
in‐vivo or ex‐vivo. Hence, it is challenging to model the change in the linear momentum that
occurs at impact, given that the damping and stiffness of the stomach tissue are unknown.

As a result, we instead describe the injection depth performance through the impact veloc‐
ity, rather than the impulse, modelled as a maximizing objective since the injection depth
increases monotonically with velocity. Thus, we seek an expression for the velocity of the
needle tip at the point of impact with the stomach. Here, we can rely on Newtonian me‐
chanics, as we are studying the motion of a body influenced by a spring force and gravity. In
the following, the air and hydraulic resistance overcome by the actuator and the frictional loss
of that occurs then of the valve component are disregarded for the sake of simplicity. These
contributions had already been found to be negligible in tests done by the SOMA project on
prototypes, and omitting them greatly simplifies the analysis of monotonicity performed in
chapter 4.

As such, we seek the velocity Vimp = a · t, at the point in time, t, where the needle impacts
the gastric tissue. As shown in the system sketch in figure 3.13, the spring accelerates the
mass of the hub and needle towards the tissue (macc), and the rest of the device mrec away
from it, when the device is triggered. This results in a small recoil effect, where the device
”jump” once triggered. Given thatmacc << mrec, the effect of this recoil is minimal but will
be accounted for through a slight correction of the kinematic equations.

First, we look at the movement of the needle. We know that the acceleration a is determined
by two contributions; gravity and spring force:

Fs(zn) + gC macc = macc a (3.26)

⇔ a =
Fs(zn)

macc
+ gC (3.27)

(3.28)

where gc is the gravitational acceleration,macc is the mass being accelerated by the actuator,
and Fs(zn) is the spring force as a function of travel, zn. Given that we know the travel
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distance before impact, which is equivalent to zacc, we can solve for t:

zacc =
1

2
a · t2 ⇔ t =

√
2
zacc
a

(3.29)

⇔ Vimp = a

√
2
zacc
a

=
√
2azacc =

√
2(g + Fs(zn)/macc)zacc (3.30)

The spring force is not constant; it decreases from its initial state, F (0) = zpre · kspring to its
state at the point of impact, F (zacc) = (zpre − zacc) · kspring. Under the assumption that the
SOMA is at rest when it is triggered, and disregarding hysteresis in the spring, we use the
conservation of energy set up an integral, describing the velocity as a function of position,
zn:

Ek =

∫ zacc

0

∑
F (zn) =

∫ zacc

0
(g + Fs(zn)/macc)macc =

1

2
maccV

2
imp (3.31)

⇔ 1

2
V 2
imp =

∫
zacc

0

gc + (zpre − zn)
Gstd

4
ps2

8d3ps1na
dzn (3.32)

=

∫
zacc

0

gCdzn +

∫
zacc

0

zpre
Gstd

4
ps2

8d3ps1na
dzn −

∫
zacc

0

zn
Gstd

4
ps2

8d3ps1na
dzn (3.33)

= gCzacc + zacczpre
Gstd

4
ps2

8d3ps1na
− 1

2
z2acc

Gstd
4
ps2

8d3ps1na
(3.34)

⇒ Vimp =

√√√√2zacc

(
gC +

zpreGstd4ps2
8d3ps1namacc

−
zaccGstd4ps2
16d3ps1namacc

)
(3.35)

In the above, we have inserted the expression for the stiffness of compression springs [112],
where Gst is the shear modulus of the spring steel, while the variables in question are illus‐
trated in figure3.13. Yet, there are still two contributions we need to derive in order to have a
sufficiently accurate expression. Firstly, we need to account for the mass of the spring, when
considering the acceleration of the needle, given that the mass of the spring,mps is compar‐
atively large when related to the mass of the needle, mn, and hub, mnh. We can, in other
words, not neglect the effect of the spring also accelerating itself. Given thatmacc << mrec,
we can simplify this question by viewing the needle end of the spring as being in motion
while the opposite end is stationary. In this scenario, we know that the velocity, u, of each
coil of the spring is proportional to its distance from the stationary end, i.e. u = z

Lps
V . Thus,

we can identify the effective mass of the spring by looking at the kinetic energy of each
winding:
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Ekps =
1mps

2Lps
u2 =

1mps

2Lps

∫ Lps

0
(
z

Lps
V )2dz (3.36)

=
1mps

2L3
ps

V 2

∫ Lps

0
z2dz (3.37)

=
1mps

2L3
ps

V 2
[
z3/3

]Lps

0
(3.38)

=
1

2

mps

3
V 2 (3.39)

From the above, we can infer that see that one‐third of the spring’s mass is accelerated along
with the needle and hub. Hence, we can conclude that:

macc =
1

3
mps +mn +mnh (3.40)

Finally, there is the question of recoil. Given that the rest of the device, the mass of which is
mrec, is accelerated in the opposite direction, some of the spring energy is lost to accelerating
the device upward. This acceleration results in the reduction of the spring force exerted onto
the needle system, as spring pretension is lost as the device moves upwards. Thus, we seek
to express how high the device is pushed upward, at the point of impact between needle
and tissue:

mrec gc − Fs(zn) = mrecarec ⇔ arec = gc −
Fs(zn)

mrec
(3.41)

⇒ Vrec

Vimp
=

gc − Fs(zn)
mrec

gc +
Fs(zn)
macc

(3.42)

Here, we consider that the mass of the SOMA device is very small ‐ not more than a few
grams. Meanwhile, the force exerted by the spring is comparatively large ‐ at the time of the
study, the SOMA device was embodied with a spring exerting an initial load of 14 N. Thus,
gc ·mrec << Fs(zn), meaning we can we can assume that:

Vrec

Vimp
≈

−Fs(zn)
mrec

Fs(zn)
macc

(3.43)

⇔ Vrec = −Vimp
macc

mrec
(3.44)

As the upward velocity of the rest of the device is proportional to the impact velocity and the
relative difference in mass, the recoil distance, zrec will also be defined by this relationship,
meaning zrec = zacc

macc
mrec

. This means, that the spring force is further reduced in the state at
which the needle impacts the tissue: F (zacc) = (zpre−zacc(1 +

macc
mrec

))kspring . Adding this to
the impact velocity term yields the final, unreduced form of the impact velocity objective:

Vimp =

√√√√√2zacc

gC +
zpreGstd4ps2
8d3ps1namacc

−
zacc

(
1 + macc

mrec

)
Gstd4ps2

16d3ps1namacc

 (3.45)

3.5.3 Identification and Modelling of Constraints
As mentioned, the full model involves 59 constraints. While the constraints of relevance to
the monotonicity analysis are shown in chapter 4, the full set of constraints in the model
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will not be included in this thesis. Many of these involve a quite extensive derivation effort
(over 60 pages of handwritten algebraic derivations), meaning that including them in detail
would distract from the actual research contributions. All the constraints in the model involve
the use of well known algebraic expressions from geometry, structural mechanics, machine
element theory, along with common manufacturing considerations. Hence, a brief overview
is given of the different types of constraints involved in the model will be given instead.
Beyond the desire for brevity, this is also driven by the challenge that the model contains
quite a lot of proprietary data (material selection, process capability and design, data from
experiments), which could unfortunately not be included in the thesis.

Inequality Constraints
The inequality constraints, g(x), represent a broad range of conditions relating to the ge‐
ometric relations in the SOMA, its manufacture, and avoidance of structural failure (yield,
creep, and buckling).

Radial constraints ‐ The set of radial inequality constraints ensure that the parts actually fit
together in the radial direction and that all the radial dimensions are well‐bounded. These
are mathematical representations of many of the relations in the CAD model, which define
how the parts fit together, i.e. the top housing being able to snap onto the base during
assembly, and that the cylindrical geometry inside the top housing fits into the hole in the
base housing. Further, the hub needs to fit inside the trigger geometry in the top housing,
the plug and needle inside the hub, the spring around the trigger, and so on. In combination
with some of the axial constraints, these radial constraints also prevent part collisions ‐ e.g.
that the needle goes through the hole in the base, that the trigger arms on the hub are able
to pass through the top housing, and so on.

Axial constraints ‐ In the axial direction, the constraints represent several dimension chains
that amount to tolerance stack‐ups and the minimum and maximum axial overlaps required
to ensure correct interface connections between the parts. An example of such is illustrated
in figure 3.15; the internal components must be dimensioned relative to the outer com‐
ponents in a way that prevents the needle from ever protruding through the valve in the
device’s steady‐state when accounting for the total contribution of axial tolerances, repre‐
sented through the tolerance parameter Ztol. Other examples of axial constraints include
that the trigger geometry on the hub cannot protrude out of the top housing, that there
needs to be sufficient overlap between the top and base housing to create a sealing inter‐
face in which the valve component is mounted, and that there is sufficient overlap between
the plug and the trigger arms.

Manufacturing Constraints ‐ As mentioned, the SOMA device would involve a substan‐
tial manufacturing volume, under very strict quality management requirements, due to the
regulated nature of the pharmaceutical industry. Therefore, a set of constraints were intro‐
duced to represent the manufacturing requirements that the SOMA project needed to design
towards. These were modelled to represent the intended manufacturing setup, meaning al‐
ternative joining methods and manufacturing processes than the ones already used in the
existing design were considered.

Ultimately, these constraints represent the limits of what can be done in manufacture without
incurring excessive manufacturing cost (e.g. through long cycle times in injection moulding)
or the need for uncontrollable or low yield processes (e.g.). As a result, they, in unison,
represent unmodelled manufacturing cost and scrap rate objectives.

Thus, the manufacturing processes involved ‐ e.g. injection moulding, coiling, and com‐
paction ‐ were all represented through the constraints. Injection moulding constraints include
minimum wall thickness requirements (which affect almost all design variables in the model),
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Figure 3.14: Examples of the constraints derived for the optimization of the SOMA device.
Left: The internal components need to fit inside the outer components of the SOMA de‐
vice. Middle: The needle must not buckle upon impact with gastric tissue. As the damping
properties of the tissue and needle are unknown, a simple critical buckling load criterion is
applied. Right: When the plug dissolves, the trigger arms are pushed inward by the spring
force acting on the ratchet surface. In order for the trigger arms to pass through, they must
not collide with each other upon triggering. This imposes a constraint on the relationship
between the plug diameter, dp and the trigger overlap δnh, involving a clearance parameter,
Rcl.

minimum radial clearances, draft angles on long surfaces, and the geometric constraints that
prevent the need for undercuts in the mould. The spring design is also constrained by spring
manufacturing constraints such as minimum and maximum spring index [112], limits on its
aspect ratio and the number of dead windings to prevent tangling, and a maximum axial
pretension relative to its size, based on the limits of assembly equipment used on this scale.
All of these constraints were defined with input from DfMA engineers and process simulation
specialists within the case company.

Structural Constraints ‐ The SOMA device is exposed to a set of static and dynamic load
cases during its operation. The SOMA device is statically loaded by a compression spring,
meaning that the load‐bearing components need to be dimensioned to withstand the result‐
ing stress.

First and foremost, the compression spring can only be loaded to a certain point; to account
for this, a yield constraint was imposed, involving a Von Mises failure criterion, a Wahl cor‐
rection factor to account for any stress concentrations, and a safety factor to account for
variation and avoid relaxation. These allow the accurate assessment of stress, given that the
optimum might exist at spring proportions resulting in a high pitch or a low spring index.
Springs with a high pitch are loaded in shear and bending [112], meaning the standard shear
based expressions for stress in compression springs do not apply, while a low spring index
(ratio between dps1 and dps2) results in stress concentrations. The safety factor was selected
based on the standard requirements in the case company, stemming from the achievable
tolerance grades and the storage conditions of assembled devices containing pre‐stressed
springs.

The resulting loads on the trigger arms and trigger surface in the top housing were also
accounted for through constraints, as the bucking of the trigger arms and creep fracture of
the top housing need to be avoided. Finally, the trigger arms are deflected inward during
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injection, and the needle impacts tissue. A simple beam equation was used to define a stress
constraint for the deflection of the trigger arms. Meanwhile, to avoid the needle shattering
upon impact, a simple buckling criterionwas defined. As the needle is an anisotropicmaterial,
this is only a conservative estimate of the limits as to the load the needle can withstand.

As the SOMA will be contained in a dissoluble capsule or covered in a powder when pack‐
aged, it comes with a degree of protection against misuse by the user. Hence, scenarios such
as the user accidentally chewing on the SOMA, dropping it before ingestion, or the like, was
left out of the optimization model, especially given that this is an early‐stage design study,
where such situations are rarely dealt with in‐depth.

Equality Constrains

Figure 3.15: Examples of the equality constraints that determine the shape of the SOMA
device in the optimization model.

Shape functions ‐ As mentioned, the outer shape of the device is represented through
equality constraints, which ensures that the overall outer shape of the device remains un‐
changed, as the rest of the design variables are resized during optimization. These equality
constraints take the form of basic relative relationships between certain outer design vari‐
ables, combined with shape parameters determining their relative sizing. In numerical solu‐
tion, these ratios were taken from by measuring the shape of the SOMA design generated
through optimization of stability and self‐orientation speed.

Part fits ‐ Certain part‐part relationships could only be expressed through equality con‐
straints. Firstly, as the valve and o‐ring are used to prevent liquid from entering the device,
they need a specific interference fit (nominally) in order to function as specified. While there is
a tolerance on said interference, the band is so small that it would not make sense to explore
proportional changes that affect the interference fit. In a similar manner, the plug needs to
fit snugly into the hub in order to keep the trigger arms in place until it is dissolved. The top
and base housings also need to snap together, creating an exact fit resulting in a smooth
outer surface to avoid edges affecting self‐orientation. Finally, the acceleration stroke, zacc
is determined by the relative sizing of the height of the device and the length of the internal
components. As the acceleration stroke cannot exceed the amount of clearance left inside
the device, an equality constraint is necessary to constrain the model from exploring non‐real
results.
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3.5.4 Optimization Model
Transforming all of these in negative‐null, minimization form, the resulting initial optimization
model is

min f1(x) = −

p=8∑
p=1

mp · (Cp + Zp)

(lt1 + lt2 + lb1) ·
p=8∑
p=1

mp

(3.46)

f2(x) = dt1 (3.47)

f3(x) = −ρ
π

4
d2n1

(
ln1 +

1

3
· ln2

)
(3.48)

f4(x) = −

√√√√√2zacc

gC +
zpreGstd4ps2
8d3ps1namacc

−
zacc

(
1 + macc

mrec

)
Gstd4ps2

16d3ps1namacc

 (3.49)

s.j.t g(x) ≤ 0 (3.50)

h(x) = 0 (3.51)

x ∈ P (3.52)

As mentioned, the self‐orientation objective in this model was verified through comparison
with a CAD model of the SOMA device. In general, the reference design was used in a va‐
riety of ways to verify the model. The velocity objective was cross‐checked with numerous
measurements and experiments made by the SOMA project, and the objective function was
within the measurement uncertainty when the design variable values of the reference de‐
sign were input into the objective function. Correspondingly, the constraint functions were
checked through a range of check‐sums, which were cross‐referenced with the CAD model,
to ensure that the shape functions, fit constraints, and the like matched the geometric rep‐
resentation of the SOMA device seen in the CAD model.

In chapter 4, the multiobjective monotonicity analysis and numerical solution of the model
are presented. This includes a transformation to a form that can be solved using gradient‐
based solution methods, specifically an ϵ‐constraint formulation, which will be solved with
the sequential quadratic programming (SQP) subroutine in the fmincon function in MATLAB.
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4 Tradeoff Identification and Rootcause
Analysis

This chapter presents the descriptive and prescriptive research involved in the exploration
and development of methods for the identification of trade‐offs and their underlying

causes. The chapter starts with an overview of initial sub‐studies related to RQ1, which led
to an important set of realisations which formed the genesis of the decisions made in
answering RQ2. This is followed by content from Paper A in sections 4.2‐4.3, covering
novel mathematical developments within Monotonicity Analysis. These allow a set of
analysis procedures, collectively referred to as Pareto‐set Dependency Analysis, for the
identification of trade‐off root causes in a design. The chapter concludes with the

application of this new methodology to the SOMA case. Sections 4.1.3. and onward are
adapted from Paper A and expanded further, providing additional details and perspectives.

Initially, this research project was largely shaped by the assumption that trade‐offs in design
are generic; i.e. that certain fundamental common causes exist (certain forms of design error
and common avoidable dependencies) which cause trade‐offs of a similar type (e.g. efficiency
vs. accuracy, stiffness vs. weight) in a wide range of systems. A pair of initial studies tested
this initial assumption, and revealed that one of the hypotheses of the research was probably
invalid. The realisations made in this process shaped the subsequent research activities, and
an overview of these initial studies is given in the following to provide a background for the
rationales behind the decision to further develop monotonicity analysis [45] for the purposes
of the research project.

4.1 Initial Studies
The initial research of this PhD project involved efforts to explore existing analysis methods
that would be suitable trade‐off identification for an early stage of product development.
The hope was that these could be developed further to address the aspect of cause.

This was done through two studies:

1. The first was a study on the application of the Contradiction Index method by Göhler
& Howard [17] to Novo Nordisk device, which was already in the market. The aim was
to identify drivers of trade‐offs between design objectives and assess the influence of
these could be traced in the final specifications of the product, the instructions for use,
and the challenges seen in the production of the device.

2. The second, on the application of design space exploration methods, in an ongoing
product development project in Novo Nordisk. This was conducted as action research,
with the aim of supporting decision making and requirement specification based on
trade‐off analysis

Neither study yielded the expected results and failed to meet their original intents. While
they might have been seen as failed studies, they did result in important learnings, which
informed the developments ultimately made in this PhD project. Hence, these studies will be
touched upon in the following, as they help illustrate the reasoning behind the subsequent
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methodological developments presented in this dissertation. The details of the methods
applied, the results, and the cases involved, are not touched upon in much detail; they are
included here in brief form in the service of showing the rationales behind the subsequent
methodological developments.

4.1.1 A Qualitative Approach  The Contradiction Index
The first study of the PhD explored potential extensions and applications of the Contradiction
Index [17, 21, 25]. The Contradiction Index (CI) approach involves an analysis method that
combines some of the rationales in Axiomatic Design [13], TRiZ [16], and the design structure
matrix [61]. Using terminology consistent with Axiomatic Design [13], the method involves
qualitative identification of design parameters (DPs) with contradictory design intents when
viewing the different functional requirements (FRs) they contribute to. While Axiomatic De‐
sign largely prescribed that all ”coupling” (i.e. dependencies) should be avoided, Göhler
et al. [17] drew on perspectives from TRIZ to suggest that one should distinguish between
positive and negative coupling. They proposed that positive couplings are, in fact, not detri‐
mental, as they allow more functionality (i.e. FRs) with less complexity (i.e. DPs). Thus, the CI
method focuses on identifying these negative couplings and counting the amount of them
to measure how contradicting the design is. Having used the CI method design engineer
with some success, the author at first aimed to further develop such qualitative methods to
gain a better understanding of common drivers of trade‐offs between design objectives. This
might then have been used to prescribe a set of heuristics with which to identify and avoid
trade‐offs at an early stage of design.

Yet, applying the Contradiction Index method to an initial case ‐ the Novo Nordisk FlexTouch
device shown in Chapter 1 ‐ revealed that qualitative analysis was insufficient for the purposes
of this research. The research plan for the study was as follows:

1. Identify functional requirements based on the product specification document and
based on input from the designers involved in the development of FlexTouch.

2. Decompose the design to a level detail where the variables involved in existing me‐
chanical analyses (e.g. dose accuracy, and dosing speed calculations) were included.

3. Apply the CI method

4. Map out all of the functional requirements in trade‐off and how the variables shared
between them influence the problem (i.e. whether they are negative or positive de‐
pendencies)

5. Use this insight to identify the underlying cause of the trade‐offs in the design

6. Perform structured interviews with the product development team regarding the key
challenges and issues that arose throughout the development of FlexTouch

7. Assess whether the results of these interviews correlate with the observed drives of
trade‐off. Is there a link between the trade‐offs in the system, the dependencies that
drive them, and the issues seen throughout the development process?

8. Repeat this process in ongoing development projects and identify commonalities.

Steps 1‐4 resulted in a design structure matrix describing the number of contradictions be‐
tween each pair of FRs. This primarily revealed a substantial contradiction between dosing
speed and dosing accuracy, which was not unexpected. Yet, step 5 resulted in some key
realisations that meant that the rest of the study was abandoned. In inspecting the results
of the analysis, it became clear that there was a need to involve more rigorous aspects in the
work. The reason is twofold.
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Firstly, there is the question of the influence of constraints. Mechanical design involves the
synthesis and improvement of mechanical systems, subject to numerous design objectives
and design constraints. When prescribing the axioms of Axiomatic Design [13], Suh bundled
these into one aspect; functional requirements. Constraints are the limitations imposed upon
a design problem by the desire to avoid failures caused by fundamental physical phenomena
such as plastic yield of materials, geometric constraints such as part needing to fit together,
and practical considerations such as manufacturability [12]. When these are active, they
influence the achievable performance of a system, i.e. the optimum of each objective. This
causes dependencies that are specific to certain regions of the objective space. If one, for
instance, simultaneously minimises the mass of a part and increases the load the system
exerts upon it, then at some point, the limits of the material will determine the dimensions
of the component. In becoming active, the constraint thus reduces the degrees of freedom in
a design problem, locking the relationship of its dependent variables relative to one another.
In such situations, the constraint matters ‐ it becomes a requirement that influences the
design problem. By bundling constraints and objectives together, the notion of constraint
activity is lost in Axiomatic Design, meaning one might overlook important contributors to
trade‐off unless the designer knows which constraints are active a priori.

Secondly, there is the aspect of the degree of trade‐off between objectives. A key initial
hypothesis in this research was any dependency that contributes to trade‐off is detrimental
and should be avoided. The analysis of the FlexTouch led to the realisation that this is not
necessarily given; a dependency can contribute to a trade‐off without causing much/any
loss of utility. The CI of the FlexTouch pointed to several contributors to trade‐offs that
potentially have no bearing on the achievable performance due to their small influence on the
performance of the system. In other words, a trade‐off might be insignificant, and qualitative
methods such as the CI cannot capture the extent to which an objective pair is in trade‐off and
how this affects the achievable performance (i.e. the location of the optimal set). No existing
qualitative technique for dependency analysis ‐ neither DSM, AD, TRiZ, or QFD ‐ allows the
systematic assessment of the degree of trade‐off or the identification of active constraints
and their effect on the design problem. This ultimately requires quantitative analysis.

4.1.2 A Samplingbased Approach  Design Space Exploration
Given these realisations, the focus of the research shifted towards more quantitative methods
that might be applied from a very early stage of product development to ensure that any
outputs of analysis might be applied to actually inform embodiment or even conceptual
design. Hence a case study was performed in an ongoing product development project in
Novo Nordisk, which was in the process of choosing between two competing embodiment
designs. Thus, an action research study was designed, where the author was embedded in
the product development project, with the aim of applying design space exploration (DSE)
techniques to compare the alternative embodiments. Essentially, the ongoing development
project involved the design of a new injector pen device, where each of the two embodiments
had quite different arrangements of the internal components and relied on different working
principles. Not all of the functionality had been realised, nor had all requirements had been
specified. A more detailed explanation of this development project and the embodiments
involved has been omitted due to intellectual property restrictions.

The hypothesis of the study was that combining simple DSEmodels with the CI methodmight
reveal the trade‐offs present in each embodiment, the active constraints, and an approxima‐
tion of the Pareto set. It was thought that this would reveal enough information to drive a
redesign process for each embodiment to reduce their respective trade‐offs, resulting in an
improved Pareto set. When subsequently updating the analysis to account for the changes
made in design, the new Pareto sets could then be used to compare the redesigned embod‐
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iments to support the selection decision. The basic idea was that the better embodiment
would have a larger design space, better achievable performance, and lesser trade‐offs and
that this would be measurable, even with incomplete designs and requirement uncertainty.

A model was built to describe one of the embodiments, w.r.t. a set of objectives of impor‐
tance, identified based on input from the product development project team. These objec‐
tives were expected to be the selection criteria in the decision between the two embodiments.
Correspondingly, a set of sampling variables and sampling ranges were identified with input
from the team. These were selected based on:

1. A desire to sample the variables that represented the key differences between the two
embodiments. This was to extrapolate the effect of the differences between the two
designs.

2. Uncertainties; the project wanted to gain input on the effect of different decisions being
made. An example of such was the magnitude of the allowable spring pre‐load, which
affects the complexity of the assembly processes and the shelf life of the assembled
device (both are cost drivers), but also affects device size and dosing speed.

3. A rough application of the Contradiction Index method, which revealed several con‐
tradicting variables in each design; examples include the spring dimensions, the lead
screw pitch angle and diameter, and several variables in the activation mechanism.

However, before modelling of the second embodiment could be finished, the targeted launch
date of the injection device was moved forward. With a much tighter timeline, the project
team no longer had the time to develop both options concurrently. Hence, it was simply the
embodiment that had most of the sub‐functionality realised that was selected. As a result,
the initial purpose of the action research study was no longer feasible. This is not an uncom‐
mon challenge in engineering design research ‐ performing research in an industrial setting
simply does not provide pristine laboratory conditions in which to explore the application and
development of new methods [4].

While the original intent of the study was no longer feasible, the modelling efforts for the
first embodiment revealed that the study might, in fact, never have reached the desired
goals anyway. Essentially, DSE is a brute force approach, which involves sampling a large
number of designs, and subsequently evaluating whether they are feasible, and if so, how
they perform. There are various implementations with different benefits depending on the
nature of the problem. The following DSE approach, shown as a pseudo algorithm in iterative
form for the sake of clarity, was used:

Eliminate h(x;P), by algebraically solving for one of their dependent variables and back‐
substituting
Sample the values of x between predefined limits, xL and xU.
Store these in X, a [n, iiter]‐dimensional matrix
for i = 1..iiter do
x = X(i, :)
Evaluate f(x;P) and store the outputs in F(i, :) = f(x;P)
Compute g(x;P) and store the output in G(i, :) = g(x;P)
if g(x;P) ≤ ϵ then
Q(i)=i,
else Q(i)=0;

end if
end for
Q=Q>0;
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Figure 4.1: 2D result plots of the objective space, from the design space exploration of the
first embodiment design, with all design objectives transformed into minimisation form

Apply a non‐dominance filter to F(Q, :)

Here, x is the vector of variable values for each sample, P is a vector of design variables, f(x;P)
the vector of design objectives, g(x;P) and h(x;P) are the inequality and equality constraint
vectors expressed in negative null form, Q is the vector of feasible indices, n is the number
of design variables, iiter is the number of samples, ϵ is the allowable residual error for the
constraint functions (typically ϵ ≤ 10−6). The equality constraints are eliminated prior to
sampling, as this avoids the generation of a large number of designs that will never fulfil
an equality constraint. A few combinatorial sub‐routines were built into the model to allow
exploration of the effect of certain design decisions. Examples include the use of a rectangular
spring wire over a round wire, alternative material selections, alternative mechanism designs,
and altering the radial arrangement of the components (i.e. one part inside the other and
vice versa). This yielded the objective spaces shown in figure 4.1 in a run with 107 samples.

As the model leaves out numerous design variables by design, it does not strictly identify
Pareto points. That said, it does reveal several trade‐offs. Their cause is, however, not as
clear, given the limitations of the approach, which became evident upon the solution of the
model:

1. As can be seen in the result plot, the amount of non‐dominated samples is almost
equal to the number of feasible samples. The a priori identification of variables that
contribute to trade‐off and their use as sampling variables means that most feasible
samples will be non‐dominated.

2. Numerous constraints were found to be active in all samples, while others were only
active in certain regions of the objective space. Yet, due to the dimensionality of the
problem, it is difficult to identify regional constraint activities that occur due to specific
combinations of values of more than two objectives

3. While the inequality constraints are evaluated, it is impossible to determine which vari‐
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ables the bound in each sample, without further analysis. Thus, it is difficult to iden‐
tify the relationships that exist at the bi‐objective approximate Pareto frontiers, which
would help explain the causes of the pair‐wise trade‐offs.

Thus, a better approach to analysing the influence of constraint activity across the objective
space was necessary in order to identify the global and local dependencies that exist between
design objectives which drive trade‐offs.

4.1.3 Resulting Research Efforts
As one might gather from the limitations of the two aforementioned studies, the challenge
in studying the contributors to trade‐offs in a design at an early stage of design is that trade‐
offs are specific to optimal designs. Clearly, a trade‐off can only exist when one objective
cannot be improved further without detriment to the other. This implies Pareto optimality,
meaning that all variables values are either contributing to the trade‐off, at the edge of their
feasible domains, or at an interior optimum, which is shared by all objectives.

The approaches in the two studies were flawed in that the Pareto set is created through
two distinct types of dependency, one of which cannot be handled qualitatively nor through
sampling. Consider that the Pareto set C exists on the boundary of the attainable set A but
is not necessarily defined by the constraints alone, as unconstrained multiobjective problems
also yield Pareto sets [113]. It follows that the occurrence of Pareto sets must have two
causes:

1. Trade‐off variables ‐ Global Dependencies In negative‐null form, a variable x that is
shared by two objectives, f1(x) and f2(x), causes a trade‐off if argminf1(x) ̸= argminf2(x).
This can only occur if the objectives are either oppositely monotonic, or when one or
both are non‐monotonic w.r.t. x.

2. Active constraints ‐ Regional or Local Dependencies Active constraints reduce the de‐
grees of freedom (DOF) in optimization problems, affect the feasible domains for the
remaining DOF, and change the optimum. Suppose we are able to identify an active
constraint and solve it w.r.t. the bounded variable. Back‐substituting, the resulting ex‐
pression into the objectives, may introduce new variables into an objective or change
its monotonicity w.r.t the original variables. Some of these may be trade‐off variables,
meaning that active constraints can create dependencies specific to the optimum, re‐
sulting in trade‐offs between the objectives. To understand such relationships, we need
to find an explicit expression of the relationships between the objectives at the opti‐
mum.

Existing qualitative methods and heuristics do not account for the effects of such situations,
meaning the focus of the PhD needed to turn toward multiobjective design optimization
methods. Yet, design optimization research generally does not concern itself with under‐
standing why the optimum is a set rather than a single dominant solution, and what defines
the shape of this set. Rather, current methods are more preoccupied with modelling and
solving increasingly complicated optimization problems, identifying and selecting desirable
points within the set, or developing measures to describe the set. Selecting a point in a Pareto
set includes work on modelling preferences [81–83], identification of compromise solutions
by measuring the distance to a utopia point [54], scaling methods to account for objec‐
tive weighting [114], and strategies for making trade‐offs aggressively or conservatively [84].
Substantial work also exists for sensitivity, robustness [77], uncertainty [78], visualisation [92],
dimensional reduction [91], and identification of competing objectives in a n‐dimensional ob‐
jective space [81].

Thus, for the purposes of this research, there are three challenges with the approach of
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current multiobjective design optimisation methods to design. First, the main focus is on
optimizing a fixed design rather than questioning why the objectives compete. Second, the
analysis done at earlier time points in the product’s evolution may become obsolete during a
later design phase. Finally, if the Pareto set contains no points acceptable to the designer, e.g.,
due to non‐modelled considerations, there is little guidance for what to do next. A rigorous
approach to gain insights into the root cause of the trade‐offs inherent to the design would
substantially increase the value of optimization at an early stage of product development.

Furthermore, there is currently no well accepted and consistent terminology to describe the
drivers of trade‐offs in a design problem. Axiomatic design uses the notion of coupled design
parameters, TRiZ ”contradictions”, whereas DSM based methods largely concern themselves
with the notion of ”positive” and ”negative” dependencies [115]. No source in optimization
literature was identified that distinguishes between the manner in which shared variables
and constraints affect the relationships between design objectives.

Thus, the development of a mathematical foundation for the identification of dependencies,
and analysis of their influence on a design problem, was deemed to be necessary for the
purposes of the research. In this regard monotonicity analysis, provides promising perspec‐
tives. It has previously been applied in a design context, utilising the knowledge gained from
identifying the properties of the optimum in single‐objective problems to support decision
making. Yet, most of this prior work is outlined in section 3.4.1. [32, 102, 104] has focused
on understanding the common characteristics of Pareto‐optimal designs to allow reuse in fu‐
ture designs but within a single configuration. Yet, if a configuration has inherent limitations,
one would simply find the best compromise for a poor design. If MA can identify relation‐
ships for the design variables at optimality, then arguably, it might also be able to identify
relationships that limit optimality. In a multiobjective formulation, such analysis could lead
to the discovery of the root cause for trade‐offs between objectives.

Thus, it was hypothesised that monotonicity analysis could be used as a dependency analysis
method for multiobjective problems. Specifically, it might be used with the intent of reaching
a better understanding of the relationships that drive trade‐offs, rather than merely using it as
an approach to model reduction and identification of optima without computation. The rea‐
soning behind this was threefold. Firstly, monotonicity analysis reveals dependencies. When
setting up a monotonicity table, variables shared between expressions are identified, and
their influence on the function is assessed. It is decreasing, increasing, or non‐monotonic?
If we applied this to multiobjective problems, we would identify the shared variables that
contribute to trade‐offs and the variables that do not. Secondly, monotonicity analysis re‐
veals the effect of constraints. It involves the identification and back‐substitution of active
constraints revealing the relationships that are specific to the optimum. In multiobjective
problems, these might help explain the cause of the shape of the Pareto set ‐ i.e. reveal
regional relationships or explain the existence of the Pareto set itself.

Finally, monotonicity analysis is unique in an optimization context in that it can be applied
without computation and even before a full optimization model has been constructed. Thus,
it was envisioned that as opposed to more computationally intensive methods for large, com‐
plicatedmodels, MAmight be applied in early design using simpler analytical models to better
understand the trade‐offs. In engineering practice, analytical models are often constructed
with the aim of better understanding the design problem, rather than reaching an accurate
result [116]. Thus, simple analytical models may still capture the drivers of trade.off, despite
not necessarily accurately identifying the true optimum set by accounting for any and all
non‐linearities and 2nd order effects. These realisations thus lead to an adapted version of
research question 2, which will be addressed in the remainder of this chapter:
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RQ2∗ How can conceptual or configuration design limitations reflected in the Pareto set be
identified rigorously? In particular, what specific design dependencies and constraints
cause trade‐offs?

4.2 Extensions to Monotonicity Analysis
Upon these realisations, it became clear that new developments to monotonicity analysis
(MA) would be necessary. MA has not seen broad application to multi‐objective problems,
nor has anyone developed a systematic approach to multi‐objective MA with the intent of
identifying the drivers of trade‐off. Based on a literature search, only two prior works were
identified. Michelena & Agogino [72] expanded the MA to multiobjective problems by ap‐
plying MA to a weighted sum formulation, and demonstrating this in the parametric design
of a hydraulic cylinder. While this allowed the identification of different Pareto optimal ac‐
tivity cases, and a reduction in computational effort, they did not present a systematic re‐
duction process for larger multi‐objective problems. Gobbi et al. [73] later applied MA to
multi‐objective problems stated in ϵ‐constraint form, to support the analytical derivation of
an expression of the Pareto set. Yet as they discuss, their approach is strictly only in low‐
dimensional problems.

Thus, the following developments to MA were needed, in order to apply it as a dependency
analysis method with the aim of identifying trade‐offs their root causes:

1. A systematic reduction procedure for multi‐objective problems

2. A mathematical foundation for the identification and description of the variables and
constraints that cause trade‐offs between design objectives.

3. An approach to studying the relationships that exist between design objectives, locally
or regionally in the objective space.

4.2.1 Selection of a Multiobjective Formulation
First, a suitable multi‐objective formulation needed to be selected, as there are numerous
alternatives with different benefits and limitations [54]. For the purpose of multi‐objective
monotonicity analysis (MOMA), the ϵ‐constraint method [57], also known as the upper‐bound
formulation [12] was selected. As discussed in Section 3.3, this involves converting the a
standard multiobjective optimization problem into a single objective one:

min. f(x) (4.1)

s.j.t c(x; ϵ) ≤ 0 (4.2)

g(x) ≤ 0 (4.3)

h(x) = 0 (4.4)

x, ϵ ∈ P (4.5)

As mentioned, the vector ϵ of parameters ϵi represents the upper bounds of the bound
objectives. When f(x) is minimised for given values of ϵi, then the solution x∗ is Pareto
optimal if all of the bound objectives are active with non‐zero Lagrange multipliers. Pareto
points are thus identified by varying ϵ systematically between lower ϵL and upper limits ϵU.
See [54, 57, 117] for an overview of works on the upper bound formulation, the underlying
mathematics, and approaches to defining suitable limits for ϵ. In this work, the Pareto set is
constructed by sampling a set of ϵ parameter values:

E = (ϵU − ϵL)R+ ϵL (4.6)
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where R is a matrix of uniformly distributed quasi‐random numbers between 0 and 1 of the
dimension [k‐1; j], where j is the number of computational iterations, and k is the number of
objectives. A low discrepancy quasi‐random set (e.g., a Halton set) can be used to reduce bias
in R to reduce the computational cost of achieving a Pareto set with low sparsity [55]. After
sampling, the optimization problem is solved iteratively, as in the following pseudo‐code:
for i = 1..j do
Set upper bound on constrained objectives, ϵ = E(:, i)
Solve optimization problem w.r.t ϵ
Store optimum, F∗(:, i) = [f∗, ϵT ]T

Store arguments, X∗(:, i) = x∗

Store Lagrange multipliers, Λ(:, i) = λ
Store constraint values ,G∗(:, i) = g(x∗) and H∗(:, i) = h(x∗)

end for

The sparsity of the approximated Pareto set decreases as j increases, while the span increases
with j and the difference between ϵU and ϵL. With an increased j, one identifies more Pareto
points resulting in a more dense Pareto set. A high j can be necessary to approximate the
shape of the Pareto set, should it have interactions between the objectives that exist locally
in the attainable set, for instance creating knee like shapes [118]. Beyond a certain limit, the
Pareto set will have been exhaustively constructed, meaning no additional feasible solutions
can be found by further increasing the difference between ϵU and ϵL. Thus, one can also
solve the MODO problem multiple times with a relatively low j, increasing the difference
between ϵU and ϵL, until the boundaries of the Pareto‐set seem to have been identified, and
then subsequently increasing j to the desired level of density.

This approach was selected, as it is very well suited to MA, as it ensures that the extension
into multiple objectives is relatively straightforward. The principles and procedures originally
developed by Papalambros and Wilde [12] mostly still apply. In this form, multi‐objective
MA merely involves handling more constraints, albeit ones that represent bound objectives.
Furthermore, the ϵ‐constraint formulation has additional benefits:

1. Maintaining monotonic properties
Converting a set of objectives into a composite function, e.g., a weighted‐sum as done
by Michelena & Agogino [72], can result in loss of monotonic properties when the
objectives share variables. The proof for this is as follows:

Let f1 and f2 be two differentiable functions wrt. a design variable x1. If f1 and f2
are oppositely monotonic wrt. x1, i.e. f1(x+) and f2(x

−), then a weighted composite
function of the two U = f1w1 + f2w2 will have the following partial derivative:

∂U

∂x1
=

∂f1w1

∂x1
+

∂f2w2

∂x1
(4.7)

Given that monotonicity by definition implies that the partial derivative of f1 wrt. x1
will be strictly positive, while it will be strictly negative for f2, the sign of the partial
derivative of the composite function U wrt. x1 (and hence its’ monotonicity) will there‐
fore depend on the value of the partial derivatives, and upon the weighting. U will
as such only be monotonic if it holds that ∂f1w1

∂x1
≤ ∂f2w2

∂x1
for all values of x1, w1and

w2, or it holds that
∂f1w1

∂x1
≥ ∂f2w2

∂x1
for all values of x1, w1 and w2. This means that

U may be non‐monotonic, complicating monotonicity analysis. Using an ϵ‐constraint
formulation avoids this issue.
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2. Objective elimination
Introducing objectives as constraints in an optimization model allows one to paramet‐
rically study the activity of the bound objective across the attainable set using mono‐
tonicity analysis. If a bound objective can be determined to be active through mono‐
tonicity analysis, the objective itself can be ’optimized out’ of the model through back‐
substitution [12], revealing how the objectives affect each other at the Pareto frontier.
This is similar to the developments by Gobbi et al [73], but does require some extensions
to account for regionally active constraints.

3. Sensitivity data
Solving a constrained optimization problem yields non‐zero Lagrange multipliers for
active constraints, revealing the local sensitivity of the optimum w.r.t. changes in each
active constraint. In the upper‐bound formulation, the Lagrange multipliers of the
bound objectives describe whether and to which degree the bound objectives com‐
pete with the primary objective – what Haimes and Hall [56] call the trade‐off ratio.
Similar information can be gained for an objective that has been optimized out, ci, by
computing a partial derivative of the remaining bound objectives, c, w.r.t. the bound
objective parameter:

∂c(x; ϵ)
∂ϵi

(4.8)

It is often suggested that the most important objective should be modelled as the function
being minimised [54], while the remaining objectives should be bound. To simplify mono‐
tonicity analysis, however, the most suitable approach would be to select the objective that
has the greatest number of design variables. This allows the broadest application of MP1 in
problem reduction and lowering the required number of back‐substitutions as a result.

4.2.2 Multiobjective Monotonicity Analysis (MOMA)
Definitions, Theorems, and Proofs
As mentioned, the use of the ϵ‐constraint method makes MOMA relatively similar to MA
of single‐objective problems. The exception is that the bound objectives, c(x; ϵ), cannot be
treated as traditional inequality constraints. Firstly, as we wish to vary the upper‐bound val‐
ues, ϵ, these cannot be regarded as fixed parameters when performing monotonicity analysis.
Secondly, we seek to partially minimize the bound objectives, which has implications for the
use of MP1 and MP2. Recall that these are:

First monotonicity principle (MP1)
In a well‐constrained minimization problem, every increasing variable is bounded below by
at least one non‐increasing active constraint.

Second monotonicity principle (MP2)
In a well‐constrained minimization problem, every nonobjective variable is bounded both
below by at least one non‐increasing semi‐active constraint and above by at least one non‐
decreasing semi‐active constraint.

As the activity of c will depend on the values of ϵ, it is necessary to introduce some theorems
of relevance to how c is handled.

Definition 1 Trade‐off Variables
If an objective pair f and ci have a variable x1 in common, but differ in monotonicity w.r.t.
x1, e.g., f(x+1 ) and ci(x

−
1 ), then x1 is said to be a trade‐off variable, denoted x1. Corre‐

spondingly, an objective pair of like monotonicity w.r.t. a common variable, indicates that
the variable is harmonious and can be used to partially minimise both simultaneously.
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Figure 4.2: Adapted from Paper A:The difference between trade‐off variables (left) and har‐
monious variables (right). Notice, that any solution in the feasible domain of the trade‐off
variable is optimal, whereas the harmonious variable has a single optimal value

Theorem 1 Influence of Monotonic Trade‐off Variables
In the presence of monotonic trade‐off variables, no dominant minimum exists, resulting in
a Pareto set. The proof for this is a corollary to MP1.

Proof. Let f1 be monotonically increasing w.r.t. x ∈ P and f2 monotonically decreasing,
and let x be well bounded from above and below. Then by MP1, argmin f1(x) = x, and
argmin f2(x) = x, meaning that the minimizers for the two objectives are defined by the
greatest lower bound (glb)and the lowest upper bound (lub) respectively. Hence any feasible
value of x will yield a unique Pareto point. ■

Corollary 1.1 Boundedness of trade‐off variables
Following Theorem 1, multiobjective problems can only be said to be well‐bounded if all
trade‐off variables are bounded from above and below.

For instance, if a bound objective, ci, is critical w.r.t. a monotonic trade‐off variable, x1, then
the multiobjective problem is not well bounded, as x1 → ∞ or x1 → 0 when ϵi → ∞ and f
is minimised. This can either be handled by introducing additional constraints, or by selecting
suitable limits for the upper‐bound problem ϵL, ϵU.

By extension, a variable x1 that has a non‐monotonic influence on one objective fi(xN1 ) and a
monotonic influence on another, i.e. fj(x+1 )∧fj(x

−
1 )will also be a trade‐off variable, so long

as argmin fi(x1) ̸= argmin fj(x1). Thus, we can in such cases employ regional monotonicity
analysis to assess whether x1might be a trade‐off variable, looking at the monotonicity of
the objective close the the glb and lub of x1, while considering whether an interior optimum
of x1 might exist.

In upper‐bound formulations, we treat objectives as additional constraints and iteratively
identify Pareto points, exploring x ∈ X , for different values of ϵ, as illustrated in Figure 4.3. If
a bound objective is active, the model is essentially exploring a smaller region of the feasible
domain Xϵ ∈ X . From this, an additional theorem arises:

Theorem 2 Activity of Bound objectives
A bound objective ci(x; ϵi) can either be active, semi‐active, dominated, or inconsistent with
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Figure 4.3: From Paper A: MOMA allows the partial identification of the Pareto set, by iden‐
tifying the values of ϵ where the bound objectives are active, semi‐active, violated, and in‐
consistent

other constraints, depending on the value of ϵi. The change in activity of ci(x; ϵi) across A
affects the shape of the Pareto set.

Consider an objective pair, f1(x+i ) and c1(x
−
i , ϵ1), with the design variable x being bounded

from below by g1(x
−
i ) and from above by g2(x

+
i ), where ϵ is the upper bound parameter.

Here, the value of ϵ determines constraint activity:

1. For the values of ϵ1 where g1(xi) < c1(xi), c1 is active, and the result will be Pareto‐
optimal.

2. For the values of ϵ1 where c1(xi) < g1(xi), c1 is inactive, and the result will not be
Pareto‐optimal

3. For the values of ϵ1 where g2(xi) < c1(xi), Xϵ ∈ , and thus these constraints are
inconsistent. In this case, g2 shapes a boundary of the Pareto set.

4. For the value of ϵ1 where c1(xi) = g1(xi), the bound objective is semi‐active, yielding
the single‐objective optimum for f1. Correspondingly, c1(xi) = g2(xi) yields the single‐
objective optimum for f2.

Thus, exploring these changes in the activity of c1 yields the Pareto set for the objective
pair. We can hence utilise MOMA to identify the conditions under which a bound objective
is active, dominated, or inconsistent. This can reveal important relationships between the
objectives and the constraints gi that affect the Pareto set. Here, it is important to consider
the the influence of ϵ on the activity of g(x):

Definition 2 Global Activity
In the monotonicity analysis of an upper‐bound problem, a constraint gi(x) is said to be
globally active if and only if f(Xi) < f(X∗) for any {ϵ ∈ P | ϵL ≤ ϵ ≤ ϵU}.

Trade‐off variables can only be optimized out if an active bound objective is used to eliminate
it or if the bound objective can be determined to be dominated w.r.t. said trade‐off variable
by another globally active constraint. This notion of global activity is central to multiobjective
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monotonicity analysis. A reduced model would potentially only identify parts of the Pareto
set if we were to optimize variables out with constraints that are not globally active.

The final extension to MA that is necessary in order to deal with multiobjective problems is
the question of how to partially minimise several objectives concurrently:

Definition 3 Partial minimisation of bound objectives
In a well‐constrained multiobjective, upper‐bound minimization problem, any increasing ob‐
jective variable not in the primary objective, is bounded below by at least one non‐increasing
active constraint.

Modelling objectives as constraints is merely a route to identifying Pareto points. It is still
desirable to identify partial minima for bound objectives. By simply extending MP1 into mul‐
tiobjective problems, we can reduce multiple objectives, i.e., identify partial minima for fi+1

in ci(x, ϵi) = fi+1(x)− ϵi ≤ 0 . Nevertheless, it is necessary to take particular care in this pro‐
cess. Unless it is certain that the optimal value of a given variable is the same for all objectives,
i.e., argminfi(x) = argminfj(x) for any i and j, optimizing the variable out would result in a
model that does not describe the entire Pareto set. When a globally active constraint can be
identified, the bound objectives can always be partially minimized. This is relatively straight‐
forward to do in situations where the condition argminfi(x) = argminfj(x) for any i and j
is upheld by definition. Following MP1, harmonious variables and critically constrained vari‐
ables [12] will always meet this condition. As will variables that are bound by constraints
that only depend on harmonious variables or on variables that only influence one objective,
because constraint activity will be unaffected by the values of ϵ.

Impact of constraint activity in multiobjective problems
With these definitions, we can apply MA to multiobjective problems and, in doing so, identify
trade‐off variables that may be hidden in constraints. Here, it is beneficial to note the impact
on the objective functions. There are two situations of relevance to trade‐off analysis; when
an objective changes monotonicity w.r.t a variable, or when it becomes dependant on new
variables. Consider an example:

min. f1(x1, x2, x3) = x21 − x2 + x3 (4.9)

f2(x2, x4, x5) =
1

x2
− x24 + 2x5 (4.10)

s.j.t 2x4 − x1 ≤ 0 (4.11)

x22 + 4x2 − 2x3 ≤ 0 (4.12)

x32 + 2x4 ≤ P1 (4.13)

10− 3x5 ≤ x25 (4.14)

x ∈ P (4.15)

Without inspection of the influence of the constraints, it would seem there is no trade‐off
between f1 and f2, as they are both monotonically decreasing w.r.t the only shared variable,
x2. Yet, when converted into an upper‐bound formulation, monotonicity analysis reveals
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hidden dependencies:

min. f1(x
+
1 , x

−
2 , x

+
3 ) = x21 − x2 + x3 (4.16)

s.j.t c1(x
−
2 , x

−
4 , x

+
5 ; ϵ

−
1 ) =

1

x2
− x24 + 2x5 − ϵ1 ≤ 0 (4.17)

g1(x
−
1 , x

+
4 ) = 2x4 − x1 ≤ 0 (4.18)

g2(x
+
2 , x

−
3 ) = x22 + 4x2 − 2x3 ≤ 0 (4.19)

g3(x
+
2 , x

+
4 ) = x32 + 2x4 − P1 ≤ 0 (4.20)

g4(x
−
5 ) = 10− x25 − 3x5 ≤ 0 (4.21)

where f2 has been converted into a bound objective c1(x, ϵ1). Following MP1, it is clear that
g1 and g2 are critical w.r.t. x1 and x3, respectively, for any value of ϵ1, and are therefore active.
Following Definition 3, we also conclude that g4 is active as it is critical for x5, meaning we
partially minimize f2 in c1 by optimizing x5 out. Solving for the minimizers yields x∗1 = 2x4,
x∗3 =

1
2x

2
2 + 2x2, and x∗5 = 2. With back‐substitution, a reduced problem is reached:

min. f1(x
+
2 , x

+
4 ) = 4x24 +

1

2
x22 + x2 (4.22)

s.j.t c1(x
−
2 , x

−
4 ; ϵ

−
1 ) =

1

x2
− x24 + 4− ϵ1 ≤ 0 (4.23)

g3(x
+
2 , x

+
4 ) = x32 + 2x4 − P1 ≤ 0 (4.24)

Here, f1 has changed monotonicity w.r.t. x2 and now depends on x4, being oppositely
monotonic to the bound objective c1. Following Theorem 1, both x2 and x4 are trade‐off
variables, meaning that there is no single solution to the optimization problem but rather a
Pareto set. Considering Corollary 1.1 the problem is, in fact, asymptotically bounded, as x2
and x4 are unbounded from below unless a well defined upper limit is imposed on ϵ1. Hence,
c1 is globally active.

While this example may seem simplistic, it demonstrates the shifts in dependency between
objectives that occur in the presence of active constraints. Such relationships are not nec‐
essarily easy to spot in non‐reduced optimization models, nor is it given that the designer is
aware of them. As such, monotonicity analysis can be used to identify trade‐off variables,
and in doing so, reveal what constraints in a design cause a lack of objective alignment ‐ in
this case, g1 and g2, as they introduce trade‐off variables into the problem. Such insights
may subsequently be used in a targeted redesign approach, aimed at eliminating specific
dependencies‐, or relaxing the constraints that reduce objective alignment.

4.2.3 ϵMonotonicity Analysis
With the theoretical developments introduced so far, one can apply monotonicity analy‐
sis to systematically reduce multiobjective models, gradually converging towards an explicit
description of the Pareto set while identifying trade‐off variables in the process. When all
globally active constraints have been identified, one can optimize the active bound objec‐
tives out of the model. If one determines that cj(x; ϵj) ≡ 0, and subsequently optimizes a
trade‐off variable xi out, then f(x) and g(x), ci(x; ϵ) ∈ Ds(xi), i ̸= j become dependent
on ϵj through back‐substitution. A parameter from an eliminated bound objective will be
denoted as ϵ̃j and treated as a variable, referred to as the reduced‐objective variable.

The reasoning behind treating ϵ̃j as a variable is twofold. Firstly, the primary objective func‐
tion has been transformed into a bi‐objective function, f(x, ϵ̃j), describing the trade‐off
between the primary objective, f(x) and ϵ̃j . Secondly, the feasible values of ϵ̃j are now
determined by a set of constraints g(x, ϵ̃j). The bi‐objective Pareto front between f1 and
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fj+1 will thus be defined by f(x, ϵ̃j) and g(x, ϵ̃j).Meanwhile, the trade‐offs amongst the
eliminated objectives themselves are expressed through g(x, ϵ̃), henceforth referred to as
Pareto‐constraints. This means that if we treat ϵ̃j as a variable, identifying the constraints
that bound it can be used to better understand the cause of the shape of the Pareto set.

In principle, all active bound objectives can be eliminated from the model. This will result
in a multiobjective expression f(x, ϵ̃) describing the trade‐off between the primary objective
and all others, while all the Pareto‐constraints g(x, ϵ̃) describe the trade‐offs between the
eliminated objectives. However, it may not always be beneficial to do so, for instance, when
elimination results in a loss of monotonic properties or when explicit elimination becomes too
time‐consuming. To allow the furthest reduction of the model, it is beneficial to attempt to
eliminate the trade‐off variables that are shared between the largest number of constraints.

What remains after objective reduction is:

min. f1(x, ϵ̃1, ..., ϵ̃k−1) (4.25)

s.j.t g(x, ϵ̃) ≤ 0 (4.26)

h(x) = 0 (4.27)

where f1(x, ϵ̃i+) or when ϵ̃i is a maximisation objective, and f1(x, ϵ̃i−) when ϵ̃i is a minimi‐
sation objective. Applying monotonicity analysis to this formulation thus allows the identifi‐
cation of active Pareto‐constraints at the single objective optimum, f∗

1 . Solving for ϵ̃i
∗ would

then yield an explicit description of the relationship between the remaining design variables,
and ϵ̃i at a single Pareto point. Subsequent back‐substitution reveals how influential the
trade‐off with ϵ̃i is upon f∗

1 . To study the whole Pareto set, however, a symbolic cost func‐
tion U(f1, ϵ̃) is introduced. U(f1, ϵ̃) is monotonically increasing w.r.t. minimisation objectives
and decreasing w.r.t. maximisation objectives:

min. U(f+
1 , ϵ̃1

+, ..., ϵ̃−k−1) (4.28)

f1(x, ϵ̃1−, ..., ϵ̃+k−1) (4.29)

s.j.t g(x, ϵ̃) ≤ 0 (4.30)

h(x) = 0 (4.31)

In minimising cost, we can exploit its inherent monotonicity w.r.t. the objectives to identify
the constraints that bound ϵ̃, and hence affect the topology of the Pareto set. Thus MP1 can
be employed to derive the following theorem:

Theorem 3 Boundedness of ϵ̃i
In a reduced multiobjective problem, the single objective optimum of a minimisation objec‐
tive, ϵ̃i, is determined by its greatest lower bound. Correspondingly, the lowest upper bound
determines the nadir of ϵ̃i. As such, the span of the Pareto set is in part determined by χ(ϵ̃).

Essentially, each reduced‐objective variable is bounded by one or more Pareto‐constraints
across the objective space. Beyond simple optimization models, they are not necessarily
critically constrained. Rather, the optimization of one ϵ̃i will affect the constraints of another,
ϵ̃j , if their respective glb/lub share variables, or depend on multiple ϵ̃.

Theorem 4 Conditional Activity of Pareto Constraints
In a set of Pareto‐constraints that are conditionally critical for ϵ̃i, any constraint, gi(x, ϵ̃), will
at least be semi‐active w.r.t. ϵ̃i somewhere in the objective space, if it is dependant on x or
more than one reduced‐objective variable. That is, unless there exists a Pareto constraint gj
such that gi(x, ϵ̃) < gj(x, ϵ̃) ≤ 0 for any feasible value of ϵ̃.
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The implication here is, that changes in constraint activity can occur across the Pareto set if no
ϵ̃i is critically constrained, and no Pareto‐constraint is dominant. Identifying these changes
in activity reveals how the objectives interact, as exemplified in figure 4.4. Pareto‐constraints
can take on several forms, that shape the Pareto set in different ways:

• Bound shift: A Pareto constraint can for example shift the extremum of a mono‐
tonic variable, in effect making it a trade‐off variable. Consider a problem where
f1(x

+
1 , x

−
2 , ϵ̃

−
1 ), and one of the constraints is gi(x+2 , ϵ̃

−
1 ) ≡ 0. As ϵ̃1 → 0, the lub of

x1 shifts downward, worsening the optimum of f1. Thus, gi makes x1 a trade‐off
variable w.r.t. f1 and ϵ̃1, with argmin{ϵ̃1, x2 ∈ χ} = x2 .

• Inconsistency by ϵ: Pareto constraints can narrow the feasible domain of design vari‐
ables that are bounded from above and below. Consider a problemwithU(f+

1 , ϵ̃1
+, ϵ̃2

−)
where a variable x1 is bounded from above by g1(x

+
1 , ϵ̃

−
1 ) ≤ 0 and from below by

g2(x
−
1 , ϵ̃

+
2 ) ≤ 0 . As ϵ̃ → ϵ̃∗, the feasible domain for x is reduced, meaning g1 and g2

become inconsistent beyond the Pareto set. Hence, g1 and g2 reduce objective align‐
ment between ϵ̃1 and ϵ̃2, with one becoming semi‐active at the resulting bi‐objective
Pareto frontier.

• Multiple objectives: Pareto constraints that depend on multiple ϵ̃i drastically reduce
objective alignment, for instance if a constraint takes the form g1(x, ϵ̃+1 , ϵ̃

−
2 ).

Hence, trade‐offs between the reduced‐objectives are apparent in the Pareto‐constraints
themselves. An objective pair, ϵ̃i and ϵ̃j , is in trade‐off if they share a constraint of the form
g(x, ϵ̃i, ϵ̃j) or if their constraints become inconsistent w.r.t. to a shared variable, x, when
ϵ̃ → ϵ̃∗. Such constraints therefore require special attention.

4.3 Tradeoff Rootcause Analysis
With the developments to monotonicity analysis presented in the previous section, we now
have a rigorous foundation for the study of the dependencies that exist between design
objectives. These dependencies may exist throughout the the attainable set A, be specific to
the entire Pareto set C, specific to a region of C, or to single Pareto points.

This allows us to study the topology of the Pareto set; i.e. how it is shaped and positioned
by shared variables and constraints, thereby revealing the root‐causes of the trade‐offs in a
design problem. Yet, this requires systematic reduction of multi‐objective problems down to
a point where this information is reached. In the following, an overview of the information
gained through model reduction is given, followed by an overall analysis procedure, and per‐
spectives on how to support the mostly manual analysis procedure with data from numerical
solution of the optimization problem.

4.3.1 Drivers of Tradeoff
The model reductions permitted by MOMA, allow independent variables (i.e. variables that
only affect one objective) and harmonious variables to be optimized out of the problem.
Thereby, the objectives in the problem are either all partially minimized simultaneously, or
they are partially minimized individually without any impact on the others. In this process,
the reduced model gradually converges towards being an explicit description of the Pareto
set.

A multi‐objective model can be reduced continually, so long as additional active constraints
can be identified, and harmonious or independent variables still exist in the problem. Trade‐
off variable cannot be optimized out without eliminating a part of the Pareto set, unless it is
used to eliminate a bound objective, following the ϵMA approach.
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Figure 4.4: From Paper A: An example of how the topology of a Pareto set is affected by
Pareto constraints. Here the optima of ϵ1 and ϵ2 are determined by g1 and g3 respectively,
with the multiobjective Pareto constraint, g2 further reducing objective alignment

This can lead to a sequence of back‐substitutions introducing new variables or contributions
into the objectives and remaining constraints, causing some of the remaining constraints
to become active (e.g. due to critically), in turn allowing further back‐substitutions. In this
process, trade‐off variables not present in the original model come to light, being introduced
by active constraints throughout the reduction process.

Beyond the benefits in reduced computational cost and model verification, MOMA can hence
be used with the aim of identifying these specific variables and active constraints, which in
effect cause the trade‐offs in the problem. Some of these trade‐off variables can be intro‐
duced due to the activity of multiple constraints, all of which will in effect be a part of the
cause of the resulting trade‐off between the objectives. Thus, we are interested in reducing
multi‐objective models as far down as possible, to reveal most or all of these relationships,
with each reduction step revealing more information. In principle, the model can be reduced
until all of the remaining variables are either trade‐off variables, or variables for which an ac‐
tive constraint cannot be identified (e.g. due to non‐monotonicity or conditional criticality).
This is illustrated in figure 4.5.

This information can then be leveraged by the designer to identify design changes that result
in an improved Pareto set; this will be covered in chapter 5. In principle, there further down
in reduction a trade‐off variable is introduced, the more information the designer gains about
approaches to changing the design, to improve the Pareto‐set. Not only can they attempt to
make the objectives independent of the initial variable which introduced a trade‐off variable
when it was substituted, they can also attempt to change the design in a way that alters or
eliminates one or more of the active constraints that led to the back‐substitution. Consider
the example from section 4.2.2:

min. f1(x
+
1 , x

−
2 , x

+
3 ) = x21 − x2 + x3 (4.32)

s.j.t c1(x
−
2 , x

−
4 , x

+
5 ; ϵ

−
1 ) =

1

x2
− x24 + 2x5 − ϵ1 ≤ 0 (4.33)

g1(x
−
1 , x

+
4 ) = 2x4 − x1 ≤ 0 (4.34)
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Figure 4.5: Each model reduction can introduce different types of contributions into the
objective and constraint functions. If new independent variables or harmonious variables
are introduced into the objective(s), further reductions can be performed if active constraints
can be identified. As a result, trade‐off variables between objectives can hide behind several
layers of active constraints.

g2(x
+
2 , x

−
3 ) = x22 + 4x2 − 2x3 ≤ 0 (4.35)

g3(x
+
2 , x

+
4 ) = x32 + 2x4 − P1 ≤ 0 (4.36)

g4(x
−
5 ) = 10− x25 − 3x5 ≤ 0 (4.37)

which took the following form after reduction:

min. f1(x
+
2 , x

+
4 ) = 4x24 +

1

2
x22 + x2 (4.38)

s.j.t c1(x
−
2 , x

−
4 ; ϵ

−
1 ) =

1

x2
− x24 + 4− ϵ1 ≤ 0 (4.39)

g3(x
+
2 , x

+
4 ) = x32 + 2x4 − P1 ≤ 0 (4.40)

In the unreduced problem, neither x2 nor x4 seemed to be trade‐off variables. The trade‐off
between f1 and c1 is caused by the activity of g1 and g2, which led to x1 and x3 being opti‐
mized out. If this were a design situation, the designer could thus explore several alternative
design changes that would result in beneficial model transformations, to reduce or eliminate
the trade‐off between f1 and the bound objective c1:
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1. Make f1 independent of x1 and/or x3

2. Reduce the gradient of f1 w.r.t x1 and/or x3

3. Make g1 independent of x4

4. Make g2 independent of x2

5. Reduce the derivative of g1 w.r.t x4

6. Reduce the derivative of g2 w.r.t x2

Altering c1 would not necessarily result in an improved optimal set, given that c1 is monoton‐
ically decreasing w.r.t. the x2 and x4, both before and after reduction. As this demonstrates,
there are more potential options for improvement of the Pareto set, than if the two objectives
had shared a trade‐off variable in their unreduced form.

4.3.2 Analysis and Reduction Procedure
Applying the MOMA and ϵ‐monotonicity theorems to multiobjective optimization problems
allows systematic reduction down to a point where the dependencies that exist in the Pareto
set are revealed. The root causes of these dependencies are, from a design perspective, the
constraints and shared variables that create said dependencies. Thus, if we systematically
reduce multiobjective problems and make a note of trade‐off variables, the constraints that
introduce them, and the constraints that bound the Pareto set, we find the relationships that
in effect create, shape, and position the Pareto set.

To reach this point of reduction however, it is necessary to follow a systematic analysis proce‐
dure, to ensure that the largest degree of reduction is achieved, without accidentally eliminat‐
ing trade‐off variables from the problem. Furthermore, given that regional and local analysis
can become necessary, especially in ϵMA, case analysis is an important part of the analysis
process. The steps in the suggested analysis process, build upon upon monotonicity analysis
as developed by Papalambros and Wilde [12, 45]. These are as follows:

1. Model themultiobjective problem as an upper‐bound formulation in negative null form.

2. Set up a monotonicity table, and assess the monotonicity of the objectives and con‐
straints w.r.t. the design variables. Make note of any trade‐off variables.

3. Usemonotonicity analysis procedures to assess whether themodel is well bounded [12],
with the addition of the special case of the well‐boundedness of trade‐off variables. If
the model is not well bounded, add constraints.

4. Identify constraints that are active w.r.t the primary objective and use them to reduce
the model. Make note of constraints that introduce new trade‐off variables. If possible,
identify the conditions under which the bound objectives become active, following
Theorems 1 and 2.

5. Partially minimise the bound objectives when no further reductions to the primary ob‐
jective can be made. Take care not to use constraints that potentially bound other
variables regionally in the objective space. Make note of constraints that introduce
new trade‐off variables.

6. When the remaining variables are either trade‐off variables, non‐monotonic or bounded
by a conditionally critical set of constraints, run the optimization model.

7. If the numerical results reveal further globally active constraints, make further model
reductions.
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8. If any bound objectives are globally active, optimize said objectives out, eliminating
trade‐off variables in the process. The ϵ parameters will now appear in the remaining
constraints and objective functions.

9. Treat ϵ parameters of the eliminated bound objectives as variables and identify the
constraints that bound them. In the presence of conditional critical Pareto constraints,
decompose the problem into Pareto‐Optimal Activity Cases. Identify the values of ϵ that
cause change in constraint activity or make specific constraints inconsistent. Verify this
against the numerical results. Either do this exhaustively, or use the numerical results
to identify cases of interest.

Box 1 ‐ Analysis of Pareto‐optimal Activity Cases (From Paper A)

Step 1 ‐ Case identification
To minimise U(f+

1 , ϵ̃), identify the conditionally critical set of Pareto constraints for
each ϵ̃i. For each gj(x, ϵ̃i) that is conditionally critical w.r.t. ϵ̃i:
1. Assume gj(x, ϵ̃i) ≡ 0 , and solve w.r.t. ϵ̃i.
2. Identify the constraints that become active as a consequence of ϵ̃i → ϵ̃i

∗ ∧
gj(x, ϵ̃i) ≡ 0 and use this to reduce the expression ϵ̃i

∗(x, ϵ̃).
3. Back substitute the eliminated variables into the remaining constraints, including

the Pareto constraints that bound other reduced objective variables. If possible,
identify the glb and lub of ϵ̃l, ∀l ̸= i and use it to solve for ϵ̃l.

Step 2 ‐ Case elimination
Compare the terms for ϵ̃i∗ from each case:
1. If any case j is dominant, i.e. ˜ϵi,j

∗ > ˜ϵi,k
∗ for any feasible value of x and ϵ̃l ,∀l ̸= i

then gk(x, ϵ̃) is either inactive or bounds another variable.
2. If any variable is revealed to be unbounded as a consequence of gj(x, ϵ̃i) ≡ 0,

then the problem is either not well‐constrained, or gj is never critical w.r.t. ϵ̃i,
meaning the case can be disregarded.

3. Identify the conditions under which the remaining cases become active. If fea‐
sible values of x and ϵ̃l ,∀l ̸= i exist such that two cases become equivalent,
i.e. ˜ϵi,j

∗ = ˜ϵi,k
∗ then gj and gk are locally active in the objective space, with

a change in activity occurring at ˜ϵi,j
∗ = ˜ϵi,k

∗. Such points are vertices of the
Pareto set.

Step 3 ‐ Case reduction
Reduce the remaining cases further to identify the extrema of the Pareto set:
1. Further minimise ϵ̃i

∗(x, ϵ̃) by optimizing trade‐off variables out, letting x →
{x if ϵ̃i(x+), x if ϵ̃i(x−)}. If the glb and lub of x cannot be determined, the
problem case can be split into sub‐cases.

2. If possible, identify the cases that yield utopia and nadir points for each objective

Following Theorem 4, the bounds of ϵ̃ can be interdependent, meaning that the minimisation
of ϵ̃i affects the bounds of the remaining ϵ̃j ,∀j ̸= i , and x, causing changes in activity across
the Pareto set. Each change in activity implies local dependencies between the objectives in
regions of the Pareto set, as illustrated in Fig. 4.4. Each potential combination of active
Pareto constraints hence represents a unique Pareto Efficient Activity Case. One can either
exhaustively study all cases, or focus the analysis procedure upon cases of interest. The case
analysis procedure, demonstrated on a problem with minimisation objectives, is shown in
Box 1. It closely resembles the parametric solution procedure developed by Wilde [12], albeit
for objectives instead of design parameters. The analysis of Pareto optimal activity case is
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demonstrated at the end of this chapter.

Beyond potentially deriving single‐objective optima, this procedure can be used to explicitly
derive trade‐off functions of the forms f1(x, ϵ̃) and ϵ̃∗i (x, ϵ̃). As a consequence of Theorem 1,
these equations actually describe the Pareto set prior to the elimination of x , as any feasible
value of a monotonic trade‐off variable yields a Pareto point. If an objective pair ϵ̃i and ϵ̃j
is in trade‐off, then these reduction steps will inevitably yield minima of the form ϵ̃i

∗(x, ϵ̃j−)
and ϵ̃j

∗(x, ϵ̃i−), or of the form ϵ̃i
∗(x) and ϵ̃j

∗(x), where x ⊂ x .

Pareto‐constraints that become inconsistent beyond the Pareto set are revealed as the bound
objectives are optimized out. In simple problems, this degree of reduction might be reached
through algebraic manipulations alone. For complex problems, however, full reduction might
not be worthwhile due to the algebraic effort. Here, one can employ a more pragmatic
approach by utilizing numerical results to identify additional active constraints that can be
used to reduce the model further post optimality.

4.3.3 Interactive Computation and Analysis
As might be evident, the analysis procedure is mostly manual. In some situations it can
be quite arduous to perform all of the analysis manually. Luckily, there are ways in which
numerical solution of the optimization problem, can be used to support the identification
of additional active constraints. For this reason, the trade‐off root cause analysis procedure
includes a step involving numerical solution, and subsequent model reduction. Furthermore,
numerical solution can also support the interpretation of the results of the trade‐off analysis.

Numerical Identification of Active Constraints
If numerical solution reveals constraints that fulfill the Global Activity criterion from Definition
2, then such constraints can essentially be dealt with exactly as with constraints that are found
to be active through MA. This would require that a constraint gi has an associated Lagrange
multiplier λi > 0 in all feasible iterations. As outlined in the pseudo‐code in section 3.1, this
does require that the Lagrange multipliers are stored for each Pareto point.

Any constraint that meets this condition can thus be used to reduce the model further, back‐
substituting variables, thereby, giving a clearer picture of the relationships that exist at the
Pareto set. In principle, one could rely on numerical results to identify all of the globally
active constraints, after constructing the model and setting up the monotonicity table. Here,
it would be useful to update the numerical model to reflect the reductions made. This would
allow the evaluation of the effect of the reductions upon the remaining constraints.

This approach can also be applied to active nonlinear constraints that have no closed form
solution. Eliminating these constraints can make subsequent reductions difficult, as the intro‐
duction of implicit terms into the remaining constraints can make it impossible to identify the
dominant constraint among a set of potentially active constraints. Here, numerical solution
of the model can help reveal the subsequent active constraints, allowing further reduction.

Constraint Violation and Pareto constraints
Numerical solution can also help identify which Pareto constraints shape the Pareto set. This
can reduce the need to studying numerous Pareto optimal Activity Cases. By definition, one
or more of the Pareto constraints will be violated just beyond the Pareto set; the closer to the
utopia point, the more inconsistent the constraints become. Identifying which constraints
are violated ”first” ‐ i.e. closest to the Pareto set, can help identify the Pareto constraints
that bound the Pareto set.

This can be done by exploiting an oft discussed limitation of the ϵ‐constraint method. Com‐
pared to other formulations, the ϵ‐constraint method is computationally inefficient[54], as it
”wastes” computational iterations, for values of ϵ which lie between the utopia point and
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the Pareto set. Furthermore, if the limits of ϵ, ϵL and ϵU are wider than the attainable set
A, prior to computation, the model will fail to identify feasible solutions in cases where the
enforced objective bounds result in inconsistent constraints, meaning χ = {}. The larger the
discrepancy the more computational effort is seemingly wasted. Identifying suitable bounds
a‐priori to computation is not necessarily trivial. Yet, for the purposes of trade‐off root cause
analysis, and the identification of active Pareto constraint, these iterations are not necessarily
wasted. In fact, they can help explain why the region of the objective space between the
utopia point and the Pareto set is not attainable.

There are a few prerequisite to doing so. First, it is necessary to verify that the iterations
that yielded infeasible results, did so due to inconsistency between constraints for specific
values of ϵ, and not due to computational issues. One could for instance run the solve a
constraint satisfaction problem for the iterations that yielded infeasible solutions. In many
optimization engines, this is equivalent to setting disregarding the primary objective, setting
f(x) = 0 and running the optimization problem. One could also utilise global optimization
methods such as NSGA‐ii, or a multi‐start approach, to assess whether a poor initial guess or
a discontinuous attainable set the cause of a lack of convergence.

Secondly, the use of a solver that allows exploration of infeasible regions, exhibits global
convergence to feasibility when provided an infeasible initial guess, and can recover from
infeasibility during iteration, is also a prerequisite. An example of such would be the use of a
sequential quadratic programming (SQP) algorithm and a penalty based merit function [119,
120] (e.g. the SQP implementation in MATLABs fmincon routine):

ϕ(x, λ, µ) = f(x) +
l∑

j=1

wj |hj |+
m∑
j=1

wj |min(0,−gj)| (4.41)

where wj are penalty weights used to minimise constraint violation while minimising the ob‐
jective. This ability to minimise violation, allows exploration of the constraint inconsistencies
that occur beyond the Pareto set. If no feasible solution exists, the algorithm will converge
towards a minimal constraint violation, providing convergence is achieved before the max.
n.o. iterations or the min. step size is reached. For a given computational iteration i where
χ = {}, the minimisation of ϕ will hence result in an infeasible point which is locally as close
to feasibility as possible. As such, one can look at the outputs from numerical solution ‐
F∗(:, i), G∗(:, i), H∗(:, i), and Λ(:, i) ‐ to assess the relationship between the values of ϵ and
the violated constraints for a given solution iteration, i.

If done exhaustively across the objective space, one therefore automatically gains data on
how the Pareto set is shaped by the violation of certain constraints. This does not result in
much additional computational effort, and can help select Pareto optimal activity cases of
interest.

In the SOMA case study, the SQP implementation inMATLAB R2019a fmincon routine is used,
which utilises a globally convergent algorithm for handling inconsistent QP problems in SQP.
The algorithm is based on work by Spellucci [120], and involves recovering from poor initial
guesses using slack variables, and identifying descent directions for ϕ that restore feasibility
by relaxing constraints that are violated in inconsistent QP problems. Alternatively, one could
employ the similar SQP implementation developed by Burke [121]. Beyond the identification
of local optima, it is aimed at allowing the identification of external stationary points, which
are candidate optima that are as close to feasibility as possible.
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4.4 Analysis of the SOMA Device
In order to apply the MOMA and ϵMAmethods developed in the preceding sections, we first
need to transform the model described in chapter 3, into ϵ‐constraint form:

min f1(x) = −

p=8∑
p=1

mp · (Cp + Zp)

(lt1 + lt2 + lb1) ·
p=8∑
p=1

mp

(4.42)

s.j.t c1(x; ϵ1) = dt1 − ϵ1 ≤ 0 (4.43)

c2(x; ϵ2) = ϵ2 − ρ
π

4
d2n1

(
ln1 +

1

3
· ln2

)
≤ 0 (4.44)

c3(x, ϵ3) = ϵ3 −

√√√√√2zacc

gC +
zpreGstd4ps2
8d3ps1namacc

−
zacc

(
1 + macc

mrec

)
Gstd4ps2

16d3ps1namacc

 ≤ 0

(4.45)

g(x) ≤ 0 (4.46)

h(x) = 0 (4.47)

x, ϵ ∈ P (4.48)

where fi = ci−1 for i > 1. As the device size objective is a minimisation objective, while
API payload and impact speed are maximisation objectives, they take different forms, when
transformed into bound objectives. This form allows us to apply the theorems and reduction
procedures.

4.4.1 PreOptimality Analysis and Reductions: MOMA

Figure 4.6: From Paper A: An overview of the key design variables in the SOMA device,
included again in this chapter for the sake of readability

As mentioned, the model is too large to include in this dissertation in its entirety. Corre‐
spondingly, much of its reduction through MOMA involves both extensive and somewhat
tedious algebraic analysis. For the sake of readability, only the constraints and variables that
contribute to the the design issues ultimately revealed by the trade‐off root cause analysis,
will be included in the demonstration of the methods developed in this chapter. The shear
amount of variables and constraints involved in the full model, and all of the reduction steps
involved, are too expansive to include here. Furthermore, the analysis the monotonicity of
each objective and constraint w.r..t each variable, is left out as this involves well described
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analysis procedures. For examples of such, see Papalambros [12, 58, 68], Azarm et al [69],
and Williams & Cagan [122].

Using MOMA, the model was reduced prior to computation down to 18 design variables,
28 inequality constraints, 2 equality constraints and 4 objectives, 3 of them bound. The
constraints of interest to the trade‐off analysis fall in three categories. Firstly, there are the
radial fits between the parts, ensuring that the parts fit together radially ‐ i.e., that the plug
fits into the hub, the hub into the top housing, the spring around the trigger system, and
the top housing in the axial fits between the parts. These are the constraints h2, h3 and g1
to g10. Secondly, there are two stress constraints; a creep stress limit for the load bearing
trigger interface (g11), and a spring yield limit (g12) which is handled implicitly below due to
the size of the actual equation. Finally, there are the axial constraints h8, and g20−g25 which
ensure that the needle has sufficient clearance to the valve before injection, that the needle
hub and valve are manufacturable, and that there is a sufficient amount of dead windings in
the spring.

h1(l
+
t1, d

−
t1) = lt1 − dt1CT = 0 (4.49)

h2(d
+
nh3, d

−
p ) = dnh3 − dp − 2Rcl = 0 (4.50)

h3(d
+
b4, d

−
b5) = db4 + 2Rwt + 2Rcl − db5 = 0 (4.51)

h8(n
+
a , n

+
d , d

+
ps2, l

+
nh1, l

+
nh2, l

+
n1, l

+
n2, z

+
acc, l

−
b1, l

−
t2, l

−
t1)

= Rwt + (na + nd)dps2 + lnh2 + lnh1 + ln1 + ln2 + zacc − lb1 − lt2 − lt1 = 0
(4.52)

g1(d
−
t1, l

−
t1, l

+
t2, d

+
b5) = db5 −

√
2(lt1−lt2)d2t1

lt1
− (lt1−lt2)2d2t1

l2t1
≤ 0 (4.53)

g2(d
+
b3, d

−
b4) = db3 + 2Rov − db4 ≤ 0 (4.54)

g3(d
+
t2, d

−
b3) = dt2 + 4Rwt + 2Rcl − db3 ≤ 0 (4.55)

g4(d
−
t2, d

+
ps1, d

+
ps2) = dps1 + dps2 + 2Rcl − dt2 ≤ 0 (4.56)

g5(d
+
t3, δ

+
nh, d

+
ps2, d

−
ps1) = dt3 + 2(δnh +Rcl +Rwt) + dps2 − dps1 ≤ 0 (4.57)

g6(d
+
nh2, d

−
t3) = dnh2 − dt3 + 2Rcl ≤ 0 (4.58)

g7(d
−
nh2, d

+
nh3) = dnh3 + 2Rwt − dnh2 ≤ 0 (4.59)

g8(δ
−
nh) = 0.3mm− δnh ≤ 0 (4.60)

g9(d
−
p ) = 1mm− dp ≤ 0 (4.61)

g10(δ
+
nh, d

−
nh3) = 2δnh +Rcl − dnh3 ≤ 0 (4.62)

g11(d
−
ps1, d

+
ps2, n

−
a , z

+
pre, δ

−
nh, w

−
nh) =

zprecos(Θnh)Gstd
4
ps2

16d3ps1naδnhwnh
− σc ≤ 0 (4.63)

g12(d
−
ps1, d

+
ps2, n

−
a , z

+
pre;σy) ≤ 0 (4.64)

g20(l
+
b3, l

+
v1, z

−
acc) = lb3 + lv1 + Ztol − zacc ≤ 0 (4.65)

g21(l
−
nh1) = 1.5mm− lnh1 ≤ 0 (4.66)

g22(l
−
nh2) =

5

2
Rwt − lnh2 ≤ 0 (4.67)

g23(l
−
v1) = Rwt − lv1 ≤ 0 (4.68)

g24(n
−
d ) = 1.5− nd ≤ 0 (4.69)

g25(w
+
nh, d

−
p ) = wnh +Rcl + 3/2Rst − dp ≤ 0 (4.70)

where CT is the aspect ratio between the diameter and height of the top housing, Rwt is the
min. wall thickness, Rov the min. radial interface overlap, Rcl the min. radial clearance, Θnh

the contact angle in the trigger interface, Gst the shear modulus of the spring steel, and σc
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the allowable stress in the trigger interface, σy is the allowable stress in the spring, and nd

is the number of dead windings in the spring. The variables are illustrated in fig. 4.6. The
monotonicity of the objectives is shown in the partial monotonicity table of the optimization
problem, seen in table 4.1. As the table is partial, some variables may seem to be critically
constrained without actually being so.

The only trade‐off variables that are visible so far, are the device diameter, dt1, the spring wire
diameter dps2, the length of the needle and its tip, ln1 and ln2, as exhibited by their opposite
monotonicity in the objectives. To begin reducing the problem, we first use h1 to eliminate
lt1, h2 to eliminate dnh3, h3 to eliminate db5, and h8 to eliminate zacc. Furthermore, several
inequality constraints are critical; g2 is critical wrt. db4, g3 w.r.t db3, g4 w.r.t dt2, g6 w.r.t. dt3,
g21 w.r.t. lnh1, g22 w.r.t. lnh2, g23 w.r.t. lv1, and g24 w.r.t. na. Following Definition 1 and
Theorem 1, none of these are trade‐off variables, meaning we can apply MP1 to eliminate
these variables. After back‐substitution, the objectives and constraints have changed. This
results in the following changes, with some functions being shown implicitly, due to their
length:

min. f(l−t2, d
−
t1, l

−
b1, d

+
t3, d

+
ps1, d

+
ps2, d

+
nh2, δ

+
nh, d

+
p , w

+
nh, l

+
n1, l

+
n2) (4.71)

s.j.t. c1(d
+
t1; ϵ1) = dt1 − ϵ1 ≤ 0 (4.72)

c2(d
−
n , l

−
n1, l

−
n2; ϵ2) = ϵ2 − ρ

π

4
d2n1

(
ln1 +

1

3
· ln2

)
≤ 0 (4.73)

c3(d
−
t1, l

−
t2, l

−
b1, d

+
ps1, d

−
ps2, d

+
nh2, δ

+
nh, l

+
n1, l

+
n2; ϵ3) (4.74)

g1(d
−
t1, l

+
t2, d

+
ps1, d

+
ps2) = dps1 + dps2 + 6Rwt + 6Rcl + 2Rov

−

√
2(CTdt1 − lt2)dt1

CT
− (CTdt1 − lt2)2

C2
T

≤ 0
(4.75)

g5(d
+
nh2, δ

+
nh, d

+
ps2, d

−
ps1) = dnh2 + 2δnh + dps2

− dps1 + 4Rcl + 2Rwt ≤ 0
(4.76)

g7(d
−
nh2, d

+
p ) = dp + 2Rwt + 2Rcl − dnh2 ≤ 0 (4.77)

g8(δ
−
nh) = 0.3mm− δnh ≤ 0 (4.78)

g9(d
−
p ) = 1mm− dp ≤ 0 (4.79)

g10(δ
+
nh, d

−
p ) = 2δnh −Rcl − dp ≤ 0 (4.80)

g11(d
−
ps1, d

+
ps2, n

−
a , z

+
pre, δ

−
nh, w

−
nh) =

zprecos(Θnh)Gstd
4
ps2

16d3ps1naδnhwnh
− σc ≤ 0 (4.81)

g12(d
−
ps1, d

+
ps2, n

−
a , z

+
pre;σy) ≤ 0 (4.82)

g20(l
+
b3, n

+
a , d

+
ps2, l

+
n1, l

+
nh2, d

−
t1, l

−
t2, l

−
b1)

= lb3 + (na + 1.5)dps2 + ln1 + ln27/2Rwt + Ztol + 1.5mm− Ctdt1 − lt2 − lb1 ≤ 0

(4.83)

g25(w
+
nh, d

−
p ) = wnh +Rcl + 3/2Rwt − dp ≤ 0 (4.84)

So far, trade‐offs have been revealed between size, c1, and both impact velocity, c3, and
self‐orientation, f1, through dt1, and between impact velocity and self‐orientation through
the spring wire diameter dps2. Increasing the wire diameter increases spring force and hence
velocity, but it also increases the spring mass, shifting the system centre of mass upward.
Here it is also worth noticing, that the elimination of zacc and lt1 has introduced trade‐off
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variables into c3, namely dt1, ln1, and ln2, meaning impact velocity is in trade‐off with device
size API payload.

Following Theorems 1 and 2, the boundedness of dt1 reveals important information about
the SOMA device. Firstly, c1(x; ϵ1) ≡ 0 for any ϵL(1) < ϵ1 < ϵU (1). Secondly, the only non‐
objective lower bound for dt1 is g1, the constraint that ensures that the top and base housings
fit together radially. This means that g1 will be active at the single‐objective minimum. Look‐
ing at eq. 4.75, it is evident that all the objectives cannot be minimised simultaneously,
without reaching a point where c1(d

+
t1) < g1(d

−
t1) meaning that X (dt1) = . Hence, g1 is at

least semi‐active in any bi‐objective Pareto‐front involving the size objective, c1. As a conse‐
quence, lt2 is a trade‐off variable when g1 is active, and dps2 also becomes a trade‐off variable
w.r.t. size. The implication for design is, that the further the mating surface between top and
base is moved downward, the less space there is available for the spring mechanism. The
only harmonious variable left in g1, is dps1; identifying its’ glb may reveal additional variables
that contribute to the trade‐offs between f1, c1 and c3.

The remaining variables, including dps1, na, and wnh have a conditionally critical set of con‐
straints. Specifically, the spring, hub, and plug variables are potentially bound by inequality
constraints relating to the yield stress of different parts, while the top housing variables are
also involved in remaining axial fit constraints not shown above. Hence they cannot be elim‐
inated without substantial algebraic manipulation to identify the glb or lub of each variable
for any values of ϵ, meaning it is more efficient to identify the remaining active constraints
numerically.

4.4.2 Numerical Results

Figure 4.7: From Paper A: Different projections of the 4D‐Pareto set, where the 4th objective
is visualised with a color map

The upper bound problem was solved 200,000 times using the SQP fmincon routine in MAT‐
LAB2019R [123] for different values of ϵ sampled from a uniformly distributed quasi‐random
set (a leaped Halton set) between ϵL = [8.5mm;1.5mg;10m/s] and ϵU = [11.5mm;4.5mg;30m/s].
These values were set based on input from the SOMA team in Novo Nordisk. The results are
shown in Figs. 4.7‐4.4.2 and Table 1.
As the minimum λ values of each bound objectives are positive, they are active in the entire
feasible sampling region and all feasible solutions are Pareto‐optimal. As seen in figures
4.7‐4.8, all four objectives are in trade‐off with each other.

While 42% of the iterations yielded feasible, optimal solutions, the other 58% failed to iden‐
tify a feasible solution. To verify the model that led to these results, a few measures were
taken. Firstly, the validity of the MA was assessed by running the original unreduced model
over a narrower range of ϵ values (due to the increased computational cost). This led to the
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Objectives-Design Variables 
Top and Base Housing

Pareto-set 
2D Projection

Pareto optimal point

Infeasible point

Legend

X

Figure 4.8: Top: A 2D visualisation of the identified Pareto set, showing the pair‐wise trade‐
offs Bottom: The objective‐variable relationships that exist at the optimum, for the design
variables left in the reduced model describing the top and base housings.
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Objectives-Design Variables 
Trigger System

Objectives-Design Variables 
Power Spring

Figure 4.9: Top: The objective‐variable relationships that exist at the optimum, for the design
variables left in the reduced model describing the trigger system Bottom: The objective‐
variable relationships that exist at the optimum, for the design variables left in the reduced
model describing the spring.
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Constraint is active Constraint is inactiveConstraint is violated

Activity of the Bound Objectives

Globally Active Constraints

Select Regionally Active Constraints

Legend

Figure 4.10: Constraint activity plotted across the sampled range of ϵ values. Notice how the
”Top‐housing snap diameter” becomes active, and then violated in the transition from the
Pareto set to the infeasible region.
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Objective Optimum Nadir λmin λmax

f1 ‐0.78h ‐0.64h ‐ ‐
ϵ1 8.67 mm 11.50 mm 0.0131 2.7708
ϵ2 4.50 mg 1.50 mg 0.0016 0.4355
ϵ3 28.34 m/s 10 m/s 0.0008 0.3795

Table 4.2: Numerical results

same results as with the reduced model. Secondly, a constraint satisfaction problem was run
for all the failed iterations. This was used to search for a feasible solution to use as a new
initial guess in a re‐run with the same values of ϵ. Only 1.8% of these cases identified a new
feasible initial guess, and these all yielded a Pareto point subsequently. This indicates that
the remaining iterations indeed failed due to a lack of feasible domain caused by inconsis‐
tent constraints, meaning that the approximate Pareto‐frontier of the sampled objectives had
indeed been identified. Finally, the non‐reduced problem was also run with the NSGA‐ii rou‐
tine built into MATLAB (gamultiobj), to rule out the possibility of a discontinuous attainable
set. No solutions were identified that dominated any of the Pareto points found using the
ϵ‐constraint model. It should be mentioned however, that this suffered from computational
issues (a substantial computation time) meaning the model was run with a smaller population
than the size of the results from the ϵ‐constraint model.

Furthermore, several Pareto optimal designs in the set were identified that were similar in
proportions to the existing design developed by the SOMA project. This indicates that the
project has reached a design through iterative design that is at least Pareto adjacent, which
also indicates that the optimization model reflects reality.

Looking at the results, it is worth recalling that the US‐FDA generally recommends pills and
capsules stay below a standard 00‐size[111], which has a 8.35mm diameter, while the largest
standard size, 000 capsules, are 9.91mm in diameter. Complications from swallowing pills
start at about 8mm and grows substantially beyond a diameter of 11mm [110]. Thus, a sub‐
stantial loss of utility occurs beyond 9.91 mm, beyond which a sharp increase in swallowing
complications is likely, all the while the SOMA would become more expensive, having to be
supplied inside non‐standard capsule. Initial work in the SOMA project has revealed that the
impact velocity is critically important to the bioavailability of the delivered API (the % of the
administered drug that reaches systemic circulation). It is also critical to the robustness and
cost of the shaping of the needle geometry, as a low velocity results in a need for a sharper
tip. Thus, the trade‐off between size and velocity ultimately affects the amount of drug that
can be delivered in a swallowable device, and the cost of treatment. Beyond this, the impact
velocity objective also seems to have the largest degree of trade‐off with the other objectives.

In inspecting the results further, an one might get an indication of what drives these trade‐
offs. First, looking at the objective‐variable relationships for each of the Pareto points, does
reveal additional information. Figures 4.8‐4.9 show these relationships for select variables.
Inspecting the shapes of these plots, indicates that there might be some linear dependencies
between some of the design variables (due to active constraints) meaning more variables can
be optimized out, post‐optimality. There are:

• Between the plug diameter (dp), plug hole (dnh2), and trigger arm width (wnh). It
is worth noting that all three have opposite trends with the device diameter and the
impact velocity, despite them being harmonious variables in the pre‐optimality MOMA.
This points to that the active constraints that create the linear dependency, probably
worsen the trade‐off between the two objectives.
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• Between the spring coiling diameter (dps1), spring wire diameter (dps2), and the trigger
overlap (δnh). Here, it is again worth noticing the trend for dps1 and δnh in the device
diameter and impact velocity objectives; both are harmonious variables, again point‐
ing to that the active constraints determining their value, are worsening the trade‐off
between the two objectives.

• Between spring pretension (zpre) and number of active coils (na), which is perhaps un‐
surprising given that they are both involved in the spring yield stress constraint, having
an opposite monotonic influence on the constraint.

Inspecting the activity of the constraints across the entire sampled range of ϵ yields further
information, which can be used in the subsequent trade‐off root cause analysis. As shown
in figure 4.10, there are six constraints that are globally active ‐ i.e. in each Pareto point (c.f.
definition 2). The constraints in question are g5 (spring‐trigger radial fit), g7 (plug fit), g11
(trigger creep load), g12 (spring yield limit), g25 (a molding constraint), and the axial spring‐
trigger fit (they are equally long).

Furthermore, a few constraints that are regionally active constraints are shown at the bottom
of figure 4.10. Note how g1 becomes active around the same region of the sampled domain,
as the solutions start becoming infeasible. Interestingly, one of either g1 and g5, and g7 were
violated in every infeasible iteration, pointing to inconsistent constraints beyond the Pareto
set, indicating that the design of the spring and trigger might be determining the 3D Pareto
frontier between the three bound objectives. This might indicate, that the sudden activity
of g1 around the 3D frontier, is causing some constraint inconsistencies beyond the Pareto
set. Yet, without further analysis, the optimization results cannot directly reveal what causes
these trade‐off.

This numerical data gives additional insights that can be used in further MOMA and ϵMA,
to reveal the root causes of the trade‐offs in the SOMA design. These subsequent model
reductions might reveal the explicit relationships at play in and beyond the Pareto set, and
the trade‐off variables therein.

4.4.3 PostOptimality Analysis: ϵMA and Tradeoff Root causes
Given the numerical results, we now have a set of globally active constraints, that can be
used to reduce the problem further. Furthermore, it is of special interest to identify the active
constraints that cause the aforementioned linear dependencies, as these seem to drive trade‐
off between the size and impact velocity.

The global activity seen in the numerical results is used to eliminate several variables, which
are eliminated in the following sequence:

1. The activity of g7 reveals that d∗nh2 = dp + 2(Rwt +Rcl)

2. The activity of g5 reveals that d∗ps1 = dp + 2δnh + dps2 + 6Rcl + 4Rwt

3. The activity of g25 reveals that w∗
nh = dp − 3/2Rwt −Rcl

4. The activity of g12 reveals that n∗
a = na(d

−
p , d

+
ps2, z

+
pre)

This allows further reduction of equations 4.71‐4.84, with the sequence of elimination mean‐
ing that zpre disappears from g11. Along with the elimination of dps1 and wnh, this leaves
g11(d

+
ps2, δ

−
nh;σc). For the sake of comprehension, g11 will not be eliminated yet.

After these reductions, we can move on to ϵMA, by using the globally active bound size
objective c1(d

+
t1; ϵ1) to eliminate dt1, and c1(d

−
n , l

−
n1, l

−
n2; ϵ2) to eliminate ln1. This introduces

ϵ̃1 into g1, and ϵ̃2 into g20 , and both of them into the two objectives, f1 and c3,:
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min. f(l−b1, l
−
t2, d

+
t3, d

+
ps2, δ

+
nh, d

+
p , ϵ̃1

−, ϵ̃2
+) (4.85)

s.j.t. c3(l
−
b1, l

−
t2, d

−
ps2, d

+
p , δ

+
nh, ϵ̃1

−, ϵ̃2
+; ϵ3) (4.86)

g1(ϵ̃1
−, l+t2, d

+
ps2, d

+
p , δ

+
nh) = 2dps2 + 2δnh + dp + 10Rwt + 12Rcl

+ 2Rov −

√
2(CT ϵ̃1 − lt2)ϵ̃1

CT
− (CT ϵ̃1 − lt2)2

C2
T

≤ 0 (4.87)

g8(δ
−
nh) = 0.3mm− δnh ≤ 0 (4.88)

g9(d
−
p ) = 1mm− dp ≤ 0 (4.89)

g10(δ
+
nh, d

−
p ) = 2δnh −Rcl − dp ≤ 0 (4.90)

g11(d
+
ps2, d

−
p , δ

−
nh) ≤ 0 (4.91)

g20(l
+
b3, d

+
ps2, d

+
n1, l

+
n2, l

−
t2, l

−
b1, ϵ̃1

−, ϵ̃2
+) = lb3 + (na(d

−
p , d

+
ps2, z

+
pre) + 1.5)dps2

+
4ϵ̃2

ρapiπd2n1
+ ln2/3 + 7/2Rwt + Ztol + 1.5mm− Ctϵ̃1 − lt2 − lb1 ≤ 0

(4.92)

In this form, two Pareto constraints are revealed, namely g1 and g20. As expected, g1 makes
lt2 a trade‐off variable, as lt2 → 0 as ϵ̃1 → 0 when g1 ≡ 0 ,and given that f(l−t2) and c3(l

−
t2).

The velocity objective c3 has not been optimized out, as there is no closed form solution to
c3(x, ϵ̃1; ϵ3) ≡ 0 w.r.t any x . Its elimination would involve solving for dps2, as it is critically
constrained from below by c3 and is shared with the largest number of constraint functions
that remain in the model. This would make g1 a multiobjective Pareto constraint. Therefore,
g1 is involved in three Pareto‐optimal activity cases; when g1 bounds ϵ̃1, dps2, and lt2. We will
use these cases to demonstrate the application of ϵMA, using the Analysis of Pareto‐optimal
Activity Cases procedure described in section 4.3. This reveals the root cause of the shape
and position of the bi‐objective Pareto front between size and velocity.

Activity case 1: Smallest Possible Device, U(ϵ̃1+)
Here g1 determines ϵ̃1

∗ and yields the optimal size. Eliminating lt2, allows a closed form
solution for ϵ̃1 using Eq. 4.87. Letting lt2 → 0, implying that the mating surface between
top and base is located at the widest point of the device, allows the smallest ϵ̃1. Inserting
this, and the parameter values, Ct = 0.68, Rwt = 0.45mm, Rcl = 0.1mm, Rov = 0.6mm ,
and letting δnh → δnh and dp → dp yields a reduced expression:

g1(ϵ̃1
−, d+ps2, d

+
p , δ

+
nh) = 2(dps2 + δnh) + dp + 7mm− ϵ̃1 ≤ 0 (4.93)

⇒ ϵ̃1(d
+
ps2, δ

+
nh, d

+
p ) = 2dps2 + 2δnh + dp + 7mm (4.94)

⇒ g8(δnh−) ≡ 0 ∧ g9(d
−
p ) ≡ 0 (4.95)

⇔ δnh = 0.3mm, dp = 1mm (4.96)

⇔ ϵ̃1
∗ = 2dps2 + 8.6mm (4.97)

As dps2 is a trade‐off variable, minimising ϵ̃1 will lead to a point where g11 < g8 and g11 < g9
w.r.t. δnh and dp. This results in g8 and g9 becoming active, leading to the back‐substitution
performed in eqs. 4.94‐4.97. As we know, g11 is globally active, meaning that X (dp2) is
narrowed at the Pareto frontier between size and velocity, given that the reductions made in
this activity case leave g11(d+ps2;σc) and c3(d

−
ps2, ϵ̃1

−; ϵ3). Further, c3 is critical w.r.t. bounding
dps2 from below (as ϵ̃∗1(d

+
ps2)) , meaning that ϵL(3) ultimately determines the lowest feasible

value of dps2, and hence ϵ̃1
∗.
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Activity case 2: Maximum Impact Velocity, U(ϵ̃3−)
Here g1 determines dps2. As c3 is monotonically decreasing w.r.t. dps2 to the power of 4,
its supremum yields the single‐objective optimal impact velocity. Thus, the same parameter
values and value of lt2 can be inserted as in Case 1. Furthermore, we utilise that we know
that g11 is globally active. It is a interface stress criterion, and because the spring force
grows with the wire diameter, the dimensions that determine the area ‐ dp and δnh increase
correspondingly. This in turn makes g10(δ+nh, d

−
p ) active, as g9 < g10 for any δnh > 0.45mm..

Assuming the spring force is increased to make g10 active, and subsequently using g11 to
eliminate δnh, yields:

g8 ≡ 0 ⇒ d∗p = 2δnh −Rcl (4.98)

g11 ≡ 0 ⇒ δnh = δnh(d
+
ps2;σc, σy) (4.99)

⇒ g1(ϵ̃1
−, d+ps2) = 2dps2 + 4δnh(d

+
ps2;σc, σy)−Rcl + 7mm− ϵ̃1 (4.100)

⇒ dps2 = 0.5(ϵ̃1 − 4δnh(d
+
ps2;σc, σy)− 6.9mm) (4.101)

As no closed form solution exists, g11 has been used to implicitly eliminate the trigger overlap
δnh which determines the size of the load bearing trigger interface ; σy is the yield stress of
the spring, and σc is the allowable static stress in the trigger interface. This substitution
reveals a feedback coupling; as the wire diameter dps2 is increased, so does the required load
bearing area, reducing the space available for the spring wire in a device of a given size, ϵ̃1.
Correspondingly, as d∗ps1 = dp+2δnh+ dps2+4Rcl +2Rwt, stiffening the spring by reducing
the coiling diameter, also reduces the available load bearing area, and the allowable plug
size. In other words, the Pareto frontier between the device diameter and spring, is caused
by the spring needing to fit around the trigger.

Activity case 3: Lowest Possible Center of Mass, f1(l−t2)
Here g1 determines lt2. As f1(l

−
t2), this case occurs at the single objective optimal self‐

orientation. Given the non‐linearity of Eq. 4.87 w.r.t. lt2, the variable is best eliminated
implicitly, yielding lt2 = lt2(ϵ̃1

+, d−p , d
−
ps2, δ

−
nh). As a consequence dps2 is bounded by c3, dp

by either g9 or g10, and δnh by either g8 or g11. Furthermore, ϵ̃1 = ϵU (1) , as no constraint
bounds ϵ̃1 from above.

4.4.4 Design Implications
Through the application of MOMA, numerical solution of the optimization, and subsequent
MOMA and ϵMA, we have gained valuable information about the SOMA design. Through
opportunistic, yet rigorous analysis, we have found the dependencies and constraints that
cause the trade‐offs between the four modelled objectives.

First, the application of multi‐objective monotonicity analysis before and after computation,
revealed several trade‐off variables, some of which are not directly apparent in the initial
mode. The key trade‐off variables and the constraints that introduce them or worsen their
effect, are shown in table 4.3. Of the variables not already discussed in the preceding sec‐
tions, lb3 is involved in a regional trade‐off between API payload and self orientation, caused
by the regional activity of g20. In essence, the longer the API needle, the less space remains
for a thick layer of material in the lowest area of the base housing, and correspondingly, the
larger lb3 is, the less space there is for the needle. This is driven my the fact that g20 ensures
that the needle does not protrude through the valve, before the device is triggered. Further‐
more, dn1, the diameter of the needle is a trade‐off variable, as it increasing it increases the
API payload, but it also increases the size of the hole in the base that it passes through during
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dt1 lt2 lb3 dps2 ln1 dn1
f1 ‐ Self Orientation ‐ ‐ ‐ + + +
c1 ‐ Diameter + (+) + (+)
c2 ‐ API Payload ( ‐) (+) (+) ‐ ‐
c3 ‐ Impact Velocity ‐ (‐/N) ‐ + +

Caused or worsened by
h1,h8,
g1, g20

h8,g1,g20 g20

h8, g1, g5,
g8, g10, g11,
g12, g20

h8,g20 g31

Table 4.3: An overview of the key trade‐off variables, and the constraints that either cause
their introduction into the objective functions, or increase their influence. A parentheses
denotes a regional dependency, caused by a regionally active constraint. Of note here, is
that c3 becomes non‐monotonic w.r.t. lt2, if g1 is active and is used to eliminate dps2.

injection. This removes material from the lowest part of the device, worsening the position
of the center of mass.

Importantly, some active constraints do not directly introduce trade‐off variables, but rather
increase the influence of variables already present in the optimization problem. An example
of such, is the back‐substitution of na, which increases the influence of dps2 upon self ori‐
entation, as the spring yield limit constraint (g12) in effect means that the number of spring
coils grows monotonically as the spring wire diameter is increased.

Other constraints might not be globally active in the numerical results, but when reduced
further, are revealed to further worsen trade‐offs between certain objective pairs. Such ten‐
dencies were revealed through ϵMA, giving a better understanding of what relationships
define bi‐objective Pareto frontiers or the single‐objective optima. An example of such, is g1,
which ultimately defines the shape and position of the frontier between impact velocity and
device diameter , as seen in activity cases 1‐3.

Yet, the most important question here , is what these results imply about the current SOMA
design. A revealing approach, is to look at the active constraints and (regional) trade‐off
variables present at different vertices in the Pareto set. Examples of important vertices (e.g.
the single objective optimum of self orientation and size) are visualised in figure 4.11.

Quite tellingly, the spring coiling diameter, dps1 is at its lower bound in each one of these
vertices, but as seen in the objective‐variable plots in figure 4.9, its optimal value grows
monotonically with the impact velocity. Meanwhile, lt2 is on opposite ends of its feasible
domain, when comparing the center of mass objective with device diameter and impact
velocity. Despite g1 being a regionally active constraint, it does seem to cause a quite a
bit of conflict between the objectives. Based on this, the identified trade‐off variable,s the
constraints that cause them, and the regional relationships that exist between the objectives
we can, seen from a design perspective, surmise that there are (at least) four primary causes
of trade‐off

1. Radial Spring Fit The spring fits around the trigger, meaning that , the spring coil diameter
is given by d∗ps1 = dps1 = dps2+2δnh+dp+6Rcl+4Rwt. The coiling diameter influences the
spring force to the third power, yet cannot be reduced without reducing the available load
bearing surface in the trigger surface. Looking at the spring index (ratio between the coiling
diameter and wire diameter) of each Pareto optimal solution, we see that the configuration
itself can be argued to be far from optimal. Figure 4.12 shows a histogram of the spring
index, for the set of Pareto optimal solutions identified in section 4.4.3.
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Figure 4.11: Looking at the changes in constraint activity at important vertices in the Pareto
set, reveals important knowledge about the drivers of the trade‐offs between the modelled
objectives. The effect of these activities is illustrated in the sketches of the vertex designs of
the SOMA

As found by Wahl [112], the volumetric efficiency of compression springs decreases mono‐
tonically with the spring indices beyond 4. Yet, given that diameter of the trigger grows with
the spring force, the volumetric efficiency of the SOMA is reduced as the impact velocity is
increased. This worsens the achievable combination of device size and impact velocity.

The result of this relationship, is that g1takes the form:

g1(ϵ̃1
−, l+t2, d

+
ps2, d

+
p , δ

+
nh) = 2dps2 + 2δnh + dp+

7mm−

√
2(CT ϵ̃1 − lt2)ϵ̃1

CT
− (CT ϵ̃1 − lt2)2

C2
T

≤ 0
(4.102)

In its non‐reduced form, g1 was a fit constraint describing the fit between upper and lower
housing. When g1 is active, any increase in springwire diameter results in an increase in device
size, a reduction in trigger overlap, or a reduction of lt2. The result, is a three dimensional
trade‐off between velocity, size, and self orientation.

2. Boundedness of the trigger: In continuation of the above, the trigger geometry itself
presents its own challenges. Prior to computation, the harmonious variables dp and δnh
were bound by a conditionally critical set of constraints. Looking at constraint activity at
the bi‐objective Pareto frontier between size and velocity, revealed a locally active glb of dp,
g10 = 2δnh − dp − Rcl ≤ 0, which prevents the trigger arms from colliding with each other
thereby jamming the device. Further, a stress criterion for the trigger interface, g11(d+ps2, δ

−
nh),

is globally active, in effect locking the relationship between the spring wire diameter, dps2 and
the trigger overlap δnh.
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Figure 4.12: The distribution of spring indices in the set of Pareto‐optimal solutions

The implication of the activity of g10 and g11, is that the influence of dps2 upon the trade‐off
of velocity against size and self‐orientation is multiplied, as any increase in dps2 results in an
increase in both dp and δnh, all of which contribute to size and mass. These dependencies,
specific to the Pareto‐set, mean that the spring force can only be increased to a certain point
for a given device size. Beyond this point, the device would fail due to creep fracture driven
by high static interface stress or simply not fit together radially.

3. Axial fit of internal components: The impact velocity is determined by the force profile
exerted by the spring, the frictional resistance in the system, and the acceleration stroke
distance between the tip and tissue (zacc). Given that the internal parts in the SOMA device
are mounted in a vertical series, zacc is involved in the following constraints:

h8 = Rwt + (na + nd)dps2 + lnh2 + lnh1 + ln1 + ln2

+zacc − lb1 − lt2 − lt1 = 0

g20 = lb3 + lv1 + Ztol − zacc ≤ 0

(4.103)

Through MOMA and computation, several constraints were found to be active, resulting in
the following term describing zacc in the optimal set:

zacc = Ctdt1 + lt2 + lb1 − (na(d
+
ps2, z

+
pre) + 1.5)dps2 − ln1 − ln2 − 1.5mm− 7/2Rwt

(4.104)

This relationship, which is specific to the optimal set, reveals that any increase in the spring
length comes at the cost of needle length or device size. Furthermore, any increase in the
needle length also moves the spring (and its high mass) upward, resulting in a worse position
of the center of mass. Thus, we can surmise that the serial arrangement of spring and
needle detrimentally influences the achievable combination of API payload, impact velocity,
and position of center of mass.

Furthermore, this serial arrangement also means that g20, a locally active constraint that
prevents the needle from protruding through the valve before injection, contributes to the
trade‐offs involving all four objectives, as seen through its reduced form, shown in equation
4.92.
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4. Assembly Features ‐ Joining of the top and base housings The housing snap (db4 −
db3 = 2Rov = 1.2mm), the cylindrical geometry on the top housing which seals the valve
against the base, and needle attachment (lnh1 = 1.5mm) on the needle hub, are assembly
features that result in parametric contributions that detrimentally affect the Pareto set, as
seen through the radial and axial constraints, through zacc, and the parametric contributions
in the the reduced form of g1. Given the activity of these constraints, any design change that
eliminates these contributions would improve the Pareto‐set. The housing snap and cylindri‐
cal geometry have an especially negative impact on the trade‐off between self orientation
and device diameter, given that they affect the relationship between the achievable device
size, and the position of the housing split lt2 (through g1), which is highly influential upon
the position of center of mass, as seen in the objectives‐variables plots in figure 4.8.

How the knowledge of these four issues can be leveraged in redesign, will be demonstrated
at the end of the next chapter. This will involve systematic design changes which result in
changes to the Pareto set, resulting in improved overall performance and reduced trade‐offs.
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5 Tradeoff Mitigation Through Redesign

This chapter presents the prescriptive research which builds upon the results of the previous
chapter, to define an opportunistic configuration redesign methodology where the designer
uses the MOMA and ϵMA methods to identify directions for configuration design changes
which may yield reduced trade‐offs or improved performance. Hence, the chapter presents
answers to RQ3. Most of this work was originally described and submitted for publication
in Paper B. The chapter starts with formal definition of design improvement, followed by
the a formal treatment the outputs of Pareto set dependency analysis (MOMA and ϵMA),

which gives rise to a set of design principles. The chapter then continues with the
presentation of a redesign methodology as the systematic application of these principles to
eliminate dependencies and relax the constraints that limit optimality. This methodology is
then applied to the SOMA case, to derive 11 novel redesigns. This redesign process, and
four of the resulting redesigns are described in Paper B, and in (until now) three patent

applications submitted by the case company in the authors name.

5.1 Defining Design Improvement
In the preceding chapter, the Pareto‐set Dependency Analysis method was developed, with
the aim of allowing systematic root cause analysis of the trade‐offs in a design. This method
consists of a set of mathematically founded procedures for multi‐objective monotonicity anal‐
ysis, model reduction, and analysis of regions or vertices of the Pareto set. In the presence of
monotonic design properties, the systematic application of these procedures allow the iden‐
tification trade‐off variables, harmonious variables, active constraints, and Pareto constraints
of a design problem, both globally and regionally in the Pareto set.

As these dependencies and constraints affect the Pareto set, it stands to reason, that intro‐
ducing configuration design changes which eliminate or reduce some of these dependencies
and relax some of the constraints, would result in new Pareto set. Thus, we can potentially
use the outputs of Pareto set dependency analysis to identify configuration design improve‐
ments.

Yet, before considering how to identify design improvements, we first need a formal defi‐
nition of what design improvements even constitute. Here, it is important to consider that
configuration design changes imply changes to the optimization model. Thus, we need a for‐
mal approach to comparing the results of multiple optimization models, describing different
configuration designs, in order allow the evaluation of whether a redesigned configuration
is in fact an improvement. Here, we can employ the notion of meta‐Pareto optimality [55]
which involves comparison of different solutions to the same design problem:

Definition 4 Meta‐Pareto Set
Given Pareto sets C1, C2, ..., Cp for p configuration solutions for a given design problem, the
meta‐Pareto set C̆ consists of points within the union of these sets, CU = C1 ∪ C2,∪... ∪ Cp,
that are Pareto‐optimal with respect to the set C̆. A point f∗ is meta‐Pareto‐optimal if and
only if there exists no point f ∈ CU such that fi ≤ fi∗ for all i and that fi < fi∗ for at least
one i.
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The use of the meta‐Pareto set essentially allows the comparison of Pareto points from differ‐
ent optimization models, so long as they involve the same objective measures. Assuming that
the configuration design changes identified with the support of Pareto‐dependency analysis,
do not result in new or changed objectives, we can thus introduce the following definition:

Definition 5 Design Improvement Criterion
If a configuration with Pareto set C0 is redesigned, resulting in a new Pareto set C1, the
redesign is said to be an improvement, if and only if the meta‐Pareto set of C0 and C1 is
identical to C1, namely, C̆ = C1 for any weighting vector W, which implies that all of the
Pareto points of the original design are at least weakly dominated by the Pareto points of the
redesign.

Under this definition, the redesigned configuration(s) can still involve changed objective and
constraint functions, so long as the objectives themselves (e.g. minimise system mass) are
the same, allowing comparison in the same k‐dimensional objective space.

Figure 5.1: From Paper B: The difference between constraint satisfaction (1), design opti‐
mization (2), and configuration design improvement (3).

The definition implies that the achievable performance in the new design is at least equal
to or better than that of the previous design, w.r.t. all criteria, exemplified in Fig. 5.1. This
formal definition is independent of the design context and the relative importance of the
objectives, and it uses quantifiable properties we can employ in deriving rigorous redesign
principles. Since optimality is defined only in the context of the particular optimization model
[12], there is an implicit assumption that such comparisons are made using models of similar
fidelity. To account for the situation in which the condition C̆ = C1is not strictly met, we
introduce a further definition:

Definition 6 Potential Design Improvement
If a configuration with Pareto set C0 is redesigned, resulting in a new Pareto set C1, the
redesign is said to be a partial improvement, if and only if the meta‐Pareto set C̆, consists of
Pareto points both from C0 and C1.
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Here, we cannot say for sure whether the redesign is a design improvement, as the meta
Pareto set contains solutions from both sets. This is exemplified by figure 5.2. Yet, the
relative weighting of the design objectives might still mean that the redesign can be viewed
as an improvement over the original configuration. In such situations, whether the redesign
is better is a matter of the subjective opinion of the designer/decision maker.

Figure 5.2: In this example, which is also shown in Chapter 3, the redesign C1 can only be
said to be an improvement over C0 if the weighting of f2 is sufficiently large compared to the
weighting of f1.

5.2 On the Implications of Pareto Set Dependency Analysis
With this definition of design improvement, we can look into what the outputs of the analysis
methods imply about the Pareto set and the configuration design itself. As this will reveal,
certain changes to the optimization model, will result in an improved Pareto set.

As discussed, the application of MOMA and ϵMA uncovers the relationships in the Pareto set
that limit optimality and drive trade‐offs. Looking deeper, we can build upon the theorems
and definitions introduced in the previous chapter, to uncover the relationship between the
shape and position of Pareto and the key outputs of Pareto‐set dependency analysis, as
illustrated in Fig.5.3.

We start by noting that the trade‐off variables defined earlier stem either from an inherent
dependency between the objective functions or from a dependency that exists at the opti‐
mum due to active constraints. They have a substantial influence on the Pareto set, which
can be understood by considering the effect of their absence in a design problem:

Theorem 5 Existence of Pareto set
If no trade‐off variables exist (globally or regionally) after back‐substitution of active con‐
straints, then the optimum is a point F∗, rather than a set. Therefore, a Pareto set cannot
exist without trade‐off variables.

Proof. If xi /∈ x, for any design variable i, then following Theorem 1 and MP1, argmin fi(x)
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Figure 5.3: From Paper B: The relation between analysis outputs and the Pareto set. (Left):
Trade‐off variables result in an optimum that is a set rather than a point; eliminating the
underlying dependency brings the set closer to utopia. (Center): Harmonious Variables af‐
fect the position of the Pareto set; relaxing their constraints shift the set. (Right:) Pareto
constraints introduce regional relationships that affect the Pareto set; eliminating or relaxing
them changes the shape of the set

= argminfj(x) for i ∧ j = 1..k, i ̸= j. Hence, dim(x∗) = [n, 1], meaning a single dominant
optimum exists. ■

Thus, the more trade‐off variables exist in a design problem, the larger the distance between
the utopia point F 0, and C. Furthermore, recall from Theorem 1 that the optimum of each
objective dependent on a trade‐off variable xi, exists at either xi or xi depending on the
objective’s monotonicity, with any other feasible value of xi yielding a Pareto point. As a
result, size of the feasible domain of trade‐off variables contributes to the size of the Pareto
set.

Finally, being oppositely monotonic, the partial derivatives of an objective pair in trade‐off
w.r.t xi will have an opposite sign across the entire Pareto‐set. The larger the difference
between these, the larger the slope of the frontier. Thus, the impact of xi on the trade‐offs
between objectives can be worsened by multipliers and divisors.

In summary, the trade‐off variables in an optimization problem cause the existence of the
Pareto set, affect its span, and to some extent its shape. From this, we can derive several
corollaries which reveal design principles that can guide the generation of an improved Pareto
set.

Corollary 5.1 Separation of Trade‐off Variables
If the trade‐off variable x1 affecting the objectives fi(x+1 ) and fj(x

−
1 ), is substituted through

design change in one objective by a new variable x2, such that f̂i(x+2 ), x2 /∈ fj , andmin f̂i ≤
min fi, then argmin f̂(x) = {x1, x2} while argmin f(x1) = x1 ∈ X . As a result f̂(x) < f(x1)
for any value of x1.

The same would also apply if x2 was instead substituted into the problem such that f̂j(x−2 ),
or if the influence of x1 upon one of the objectives in a multivariate problem was simply
eliminated without the introduction of another variable. In such problems, it follows that
such changes would result in a new Pareto set C2 that at least weakly‐dominates the original
Pareto set, C1. The term separation here is used in the same spirit as in TRiZ [16], reflecting
the removal of a dependency.

Correspondingly, the same would occur if a design change is introduced that makes x1 a
harmonious variable, without otherwise affecting the objective functions. If fact, any mod‐
ification of the design problem which eliminates or reduces the influence of the trade‐off
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variable on one objective, may result in a new, weakly dominant Pareto set. This is stated
formally with the following corollaries.

Corollary 5.2 Flipping Trade‐off Variables
If the monotonicity of a trade‐off variable xn affecting the objectives fi(x+n ) and fj(x

−
n ), is

flipped in one objective through design change, such that f̂i(x−n ), andmin f̂i ≤ min fi , then
argmin f̂(x) = xn whereas argmin f(xn) = xn ∈ X . As a result f̂(xn) < f(xn).

Corollary 5.3 Scaling Trade‐off Variables
If the influence of a trade‐off variable xn affecting the objectives fi(x+n ) and fj(x

−
n ) is scaled

through the introduction of an independent variable xn1 in fi such that ∂f̂i/∂xn < ∂fi/∂xn
then minf̂i < minfi for any value of xn, reducing the trade‐off between fi and fj . Corre‐
spondingly, if ∂f̂j/∂xn > ∂fj/∂xn then minf̂j < minfj .

As defined earlier, harmonious variables are variables shared between objectives, all being of
like monotonicity, denoted x when the objectives are monotonically decreasing, and x when
they are increasing. For such variables, the glb (for x) or lub (for x) is active at all Pareto
points. They might be optimized out in the MOMA process if a globally active constraint can
be identified, but may also remain in the model when there are regionally active constraints.
Whereas trade‐off variables create the Pareto set, the identification of harmonious variables
reveals other useful information:

Theorem 6 Position of C
Harmonious variables, x and x, affect the position of the Pareto set C relative to the origin.
Thus design changes that widen their feasible domains in an improving direction, yield a new
strongly dominant Pareto set, Ci+1 < Ci.

The reason why, is best understood by examining what happens to the Pareto set when the
glb/lub is changed:

Proof. Let fi and fj depend on x1, x2, x3, i.e., fi(x
−
1 , x

+
2 , x

+
3 ), fj(x

−
1 , x

+
2 , x

−
3 )where x1, x2, x3

∈ P. If the problem is well bounded, then byMP1 and Theorem 1, argmin fi(x) = {x1, x2, x3}
and argmin fj(x) = {x1, x2, x3}. If the active constraints are modified or relaxed, such that
x1 < x̂1 and/or x̂2 < x2 , then f̂∗(x) < f∗(x) for any value of x3, given the monotonicity of
fi and fj . Hence, C̆ = C∗. The reverse is true if the active constraints are tightened, such
that x1 > x̂1 and/or x̂1 > x1 . Hence, the harmonious variables and their bounds influence
the position of C. ■

Whereas changing the bounds of trade‐off variables only enlarges the Pareto set and moves
its utopia point, relaxing the constraints of harmonious variables results in an improved Pareto
set. Furthermore the slope of C will be affected as well, unless x1 and x2 influence fi and fj
equally.

Lastly, Pareto‐constraints are a consequence of the systematic reduction of multiobjective
problems modelled in an upper bound formulation, which is used as it has several bene‐
fits w.r.t. monotonicity analysis. When globally active ‐ i.e. for any ϵL ≤ ϵ̃ ≤ ϵU ‐ Pareto
constraints allow the derivation of terms of the form ϵ̃i(x, ϵ̃), revealing additional trade‐off
variables while describing the relationship that exist between the objectives at the Pareto‐set.
In this case, they are merely a representation of trade‐off variables ‐ albeit one which may
have a large impact on the Pareto set.

When they are regionally active however, Pareto constraints reveal regional trade‐off vari‐
ables. This occurs when some of the constraints in the non‐reduced model become active
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for specific values of ϵ, causing discontinuous trade‐offs. For instance, imagine a situation
where the size of a mechanism is reduced while the system load is increased. At a certain
point, the components will start to yield, causing a trade‐off between the two. If the system
is being designed with other objectives in mind as well (e.g. cost, weight, output, efficiency),
this trade‐off might only be relevant to the designer, if size and system load are of a large
importance compared to the others.

In higher dimensional problems, k ≥ 3, regionally active Pareto constraints might cause a
Pareto frontier between an objective pair. Such situations can be studied through the Analysis
of Pareto efficient activity cases procedure described in chapter 4. Thus, Pareto constraints
may, when studied, reveal additional trade‐off variables, or discontinuous relationships such
as variables that are in trade‐off in specific regions of the Pareto‐set, thereby effecting its
shape.

In summary, Pareto‐set dependency analysis helps explain the relationship between the de‐
sign problem and the shape of the Pareto set. Thus, we can utilise these theorems and
corollaries to derive a set of redesign principles.

5.3 Configuration Redesign Principles
Insights into the relationship between the design problem and the shape of the Pareto set is
of substantial value in the synthesis and improvement of configuration designs. As discussed
in chapter 4, the Pareto set is created by variables and constraints that are shared between
the objectives. Some shared variables can be used to improve upon several objectives si‐
multaneously, while others cannot. To a large extent, these relationships are determined by
the decisions made in conceptual and configuration design. Designers hence need to iden‐
tify and manage global (i.e. shared variables) and regional dependencies (i.e. shared active
constraints) at an early stage to reach good configuration designs.

Pareto set dependency analysis can help designers reason about changes in configuration to
discover improved designs. Here, it is posited that experienced designers apply tacit knowl‐
edge of constraints [59] and trade‐offs [33], to synthesise and improve configurations. De‐
signers will typically use this knowledge to attempt to configure components of a system
in a way that leverages harmonious variables to achieve a high performance, e.g. placing
rotating components as far inside an assembly as possible and load‐bearing components as
far outside. Similarly, designers will attempt to obviate trade‐offs through design change
or identify acceptable compromises early on, as argued by Howard and Andreassen [124],
Ahmed et al [33], and Althuller [16]. Given that trade‐off variables cause the existence of
the Pareto set, designers are thus either attempting to eliminate the underlying dependency
or active constraint that introduces the trade‐off variable, or attempting to identify design
proportions that yield an acceptable compromise.

Reaching the required insights is not trivial, especially in highly interdependent systems.
Pareto set dependency analysis bridges this gap, providing a causal link between the op‐
timal result and the limitations of the configuration design. This allows more informed and
deliberate identification, prioritisation, and handling of the dependencies that cause trade‐
offs. The introduced theorems, proofs, and corollaries demonstrate how certain types of
model transformation based on the results of this analysis lead to an improved Pareto set.
Translating these transformations into specific design changes would mitigate the dependen‐
cies that create the Pareto set and relax the constraints that position it, just as experienced
designers do through tacit knowledge.

Based on the theorems and proofs in the previous section, it is apparent that from a mathe‐
matical perspective, there are a limited number of model changes we can introduce, which

94 Trade‐off Management in Early Mechanical Design



result in an improved Pareto set. Each of these transformations have associated forms of
design changes. This means that we can introduce a set of reconfiguration design principles.

When employed in configuration redesign, the following principles lead to an associated
improvement of the Pareto set:

1. Align Trade‐off Variables. Reduce or eliminate the effect of trade‐off variables on
the objectives without impacting their single‐objective optima, thereby improving their
alignment and the Pareto set, per Theorem 2. This involves eliminating the depen‐
dency, making the variable harmonious, or scaling it, per the corollaries to Theorem
2. These strategies may apply to both objective and constraint functions, as trade‐off
variables can be introduced through an active constraint. Such constraints are espe‐
cially important, as they not only limit optimality of certain objectives overall, as their
activity also introduces a trade‐off with other objectives.

2. Leverage Harmonious Variables.Widen the feasible domains of harmonious vari‐
ables in the improving direction, as per Theorem 3. This involves design changes that
modify or delete the constraints that bound harmonious variables, striving towards
letting x → ∞∧ x → 0.

3. Relax Pareto Constraints ‐ Relax globally active Pareto constraints, thereby aligning
trade‐off variables. Relax regionally active Pareto constraints, or eliminate inconsisten‐
cies that might exist between them beyond the Pareto set (i.e., in the infeasible region).
This might change or eliminate the Pareto frontiers between certain objectives.

4. Eliminate Parasitic Contributors. Consider situations where it is not possible to
widen the feasible domain of harmonious and independent variables; e.g. when their
bounds represent unmodelled objectives or physical phenomena that cannot be cir‐
cumvented. Such situations can introduce parametric or scalar contributions to the
objectives that worsen their optima. Therefore, it may be better to eliminate the in‐
fluence of these variables on the objectives rather than relax the constraint. The un‐
derlying constraints may represent important modelled objectives (e.g. cost driving
manufacturing constraints), and it may hence be better to attempt to eliminate their
influence on the modelled objectives entirely, than attempt to relax the constraint it‐
self. A common example i variables bound from below, x by manufacturing constraints
(e.g. minimum feature sizes, assembly feature dimension, and wall thickness. When
such contributions then end up in the objectives or Pareto constraints, they can have a
substantial impact on the optimum, which should be avoided when possible.

Within each principle, there are a number of more specific strategies stemming from basic
model transformations that result in an improved Pareto set. Each represents an alterna‐
tive way of implementing the principles and corresponds to certain forms of design change.
Figures 5.4‐5.6 illustrate each of the four principles and the available strategies within each
principle.

These principles and associated strategies relate to specific variables and constraints, and
they can be applied recursively to improve a configuration after its initial optimality. Essen‐
tially, they comprise the set of distinct forms of design change (i.e. transformations to the
optimization model) one can introduce based on the outputs of Pareto‐set dependency anal‐
ysis, which would result in design improvement following definition . Each of the underlying
strategies are alternative ways of implementing the principles, stemming from basic model
transformations that result in an improved Pareto set, which correspond to certain forms
of design change. Hence, given an overview of the trade‐off variables, harmonious vari‐
ables, active constraints, and Pareto constraints in a design problem, the designer can apply
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Mathematical transformation

Any design change that makes an  
objective independent of a trade-off 
variable - either through substitution 
or elimination, mitigates the trade-off, 
unless the objectives share additional 
trade-off variables. 

SCALE

Example: Siemens-Maag Gearbox [2]
This gearbox drive shaft design described 
by Pahl and Beitz [2], is a prime example 
of this principle. The drive shaft has been 
split in two to eliminate a trade-off be-
tween efficiency and wear; the stiff outer 
shaft transmits the torque from the gears, 
while the flexible inner shaft is free to 
absorb oscillations, protecting the gears. 

FLIP  
MONOTONICITY

SEPARATE

Typical design changes
Trade-offs can be reduced through a 
wide range of design changes that scale 
one objective but not the other, ranging 
from the addition of lubrication to new 
subsystems, features, and interfaces. The 
introduction of gearing and mechanical 
leverage in general, load balancing, 
lubrication, and intermittent kinematic  
constraints (e.g. for nonlinear stiffness), 
are all examples of scaling solutions.

Related heuristics: Amplification and fil-
tering [32], manage friction [3,5,13], local 
quality in TRIZ [12], decoupling [11], and 
leverage/gearing [2,5].

Example: Fridge door mechanisms
To ensure efficient cooling, refrigerator 
doors are tightly sealed when closed, 
which is achieved with pretension of the 
door with a rubber seal. Combined with 
negative pressure inside the fridge due 
to cooling, this results in a high opening 
force. Several designs scale down this 
efficiency vs. opening force trade-off e.g. 
with auxiliary opening mechanisms and 
pivoting lever handles.

Example: Dyson Vacuum
Bag-based vacuum 
cleaners are generally 
affected by a trade-off 
between filtration quality 
and suction pressure; 
the tighter the filter 
the larger the pressure 
loss. Vacuums that rely 
on cyclonic separation 
where filtration increas-
es with the pressure, get 
around this issue.
While the example is 
conceptual, as it relates 
to a change in filtration 
principle, it illustrates 
the general idea.

Mathematical transformation 

Any design change that inverts the 
monotonicity of one objective w.r.t. a 
trade-off variable, while the rest are 
unchanged, effectively makes the variable 
harmonious. In nonlinear terms this might 
be achieved by changing the bounds of 
other variables that act as multipliers or 
divisors to the trade-off variable.

Typical design changes
While somewhat challenging, making 
a trade-off variable harmonious can be 
achieved in certain circumstances, espe-
cially if the dependency stems from an 
active constraint. Changes such as the 
inversion of components and interfaces, 
“self-helping” systems, redistribution 
of sub-functions, changes in working 
directions and load paths, or the use of 
a different working principle, can result 
in a change in monotonicity. 

Related heuristics: “The other way 
round”, nested doll, and self-help [12] 
Principles of self-help and force trans-
mission [2],

Mathematical transformation 
Any design change adding a multiplier 
or divisor (a parameter or variable) to a 
trade-off variable in one objective allows 
scaling of the trade-off. Examples of such 
transformations include:

xi

f1(xi
-)

f2(xi
+)

f1(xi
-)

xi

f2*(xj
+)

xj

Typical design changes
Separation is a widely used principle, 
involving changes such as the splitting  
parts, change in working axis and load 
direction, parallel subsystems, asymme-
try, or the avoidance of “unintended“ 
dependencies through exact constraint 
design. It may result in an increased 
number of parts, but can also involve the 
redistribution of functionality amongst 
the parts of the system. Unlike in other 
frameworks, the approach here is to only 
apply separation to trade-off variables. 
Related heuristics: Independence axiom 
[11], division of tasks [2], separation in 
space, time, or condition [12].

Align Trade-off Variables

xi

f1(xi
-)

f2(xi
+)

f1(xi
-)

f2*(xi
-)

xi

f1(xi
-)

f2*(xi
+)

xixi

f1(xi
-)

f2(xi
+)

Patent nr.  
EP 1786568 B1

Patent nr. 
KR101350018B1

Figure 5.4: From Paper B: The strategies within Principle 1: Reduce or eliminate the impact
of a trade‐off variable upon an objective pair
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SHIFTED 
BOUNDS

CONSTRAINT 
RELAXATION 

NEW FUNCTIONAL 
FORM

Typical design change
In configuration design terms, these 
changes are specific to the type of 
constraint. Generally speaking this is oft 
matter of positioning components in an 
assembly in the most beneficial way - e.g. 
locating parts with decreasing variables 
as far inside an assembly as possible and 
increasing variables on the outside. 
Further, it involves designing to avoid 
unnecessary contributors to the active 
constraint, e.g. stress concentrations and 
associated loads in structural constraints.  

Related heuristics: Reduce information 
content [11], Principle of balanced forces 
[2], Minimise tolerance paths [5]

Mathematical transformation 
When a harmonious variable is actively  
(but not critically) constrained, we 
might try to change the configuration 
design in a way that eliminates the  
active constraint. This shifts the glb or 
lub of the variable to the next con-
straint, improving the optimum of all its  
dependent objectives. 

Typical design changes
As with shifted bounds, the changes re-
quired to eliminate a constraint, are con-
textual. Examples include changes aimed 
at redirection of force paths to eliminate 
a load case, a new part structure to avoid 
certain parts being bound by limiting 
geometric constrains (e.g. one part inside 
another), a change in assembly sequence 
to avoid some alignment constraint.

Related heuristics: Vary the structure of 
main elements [14,], redirect load path 
[5], merge parts [5,13], shielding [33].

Example: Spring strength at block
A well known example of load path  
redirection, compression springs are self- 

Mathematical transformation
Any design change that shifts the glb/
lub of a harmonious variable, improves 
the optimum of its dependant objectives. 
This involves eliminating increasing con-
tributors, introducing additional decreas-
ing contributors, or scaling parts of the 
constraint. This can also scale a trade-off, 
when the harmonious variable is a multi-
plier or divisor of a trade-off variable.

Mathematical transformation
A complete change in functional form 
of an active constraint, may yield a 
widened feasible domain. This is distinct 
from shifted bounds, in that it involves 
the entire function, and may hence 
result in changed constraints, mono-
tonicity, exponents, and so on.

Typical design changes
Such a drastic model change will  
most likely probably require subs- 
tantial design change, e.g. a change 
in components, working principles, 
and/or the physics of the problem. 
Examples of such include a change 
in production process, the sepa-
ration or combination of parts, a 
change in the realisation of a given 
sub-function, a change in load type 
and distribution, and so on. 

Related heuristics: Design for pure 
compression and tension [5],  Select 
rotary over linear motion [3,5] Self-
help [3,12]

Leverage Harmonious Variables 
 

xixi

f1(xi
-)

f2(xi
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reinforcing when deformed to their 
block length. In design applications 
where a maximum load resistance is 
desired, a spring design that is de-
formed to its’ block length rather than 
to its’ elastic yield limit is far stronger. 
Introducing such a change to a design, 
is equivalent to eliminating the yield 
constraint driven by shear stress.

Example: Rotary to linear movement
A rack and pinion and a lead screw funda-
mentally meet the same functional purpose 
- to convert rotation into linear motion, or 
vice versa. Yet, what is superior, depends 
on the objectives, primarily due to quite 
different constraints involved in their de-
sign. For instance, the rack for instance only 
slides, and as a result the mechanical stress 
expressions are quite different, compared 
to the rotating screw, which is why they are 
commonly used for high load applications.

f1(xi
-)

f2(xi
-)

g1
*(xi

+)

Example: Mazda Skyactiv-G [33]
In the design of combustion engines, 
thermal efficiency increases with 
the compression ratio. Yet, this ratio 
cannot be increased beyond a point 
where knocking occurs, which is in  
part driven by residual gas after 
combustion. Most petrol engines 
hence have a ratio between 8:1-12:1. 
In the Skyactiv engine, Mazda pushed 
this ratio 14:1, using a longer exhaust 
manifold, increasing gas scavenging, 
and shifting the knocking constraint. 

Figure 5.5: From Paper B: The strategies within Principle 2: Increase the influence of harmo‐
nious variables
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Mathematical transformation 
This category is too broad to provide a 
universal mathematical transformation, 
but all the sub-types of transformations 
are well known. These are the removal of 
parametric and scalar contributions which 
increase the optimal value of one or more 
objectives (without decreasing any), and 
the elimination of harmonious variables 
that are bound in such a way that they 
cannot be leveraged. These may be 
unintended contributions (i.e. from design 
error), or contributions involving active 
constraints with little room to introduce 
further relaxation (e.g. a wall thickness 
constraint).

Example: Overconstrained axle [34]
An oft cited example in kinematic  
design, over-constrained axles cause 
major issues w.r.t. production and 
efficiency. The typical design error is to 
increase system stiffness by introduc-
ing more radial bearings, resulting in 
statical indeterminacy. This issue can 
be reduced or resolved entirely by 
using fewer or different bearings.

SHIFTED PARETO
CONSTRAINT

Typical design changes
In many ways, the design changes 
and model transformations involved 
here, resemble those of Leverage 
Harmonious variables. Shifting Pareto 
constraints is tantamount to reducing 
the equilibrium that exists between the 
objectives in certain (or all) regions of 
the Pareto set, due to the activity of 
constraints. Thus, this might involve 
rearrangement of parts, change in load 
distribution, and so forth.

Related heuristics: Reduce information 
content [11], principle of balanced forc-
es [3], vary the structure of elements 
[14], redirect load path [5]

Example - Additive Manufacturing and 
Topology Optimization (TO) 
In industrial practice, TO efforts are 
usually actively constrained by material 
and the manufacturing constraints. 
In this context, the utility of additive 
manufacturing is broadly cited, as it 
essentially shifts several manufactur-
ing constraints, e.g. allowing hollow 
geometry and undercuts, and shaping 
not being limited by tooling directions. 
This has allows increasingly light load 
bearing components, reducing the 
trade-off between stiffness and mass. 
While this is more a process change 
than a design change, it serves to  
illustrate the model transformation.

to withstand substantial loads when users  
unknowingly attempt to get beyond this 
limit. Ultimately, this affects the achieva-
ble combination of device size and dose 
setting torque (which is important to  
users with limited dexterity). In the Flex-
TouchR device, the dial is connected to 
the dose setting mechanism via a flexible 
spline connection, which disengages if the 
user attempts to set a dose beyond what 
is left. No load is transferred, protecting 
the pen from overloading, and eliminat-
ing a dependency between the size and 
torque caused by the yield constraint.

Mathematical transformation 
Reduction of the dependencies between 
Pareto constraints, that either result in 
trade-off variables, variables with empty 
feasible domains beyond the Pareto set 
(i.e. two-sided failure), or regional bounds 
for ε, will change the optimal set. An  
example of such a transformation is:

Typical design changes
The design changes and model trans- 
formations involved here, resemble those 
of Align trade-off variables. The difference 
is that these might be regional trade-off 
variables. Hence, it is equally impactful to 
introduce changes to the eliminated active 
constraints that contribute to the Pareto 
constraint, creating the dependencies.  
Examples include inverting components 
and interfaces, eliminating load cases, 
change in working axis and load direction.

Example: FlexTouch Safety Mechanism 
Insulin pens cannot be dialled to a dose 
setting beyond the amount of insulin left. 
An “end of content” locking mechanism 
prevents the user from receiving a smaller 
dose than has been set. Such locks need 

Mathematical transformation 
The elimination of increasing contributions 
to Pareto constraints shifts the frontier 
regionally or globally. Transformations 
include the elimination of parametric-,  
variable-, or objective contributions, e.g.:

Typical design changes
There are many types of contributions 
that are parasitic. Examples the negative 
impact of undesired vibrations, electro-
magnetic fields, heat, parasitic loads, 
friction, unintended contact points, and 
manufacturing and assembly features. 
Design changes mostly involve efforts to 
remove these effects from performance 
critical part geometries or locations in the 
assembly. E.g relocating assembly features 
to another cross section.

Related heuristics: Exact constraint design 
[3], reduce information content [11], avoid 
associated loads [13], shielding [34].

Relax Pareto Constraints

Eliminate Parasitic Contributions
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REDUCTION
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Figure 5.6: From Paper B: The strategies within Principles 3 & 4: Reduce regional trade‐offs
and eliminate parasitic contributions
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these principles and underlying strategies to identify potential routes to design improvement
through configuration change.

These redesign principles and underlying strategies are very general in that they are applica‐
ble to any optimization model that has been studied through Pareto set dependency analysis.
Yet, their specificity becomes evident when considering a specific design problem. Just as de‐
sign ’goodness’ is contextual to the objectives at hand, so are the design improvements. The
principles are thus not intended for use in initial configuration design; rather, they motivate
designers to identify potential design improvements after careful quantitative analysis. Thus,
the process of optimization becomes a driver for configuration design improvement. It is
worth noting that Principles 3 and 4 are essentially special cases of Principles 1 and 2. Glob‐
ally active Pareto constraints can be seen as representations of trade‐off variables stemming
from the selected model formulation. Parasitic contributors meanwhile, can be viewed as
harmonious or single objective variables that are bound in such a way that they cannot be
leveraged to move the Pareto‐set.

As the examples in Figs.5.4‐5.6 illustrate, the forms of design change involved are quite typi‐
cal in product design. The redesign principles are also related to well‐known design heuristics,
albeit with key differences. First, they are opportunistic but have a rigorous foundation and
are therefore valid independent of context. Second, they are applied following optimisa‐
tion and Pareto‐set dependency analysis, letting designers rely on analysis results rather than
intuition to identify which heuristic to apply where. For example, heuristics such as separa‐
tion [16] and independence [13] or division of tasks [6], prescribe avoidance of dependency.
Through the theorems and proofs in sections 4.2. and 5.2. we see this is actually only relevant
for trade‐off variables, if the aim is to improve performance and avoid trade‐offs.

Admittedly, these principles and strategies are prescribed at a certain level of abstraction.
One might dig deeper, and regard the more specific forms of changes one might make to
the optimization model using each of the strategies. The lower the level of abstraction the
more related these modes of change become to existing qualitatively founded and context
specific heuristics.

5.3.1 Relationship with existing heuristics
As discussed in chapter 3, engineering design literature is rife with prescriptive heuristics,
which collate different best practices in design. These exist on different levels of generality,
ranging from abstract inductive guidelines aimed at supporting synthesis such as French’
”clarity of function” [98], to more reductive and specific guidelines such as ”avoid press‐fits”
as prescribed by Skagoon [96].

As found by Fu et al. in a review of existing design principles and guidelines [128], most
heuristics have been developed through the analysis of existing designs (i.e. identifying
”good” or ”bad” solutions), through the author’s own experience, or based on observa‐
tions in design practice. Hence, most design heuristics are based on limited data sets and are
inherently contextual given their extraction from specific existing designs and development
contexts.

Among the prescriptive design heuristics that focus on the end result rather than the design
process itself, there is a general notion that some approaches and solutions result in good
designs. Viewed from the design optimization perspective, this implies that heuristics, by their
very nature, presuppose a set of underlying design objectives. While some design objectives
(e.g. low cost) might be universal, others are specific to the purpose of the system being
designed and how it has been embodied.
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Figure 5.7: Figure from [96]: Skagoon uses this design of soap dispensers[96] to illustrate why
rotational movement can be preferable over linear movement. In the linear soap dispenser,
the friction and risk of self locking is reduced as the length of the guides of the linear slider
is increased. In the embodiment with the rotational joint, friction is reduced as the diameter
of the joint is reduced.

Example ‐ Rotary over linear motion
In the context of kinematic design, it is widely prescribed that rotary joint are preferable to
linear joints. Examples of such heuristics include French’ ”Prefer pivots to slides and flexures to
either” [98], and Skagoon’s ”avoid sliding friction”and ”Rotary motion over linear motion”.

French and Skagoon both argue that rotational joints allow for less friction and reduce the
risk of self‐locking behaviour (often referred to as the ”sticky drawer effect”[98]). As a result,
both also prescribe that if sliding friction cannot be avoided, one should at least ensure that
the linear joint has ”long guidance bases” [98]. This set of heuristics has an underlying set
of presumed objectives; that a ”good” end‐design is a small system which is mechanically
efficient.

It is certainly hard to argue that these are uncommon objectives in mechanical design. How‐
ever, other objectives might be at play in many situations, which render these heuristics ir‐
relevant. Consider two common machine elements; the lead screw and the rack‐and‐pinion
(illustrated in figure 5.8), and variants thereof (ball screws, helical rack and pinions, etc.). Both
serve the same basic purpose; converting rotational movement into a linear movement with
a degree of positional accuracy. Yet, depending on the application, one will be preferable to
the other.

The mechanics of lead screws and rack‐and‐pinions are inherently different. The mechanical
efficiency in rack‐and‐pinion is dependent on the distance between the pinion and the joint
that the rack slides on (l1 in fig. 5.8), the pitch diameter of the pinion (do), and the bear‐
ing diameter of the pinion (di). In the lead screw, meanwhile, friction decreases with the
reduction of the contact diameter between the screw and the nut and the screw and its end
bearing. Using a ball interface instead of a key also eliminates the sliding friction that occurs
between key and screw.
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Figure 5.8: Lead screws (left) and rack‐and‐pinions (right) have several key differences

This means that the efficiency of the rack‐and‐pinion ultimately increases with the overall size,
whereas the efficiency of lead screws increases as their size is decreased. Hence, if one were
designing a system where the only objectives are to minimise size and maximise efficiency,
then the heuristics by French and Skagoon are indeed relevant. However, inspecting how
supplier catalogues and trade magazines describe the two alternative solutions reveals that
if we are designing with load resistance or serviceability in mind, then the rack and pinion
can be argued to be superior [129, 130].

The purpose of the inclusion of this example is not to claim that one of the two is superior.
Rather, the example serves to illustrate that many heuristics are only valid and applicable
in the face of certain design objectives. Alternatively, they are so general that they do not
prescribe or reveal concrete embodiment design changes but rather act as a general ambition
or attribute that designers can keep in mind during synthesis and redesign. Examples of such
include the principles of Self Help and Division of Tasks prescribed by Pahl and Beitz.

This reveals a somewhat unique characteristic of the Configuration Redesign Principles sug‐
gested in this chapter. As they rely on the outputs of the generic analysis of the root causes
of trade‐offs between the objectives modelled in an optimization model, they are indepen‐
dent of context. They can be applied to trade‐offs between any pair of design objectives, so
long as they are described through an explicit or numerical model, which can be analysed
and reduced through (global‐ or regional‐) monotonicity analysis.

That is not to say that the redesign methodology prescribed in this chapter is completely
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unrelated to existing heuristics. As alluded to in the one‐pagers, the principles and strategies
are abstractions made at a certain level of decomposition. Looking at the strategies, for
instance, many of them can be achieved through different means. Exploring these from a
mathematical perspective reveals that the overarching strategies (separate, flip monotonicity,
shift bounds, etc.) are somewhat anecdotally related to existing design heuristics.

If we, for instance, look at Separation, there are, in fact, different forms of mathematical
transformations that result in separation. When employed in a design problem with the
trade‐off variable xi that influences an objective pair, the transformation could involve:

• Substitution with an existing variable:
E.g f1(x

−
i , x

+
j ), f2(x

+
i ) −→ f1(x

−
i , x

+
j ), f2(x

+
j ). Here, the trade‐off variable xi is sub‐

stituted with an existing variable in f2, making f2 independent of xi. In design, this
may for instance correspond to reallocating functionality to different components or
changing the axis of operation of a given function. This is somewhat analogous to
Another Axis from TRiZ [16], and division of tasks for distinct functions by Pahl and
Beitz [6]

• Substitution with a new variable:
f1(x

−
i ), f2(x

+
i ) −→ f1(x

−
i ), f2(x

+
j ). Here, the trade‐off is eliminated by substituting xi

with xj , an entirely new variable. In the context of design change, this might involve
the introduction of new parts or subsystems; related heuristics include Differentiation
[29], Segmentation from TRiZ, decoupling or uncoupling from Axiomatic Design [13].

• Elimination:
f1(x

−
i ), f2(x

+
i , x

−
j ) −→ f1(x

−
i ), f2(x

−
j ). Here, the influence of the trade‐off variable

xi is simply eliminated from f2. This is only possible when the influence of xi upon
f2 is avoidable, meaning it is analogous to ”avoid dependence on irrelevant variables”
prescribed by French [98], and to numerous heuristics which aim to avoid common
errors in design such as the Principle of Balanced Forces by Pahl and Beitz [6] and exact
constraint design [14].

The same goes for the remainder of the strategies under align trade‐off variables and lever‐
age harmonious variables; at a greater level of decomposition, they can be achieved through
different transformations. Shifted bounds can, for instance, involve the addition of mono‐
tonically decreasing variables or the removal of increasing variables to an active constraint
function. In a constraint describing a load case, this might involve making changes that in‐
crease the achievable size of load‐bearing areas or reduce the contributions to the load being
distributed.

One might hence claim that numerous heuristics ‐ such as Division of Tasks for Identical Func‐
tions [6] and Avoid cut‐outs [98] ‐ are simply contextual representations of the overall idea
behind shifted bounds; to widen the feasible domain in an optimizing direction through de‐
sign change. Therefore, the configuration redesign principles are in effect the general forms
of design change one can introduce in order to reduce trade‐offs and improve optimality
overall. This addresses a limitation of context‐specific heuristics; that it can be difficult to
know which heuristics to apply and when to actually apply them in order to achieve im‐
proved performance.

5.4 Systematic Configuration Design Improvement
The previous sections may seem excessively formal compared to many design frameworks.
However, without the insights MOMA and ϵMA provide, one might introduce changes to
eliminate dependencies or relax constraints that have no bearing on the Pareto set, or even
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Figure 5.9: From Paper B: Configuration Redesign Process ‐ A redesign procedure supported
rigorous analysis

accidentally worsen the set. Ultimately, the above principles hence come down to a more
targeted approach for dependency reduction and constraint relaxation ‐ design practices
widely advocated [6, 13, 16, 24, 59, 131]. Thus, the aim of the optimality improvement
principles derived here, is to guide design change towards reducing trade‐offs, and grow the
design space in a beneficial direction, while eliminating regional issues in the Pareto set. Here,
rigorous analysis is necessary, as we need to know which shared variables and constraints
create problems in the first place, if we wish to drive improvement through configuration
design changes.

As alluded to, the strategies within the same principle are mutually exclusive. For example,
we cannot make an objective function independent of a trade‐off variable through separa‐
tion while also scaling the same variable. Depending on the problem, some design changes
are also more influential or easier to implement than others. Thus, it is beneficial to map out
all options for improvement after analysis and select the most promising ones, rather than
randomly applying the principle. While the strategies and underlying principles have a quan‐
titative foundation, the designer must still determine which principle to apply to each variable
and constraint, and in which sequence. As summarized in fig. 5.9, this thesis thus proposes a
systematic configuration redesign procedure involving said mapping and prioritization steps
between analysis and design change

The first step in this procedure, is to perform Pareto Set Dependency Analysis. This is followed
by a step involving the mapping the redesign options; i.e. the assessment of which design
strategies can be applied to which variables and constraints.

In many cases, some of the strategies will not be possible to implement. Using the SOMA
device as an example, the spring will always have a mass and a position in space, meaning it
will influence the center of mass of the device. As we cannot make the position of the center
of mass independent of the spring, separation is impossible, unless there is no spring, which
would involve a change of a more conceptual nature. We can, however, look into introduc‐
ing design changes that scale the impact of the spring’s mass, or that relax the constraints

Trade‐off Management in Early Mechanical Design 103



on harmonious variables that contribute to its mass or position. Correspondingly, it is not
possible to eliminate the spring yield constraint entirely, as this would require a material that
does not yield or break. As such, constraint relaxation is not possible, but we could explore
shifting bounds, e.g. by changing the design in a manner renders the constraint inactive.

This mapping is followed by a critical element; the use of a prioritisation scheme in Step 3 to
identify a redesign sequence. Prioritisation is necessary, given that the principles are mutually
exclusive, and given that some changes might be more influential than others, depending
on the results of Pareto set dependency analysis. Hence the following scheme is suggested,
which utilises the outputs of analysis and computation. This scheme is determined by two
factors; the magnitude of the potential influence of the change and the ease of implemen‐
tation:

1. Eliminate parasitic influences.

2. Leverage the harmonious variables, attempting relaxation rather than shifted bounds
when possible. Only leverage the variables that:

• influence multiple objectives,

• have a multiplying effect on a trade‐off variable.

• are bound by a constraint with a comparatively high Lagrange multiplier.

• are actively constrained in a manner that introduces a new trade‐off variable or a
contribution to a Pareto constraint

3. Relax Pareto constraints that depend on more than one ϵ̃ variable and/or are globally
active

4. Align trade‐off variables in an order based on the number of influenced objectives
and on the relationship between F ∗ and x∗. To avoid increasing system complexity,
apply flipped monotonicity over the other strategies, and separate over scale unless
separation only is possible through the introduction of new variables.

5. Leverage remaining harmonious variables and relax remaining Pareto constraints

The logic behind this prioritization is to ensure that independent issues and obvious design
errors are handled first (i.e. parasitic contributions) and then look for changes that result in
the largest improvement to the entire set. The step order is defined based on the observation
that the globally active Pareto constraints and the harmonious variables in Step 2 will, in most
of the outlines conditions, exceed the influence of single trade‐off variables. Alternatively,
one could base the sequence on objective weighting.

Using this sequence, one can subsequently explore the design changes required in order
to achieve the desired change in dependency or constraint activity. Given that each of the
strategies has associated forms of design change, they provide a starting point the exploration
of changes.

This redesign procedure can be used iteratively and requires a combination of analysis, qual‐
itative reasoning, engineering judgement, and creativity. The given mapping, prioritization,
and solution exploration are suggested to increase the likelihood of successful redesigns. Ul‐
timately, the required form of change is context specific, but as shall be shown in the SOMA
case at the end of this chapter, the actual changes involved can be relatively simple.
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5.5 Redesign of the SOMA Device
Using the results of the Pareto set dependency analysis performed on the SOMA device in
the previous chapter, we can explore the application of the redesign methodology. This is
also described in Paper B, albeit in less detail and in more condensed form.

5.5.1 Redesign Mapping and Sequence

Figure 5.10: Adapted from Paper B: The relationships in the SOMA device that introduce
trade‐offs. 1) As the diameter of the trigger system increases with the spring force, the coiling
diameter can not be used to increase the spring force, as this reduces the space available for
the trigger. 2) When the trigger arms collapse inward as the device is triggered, they cannot
collide with each other. As a result, the diameter of the plug dp is given by the trigger overlap
δnh, which grows with the spring load.

In the previous chapter, we applied MOMA and ϵMA to identify four key issues in the con‐
figuration design of the SOMA device, which cause or worsen the trade‐offs between the
modelled design objectives; the position of the centre of mass, device diameter, API payload,
and injection impact velocity. These are illustrated in figures 5.10‐5.11. Most notable among
these issues is that the spring fits around the trigger (nr. 1 in figure 5.10). The spring force
(and by extension impact velocity) cannot be increased by decreasing the spring coiling di‐
ameter, dps1 as this reduces the space available for the trigger. Furthermore, any increase in
spring force via an increased spring wire diameter, dps2, results in a larger trigger overlap δnh
in order to distribute the increased load over a large area. This, in turn, increases the size of
the plug dp to ensure that the trigger arms do not collide, in effect causing a larger coiling
diameter dps1. These two issues greatly limit the volumetric efficiency of the actuator system,
affecting the achievable velocity for any given device size and worsening the influence of dps2
on size and self‐orientation. As the optimal size, ϵ̃1, is determined by a radial fit constraint,
it generally seems inopportune that the spring force is absorbed over an area in the radial
direction. As such, a trade‐off will always exist between velocity and size unless we find a
more space‐efficient way of distributing the load while making the dps1 less dependant on
the trigger design and vice versa.

These issues actually reveal a trade‐off with an objective that is included in the optimization
model as a constraint ‐ shelf life. The SOMA device would, like any other pill, need to be
storable for a certain amount of time ‐ both in the manufacturer’s warehouse, in transit, at
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the pharmacy, and finally with the end‐user. The spring exerts a static load on the trigger
system, which consists of injection‐moulded polymer parts, which are prone to creep and, in
some cases, creep fracture. Hence, the longer the system is under static load, the larger the
risk of creep fracture. This is included through constraint g11 in the model. In principle, we
could change the allowable static stress σc to shift the Pareto frontier of size and velocity,
but this would come at the cost of the shelf life of the device.

Figure 5.11: Adapted from Paper B and continued from the previous figure: 3) The serial
arrangement of components in the axial direction introduces several trade‐off variables, as
any increase in length of the internal components comes at the cost of an increased device
size. 4) The design of the snap between the housings ultimately results in less space if the
actuator and trigger.

Furthermore, vertical serial arrangement of the internal components results in several trade‐
off variables (nr. 3 in figure 5.11). In the Pareto set, any increase in needle length either
comes at the cost of the acceleration stroke, zacc, spring length, or the height of the device,
which increases the diameter (given that the outer shape is predefined). This arrangement
also causes a trade‐off between velocity and API payload. Further, the amount of spring coils,
na is given by the spring yield constraint, meaning n∗

a = na(d
+
ps2, z

+
pre;σps). Thus, it multiplies

the negative influence of dps2 on self‐orientation, as the spring‐mass is mounted at the top
of the device, and the number of coils increases with the wire diameter.

Finally, the parasitic contributions introduced by the assembly features in crucial cross‐sections
detrimentally affects the Pareto set. Specifically, the design of the snap‐fits between top and
base housing and the guiding cylinder in the top housing mean that letting lt2 → lt2, to shift
the centre of mass is shifted downward, reduced the radial space available for the actuator
and trigger.

These issues greatly affect the Pareto set. To mitigate them, we can apply the configuration
redesign principles to reduce the trade‐offs and improve optimality overall. Yet, some of the
underlying strategies might not be applicable in this context, meaning we need to map out
the options before proceeding.

Looking back at the trade‐off variables identified through Pareto set dependency analysis
(shown in table 5.1), some of the trade‐off variables in the problem cannot be avoided
through separation or flipped monotonicity. An example of such is dps2; the spring will
always have a wire diameter that contributes to its diameter and mass, thereby affecting the
device diameter and position of the centre of mass. Thus, we cannot apply the aforemen‐
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tioned strategies. What we can do, however, is to explore how we might scale its influence.
This might, for instance, involve the attempt to move the spring further down in the assembly
to reduce its negative impact on the position of the centre of mass. As seen in the table,
numerous constraints also worsen its influence on the trade‐offs ‐ these stem from issues 2
and 3 (shown in Figs. 5.10‐5.11). Thus, exploring changes to the axial arrangement of the
components, and a redesign of the trigger system, might relax these constraints, reducing
the detrimental impact of dps2.

Similarly, dn1 is an intrinsic trade‐off variable. As it needs to pass through the hole in the
base, any increase in this diameter results in a larger hole in the base, worsening the mass
distribution. As opposed to dps2, we have no way of scaling its influence or relaxing the
constraints that determine the size of the hole. Thus, this trade‐off variable is out of the
scope of the redesign efforts.

Looking at the harmonious variables, dps1 is especially influential, c.f. the impact velocity
objective function derived in chapter 3, its influence on spring mass, and its contribution to
the size of the device. As determined in chapter 4, the spring index in all of the identified
Pareto points is higher than the ideal, meaning that less energy is stored pr. unit of volume
than what is possible. In principle, all three of the leverage harmonious variables strategies
are applicable, given that dps1 is determined by the trigger‐spring fit constraints in the entire
Pareto set. This is a constraint caused by the configuration of parts and not one that is
intrinsic to the design of springs.

dt1 lt2 lb3 dps2 ln1 dn1
f1 ‐ Self Orientation ‐ ‐ ‐ + + +
c1 ‐ Diameter + (+) + (+)
c2 ‐ API Payload ( ‐) (+) (+) ‐ ‐
c3 ‐ Impact Velocity ‐ (‐/N) ‐ + +

Caused or worsened by
h1,h8,
g1, g20

h8,g1,g20 g20

h8, g1, g5,
g8, g10, g11,
g12, g20

h8,g20 g31

Table 5.1: From chapter 4: An overview of the key trade‐off variables, and the constraints
that either cause their introduction into the objective functions, or increase their influence.

This line of thinking was applied to all of the trade‐off variables, harmonious variables, and
Pareto constraints. The result was a set of potential design changes driven by the redesign
principles. To determine a suitable redesign sequence, we use the conditions described in the
previous section, along with the Lagrange multipliers of the constraints and variable‐objective
plots. The resulting sequence is:

1. Eliminate parasitic contributions: Reduce or eliminate the parasitic contributions of the
housing snap and needle‐hub interface upon the radial and axial fits, and upon the
objective functions

2. Shifted bounds: Shift dps1, leveraging its harmonious influence, which is to the third

power w.r.t. velocity.

3. Pareto constraint dependency reduction: In some activity cases, the trigger interface
stress becomes a Pareto constraint of the form g11(ϵ̃1

−, ϵ̃3
+;σIF ). Reduce the geo‐

metric dependency between the spring and trigger, making the radial fit constraint
g1(ϵ̃1

−, dps2
+
, lt2

+
), and the g11 less interdependent. Attempt this by changing the
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working direction of the trigger interface, to add additional degrees of freedom, re‐
sulting in a new interface stress criterion (which is currently globally active).

4. Scale Trade‐off Variable: Reduce the influence of dps2 upon size and self‐orientation by
moving the spring closer to the centre of mass ‐ e.g. using a tension spring.

5. Shifted bounds: Eliminate the contributors to h8 that reduce zacc.

6. Eliminate Parasitic Contributions: Reduce the volume/mass of the plastic components
when possible. Explore alternative linear guides for the needle hub and sealing princi‐
ples for the valve component.

5.5.2 Redesign Exploration
This redesign procedure led to an iterative exploration of redesigned configurations, all de‐
signed with the aim of implementing the outlined strategies. This resulted in a succession
of 11 redesign iterations, illustrated in Figs. 5.12 ‐5.15, with a sketch of the original design
included as iteration 0 for reference.

Each of these iterations represents a gradual implementation of the aforementioned redesign
sequence. As such, many of the iterations shift the same bounds and scale the same trade‐
off variables; they just do so to an increasing extent. Some of the iterations lead to new
trade‐offs or violate existing constraints, meaning alternative changes were explored in the
subsequent iterations. As these redesign iterations illustrate, some of the strategies can only
be applied to a certain limit. One cannot necessarily scale a trade‐off variable or shift the
bounds of harmonious variables infinitely, as other (or new) constraints may become active
in the process.

Figure 5.12: The redesign iterations that resulted from the exploration of the redesign se‐
quence. The initial SOMA device is included for reference as iteration 0

In iteration 1, the snap between the housings is redesigned, to eliminate parametric con‐
tributions to the radial fit constraint (g1) which ultimately determine the size of the device
( ϵ̃1). In turn, this allows the vertical position of the mating surface between the top and
base to be lowered for a given device size, i.e. increasing lt2, which lowers the centre of
mass. This is achieved by changing the snap design of the top housing from an undercut
to a cutout and changing the base snap feature correspondingly. Furthermore, the trigger
arms have been inverted to work in tension. This allows the plug to move upward, meaning
the spring coil (dps1) can in part be shaped independently of the plug (dp), given that the

trigger arms are flexible. Hence, dps1 is reduced. This also eliminates a mould tool constraint

that limits the achievable width of the trigger arms (wnh), eliminates a locally active buckling
constraint and reduces the amount of material at the top of the device. In other words, the
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spring is stiffened, the load‐bearing area is increased, the centre of mass is improved, and
the contributors to device size are reduced, yielding more room inside the device.

The utilization of this room was explored in iteration 2. Here, nested springs are intro‐
duced, which increases the achievable spring force, introducing new harmonious variables
(the diameter‐ and number of spring coils). Unfortunately, this also introduces a new trade‐
off variable; the spring wire diameter of the new spring. This ultimately increases the total
spring mass, worsening the trade‐off between velocity and self‐orientation.

Figure 5.13: cont. The redesign iterations that resulted from the exploration of the redesign
sequence. These iterations focus on shifting the bound of dps1, an impactful harmonious
variable.

Hence, iteration 3 involved removing additional contributors to the glb of dps1 instead, to

the benefit of self‐orientation, device size, and impact velocity, as more spring force can be
achieved within a smaller volume. This is achieved by inverting the o‐ring, which helps create
a seal to protect the API from the harsh environment of the stomach. Instead of fitting the
seal inside the spring, it has been moved outside it. Hence, the spring coiling diameter is
now only defined by the trigger geometry on the needle hub component. Compared to the
original design, we have have transformed the glb of dps1:

dps1 = dp + 2δnh + dps2 + 6Rcl + 4Rwt (5.1)

⇒ d∗ps1 = dp + 2δnh + 2Rwt + 2Rcl (5.2)

As the trigger arms are flexible, one might allow for the removal of the radial clearances,
4Rcl, at the cost of a slight frictional loss. In iteration 4, the reduction of the spring coil
diameter is taken further. Given the height of the needle hub, the trigger arms do not need
to pass through all of the windings during injection, meaning a conical shape is feasible.
Correspondingly, a part of the spring can be narrower than the trigger arms, given that they
can flex inward during assembly before the plug is mounted. The change to a conical spring
also allows for more active windings pr. unit of spring length. Furthermore, this change
potentially permits more load‐bearing area in the trigger system, as δnh and wnh can be
increased without necessarily increasing the diameter of the entire spring coil.

Iteration 5 is an attempt to shift the glb of dps1 even further, by inverting the trigger system,

replacing the trigger arms with an interface that resembles a ball‐lock. However, the new
shape of the dissolvable plug component was deemed too challenging to mould due to the
characteristics of the material. Inserting the minimum feasible values of each variable in Eq.
5.2 yields dps1 = 2.7mm, meaning the dimension is approaching other, previously inactive
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inequality constraints, such as minimum spring index, minimum spring diameter for handling
in assembly, etc. Thus, the benefit in shifting dps1 as far as iteration 5 was deemed to be

negligible.

Figure 5.14: cont. The redesign iterations that resulted from the exploration of the redesign
sequence.

Hence, the subsequent redesign iterations moved on to exploring redesign steps 4‐6 in the
aforementioned sequence. Iteration 6 (see Fig. 5.14) increases load‐bearing area in the
trigger, by changing its working direction from being radial, to being a mix of radial and
axial. This results in the trigger changing into a conical wedge‐like interface. In turn, this
adds a degree of freedom to the trigger interface design (its length in the vertical direction),
meaning the spring can be stiffened without reducing the load‐bearing interface. The radial
fit constraint is now independent of δnh δnh which is critically constrained by the creep load
constraint g11(d+ps2, δ

−
nh) at velocity Pareto frontiers. In effect, g11 was a Pareto constraint,

as it depends on dps2. Unless another radial fit constraint actively bounds the outer diame‐
ter, dt1, the spring force and the load‐bearing surface in the trigger can now be increased,
without increasing the size of the device beyond the contribution of dps2. Up to this point in
the redesign process, we have shifted the bounds of dps1 considerably, relaxed a Pareto con‐

straint (g11), and eliminated several parasitic contributors from g1 which defines the smallest
achievable device size, ϵ̃1 and is involved in the activity cases analysed in Chapter 4.

Iterations 7‐11 attempt to build upon these improvements by exploring the use of a tension
spring, which poses issues w.r.t. achieving proper linear guidance of the needle, which ensure
that it actually passes through the hole in the base, despite the influence of tolerances and
dynamic effects. In the first attempt at this, iteration 7, the spring windings return to a block
position upon injection, limiting the achievable stroke in the device, affecting the achievable
velocity. Iteration 8 solves this using a telescopic conical spring coil, where the windings
of the spring pass through each other during the injection. Yet, this comes at the cost of
linear guidance, which is solved in iteration 9 by(see Fig. 5.15) utilizing a rectangular‐wire
telescopic tension spring, which is in part self‐guiding, at the cost of a higher hysteresis.

Yet, this change to a telescopic conical tension spring introduces new trade‐off variables
that affect the trade‐off between device size (c1) and impact velocity (c3). The new shape
means that the amount of spring material, and thus the system’s energy storage capacity, is
defined by the springs minor and major coiling diameter. This makes both potential trade‐
off variables, as the spring interfaces with the needle hub and housings, at locations that
ultimately affect the achievable amount of API and device size. To reduce the effect of this,
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iteration 10 involves removing the guiding cylinder, allowing the wider end of the spring
against a new load‐bearing surface on the top housing. In turn, this increases the amount
of steel in the base, lowering the centre of mass. Yet as in iteration 8, this comes at the cost
of linear guidance, as the tip of the needle is able to title once the needle hub disengages
from the trigger surface. To solve this, one could either rely on a rectangular wire spring at
the cost of increased spring hysteresis and a more expensive spring or repurpose the valve
to steer the needle tip. This is implemented in iteration 11, where the valve geometry has
been changed to allow it to act as a radial steer which is relatively stiff in the radial direction
while remaining soft in the axial one, as the spring will act against it upon injection.

Figure 5.15: cont. The redesign iterations that resulted from the exploration of the redesign
sequence.

Related to the results of the analysis performed in Chapter 4, the successful implementation
of the tension spring has several benefits. The negative influence of the spring wire on self
orientation (f1) in the original design, is multiplied by na and dps1 and its mounting height.

Inverting the spring scales its negative influence and makes it geometrically independent of
the trigger. This inversion also allows the elimination of the contribution of na · dps2 from
h8, the equality constraint which determines the achievable acceleration stroke, zacc, and
relaxes g20(l+b3, d

+
ps2, d

+
n1, l

+
n2, l

−
t2, l

−
b1, ϵ̃1

−, ϵ̃2
+)which is a regionally active Pareto constraint. As

zacc only affects the impact velocity objective (c3), its optimum might be improved without
affecting the other objectives, thereby shifting the Pareto frontier.

In summary, iterations 1‐5 shift the bound of dps1 while eliminating parasitic influences stem‐
ming from the design of the top‐base housing interface. Iteration 6 allowed a substantial
increase in the size of the load‐bearing surface, shifting the globally active creep constraint
g11, and reducing its multiplying effect on trade‐off variable dps2. Iterations 7‐11 explore the
implementation of a tension‐based trigger, with the telescopic spring design eliminating na

from h8, greatly improving zacc, while eliminating the parasitic influence of the mass of the
guiding cylinder upon the mass distribution. Iterations 2, 5, 7, and 10 all came with feasibility
related issues or worsened trade‐offs, which affected the design changes made in the sub‐
sequent iteration. While the previous iterations primarily leveraged harmonious variables,
iteration 11 successfully aligns a trade‐off variable by shifting the spring mass downward.
Yet, this comes at the cost of a new dependency between the amount of spring material
and the device diameter. Hence we cannot say for sure whether the tension spring redesigns
actually improve upon the preceding redesign iterations (e.g. iteration 4 or 6) without further
analysis.
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Interestingly, there were no drastic changes, such as the introduction of new components
or a change in working principle. Rather, simple changes are introduced, which will have
a substantial impact on the optimization model and hence probably affect the Pareto set.
This analysis‐guided redesign procedure potentially results in improved performance without
necessarily compromising feasibility or relying on parametric change, which may come at a
cost in many cases (e.g. higher quality materials or different production processes). Most
of the design changes involved are essentially analogous to well known redesign heuristics,
namely, inversion as already prescribed in numerous sources [6, 9, 14, 16] change in working
direction/load path [6, 14, 16], and contributor reduction [6, 13]. As such, identifying these
redesigns was relatively straightforward, given that the Pareto set dependency analysis had
already allowed the identification of what needed to be changed in order to improve the
configuration. The influence of these changes will be evaluated in the next chapter.
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6 Tradeoff Management in Early Design

In the previous chapters, systematic approaches to identifying and mitigating the root
causes of trade‐offs have been developed and applied to the SOMA case. This chapter

expands these developments into applications beyond analysis and improvement of a single
embodied system. The chapter begins with the development of a set of design guidelines
that arise as a consequence of the theorems and corollaries developed in the previous
chapter. These guide the synthesis of the first embodiment towards achieving the best
possible optima. This is followed by perspectives on how the avoidance, analysis, and

mitigation of trade‐offs can be used to steer the iterative design process towards achieving
a ”good” final embodiment in section 6.2. These developments include content from Paper

B but also include further and broader developments. The chapter is concluded with a
section that is in part adapted from Paper B, describing novel developments for the

evaluation and selection of redesigns using, which are exemplified using the SOMA case.

6.1 Synthesis of the Ideal Design
Until now, this thesis has mostly focused on analysing and improving an existing design.
Yet, there will inevitably be a degree of path dependency involved in doing so. What if the
limitations of a system are inherent to the overall concept? Or arise due to decisions made
in the synthesis of the first embodiment? Suppose the dependencies and constraints that
cause trade‐offs or limit optimality are inherent to the working principles used in the system
(e.g. the use of a spring‐driven actuator in the SOMA device). In that case, the methods
discussed until now do not necessarily suffice. The challenge in this largely comes down to
the intrinsic difficulty in describing a concept through analysis without an embodied design:

In the formation of principle solutions (for example working structures), data
about the physical relationships may be insufficient, since the geometrical rela‐
tionships may have a limiting effect and hencemay, in certain circumstances, lead
to incompatibilities. In that case, physical equations and geometrical structure
must first be matched mathematically, and this is not generally possible except
for systems of low complexity.

‐ Gerhard Pahl & Wolfgang Beitz
Engineering Design ‐ A Systematic Approach [6]

As the above quote illustrates, the limitations and challenges involved in the design of a
system largely become clear at the embodiment level, in the geometric realisation of com‐
ponents/structures. Hence, to a large extent, the synthesis of the initial embodiment is inter‐
linked with conceptual design, just as we can only truly describe the limitations of a concept
quantitatively by studying an embodied design. Hence, it is relevant to question whether the
design principles and analysis methodology from the previous chapters have implications in
embodiment synthesis and conceptual design?

Recall from section 4.1.3. that trade‐offs can both be caused by dependency between design
objectives through shared design variables or through active constraints. We cannot prescribe
an overall synthesis methodology, as trade‐offs and their root causes are contextual to the
objectives and constraints at hand and the manner in which the system has been embodied.
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Yet, we might consider what steps one can take to avoid some of the issues this analysis
and redesign methodology concerns itself with. Given that it is difficult (approaching the
impossible) to build optimization models that identify the optimal concept of configuration,
we can instead consider the following. What decisions can we make in synthesis that reduce
the likelihood of trade‐off and yield good proportional optima in the end product?

6.1.1 Conjectures and Conditions of Ideal Design
In order to define such decisions, we must first define what to strive for. Several heuristic
frameworks exist, which prescribe different notions of what good design constitutes. Suh
[13] argues independence between functional requirements is the key to good design while
Pahl and Beitz [6] argue for clarity, simplicity, and safety. These, however, are not necessarily
characteristics we can describe in a rigorous manner.

Viewed from an optimization perspective, good design is perhaps not as ambiguous. Design
is almost always multiobjective [30]. Some objectives are well known, explicitly stated by
the designer from an early stage, and are measurable/quantifiable. Others, meanwhile, can
be tacit, immeasurable, or even subjective in nature. This is compounded by the fact that
the relative importance of objectives is not necessarily easy to ascertain. Correspondingly,
designers may not be aware of certain biases or forms of fixation that affect their decision‐
making.

Yet, none of this detracts from the fact that trade‐offs exist and that some end products
perform better than others, whether we are able to model all the objective functions or not.
Ultimately, it is well established that designers design with the optimum in mind. Oppor‐
tunism [35, 97], trade‐off knowledge [33, 124], and of an apriori understanding of which
constraints are active [59, 132], have all been found to be key indications of a designers ex‐
perience. In turn, the involvement of expert designers increases the likelihood of success in
the early stages of development [35].

Based on this, we could argue that successful designers strive to synthesise the solution that
yields the end‐product with the best performance ‐ i.e. the best optimum. Yet, the definition
of optimality is the best solution within available means [12] ‐ i.e. what is feasible. How dowe
then design a system in a way that affects the available means, yielding the best proportional
optimum ‐ i.e. the ”ideal” solution?

Generally speaking, the design of most products involves multiple objectives, meaning the
optimum will be a set rather than a point unless we know the relative weighting of design
objectives or there are no trade‐offs at play. Furthermore, the end product comes with an
associated cost (be it economical or environmental) which is to an extent driven by design
complexity. Thus, for the purposes of the ensuing developments, we posit that designers
will often strive to synthesise products that:

1. Involve no trade‐offs

2. Have the best possible performance

3. Are low cost

The design of any product can be described as an optimization problem, consisting of any and
all design objectives, constraints, variables and parameters of relevance to the development
of the end product. These objectives and constraints range from those that can be modelled
(e.g. mechanical efficiency) to those that cannot (e.g. user‐friendliness). Viewed from this
perspective, the above characteristics can be translated into optimization terms. Designers
ideally want to synthesise designs with an optimum is a point rather than a set, positioned
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as close to origin as possible, defined by a few design variables as possible (as this at least
correlates to structural complexity [13]).

To put this into more formal terms and in negative‐null form, we introduce three conjectures
describing what designers strive for in synthesis. These describe the hypothetical ideal design
and lead to a set of conditions that must be fulfilled in order for a design to be ideal. The
conjectures and conditions are put forward in a hierarchy, in that the second conjecture is
only put forward under the presumption that the first is true and its condition upheld, while
the third is put forward presuming that the two preceding conjectures are true:

Conjecture 1 The First Conjecture of Ideal Design Synthesis
In the ideal design, argminfi(x) = argminfj(x) for any pair of design objectives, i and j,
i ̸= j, meaning no trade‐offs exist.

Recall from theorem 5 that the Pareto set cannot exist if there are no trade‐off variables
in the optimization problem (globally or regionally) after the back‐substitution of all active
constraints. Thus, we can state the following condition for the First Conjecture:

Condition 1 Avoidance of trade‐off variables
For a design to be ideal, it cannot contain trade‐off variables, meaning xi /∈ x, for any variable
i

Recall that by definition, trade‐off variables have oppositely monotonic relationships with two
or more objectives, either globally (meaning the variable is monotonic) or regionally (meaning
the variable is non‐monotonic). From condition 1 it thus follows that the ideal design only
involves objectives that are either only dependent onmonotonic variables, on non‐monotonic
variables that are not shared with other objectives, or on non‐monotonic variables that by
chance have the same value at the minimum of each objective. If no trade‐offs exist, we can
move on to the question of the optimum of each objective:

Conjecture 2 The Second Conjecture of Ideal Design Synthesis
In the ideal design f∗

i → 0 ∧ −∞ for any design objective i.

Were it not for the First Conjecture and Condition 1, this conjecture would, on its own, simply
imply that the ideal Pareto set is infinite. Recall from theorem 6 and its corresponding proof
that harmonious variables and their bounds in part determine the position of the Pareto set.
If condition 1 is fulfilled, the location of the optimum is only determined by constraints and
the existence of interior optima (which implies non‐monotonicity). Hence, we can state the
following condition for the Second Conjecture:

Condition 2 Boundedness in the Improving Direction
For a design to be ideal, the bounds of its design variables must be infinite or asymptotic in
the improving direction, meaning xi → ∞ for f(x−i ) and xj → 0 ∧ −∞ for f(x+j ) for any i
and j.

As a consequence of the activity theorem of constrained optimization [12], the optimum
would never reach 0 or −∞ if this condition is not fulfilled. Assuming both conditions are
fulfilled, we can state the third and final conjecture:

Conjecture 3 The Third Conjecture of Ideal Design Synthesis
The ideal design has as few design variables as possible, meaning dimx → 1.

Given the stated prerequisite that all design problems are multiobjective, it follows that
dim f ≥ 2. From this, a condition arises, without which the Third Conjecture would result in
trade‐offs:
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Condition 3 Harmonious Variables
For a design to be ideal, all design variables must be harmonious, meaning argmin f(x) =
x ∧ x.

With these conjectures and conditions, we have a basic definition of what ”good” design
constitutes and what this implies about the dependencies and bounds in the system being
designed. This definition is consistent with the developments made in the previous chapters.
However, it goes beyond the Design Improvement Criterion from Chapt. 5, as it does not
involve a comparison with preexisting design, meaning it applies to synthesis.

6.1.2 Converging Towards the Ideal

Figure 6.1: Converging toward the Ideal Design involves the targeted avoidance of trade‐off
variables, the widening of the feasible domain of harmonious and independent variables,
and the reduction of variables/parts in the system.

The developments in the previous subsection might seem overly formal, hypothetical, and en‐
tirely academic. Obviously, no functional intent can be realised with a single design variable,
just as trade‐off variables can never be completely avoided. Correspondingly, a design prob‐
lem with an infinite or asymptotically bounded feasible domain is poorly bounded, meaning
any optimization model built to identify the optimal proportions of the system would fail to
converge.

Yet, the Conjectures and Conditions of Ideal Design are put forward in support of design
synthesis. We can, in practice, never actually fulfil any of the conditions described; we can
only converge towards them. If we accept the conjectures as fact, then a design is closer
to fulfilling the conditions than another, which will, by definition, be better. Viewed from
this convergence perspective, the Conditions of Ideal Design have certain implications for
synthesis:

Condition 1: Implies that dependencies are not a problem, so long as they do not
introduce trade‐offs between any of the design objectives of relevance in the given
design context. Hence, the more trade‐off variables we are able to avoid through
targeted decisions in synthesis and configuration, the better the design.

Condition 2: Implies that the bounds of monotonic harmonious and independent vari‐
ables can have a substantial impact on the location of the optimum and thus how close
the concept or configuration design is to being ideal. Hence, we can leverage mono‐
tonicity information to arrange the parts and features in a system in a way that widens
the feasible domain of our design in the improving direction.

Condition 3: Implies that harmonious variables ultimately allow the realisation of more
product functionality with less complexity. Hence, if we’re able to avoid trade‐offs and
overly restrictive constraints without introducing new design variables/parts or remove
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variables/parts without introducing trade‐offs or introducing new constraints, the de‐
sign is closer to the ideal.

Herein lies one of the core contributions of this thesis. Based on the theorems and proofs in
the previous chapters and the conditions developed here, it would seem that good mechani‐
cal design synthesis is a matter of avoiding trade‐off variables between design objectives and
avoiding that the active constraints introducing additional trade‐off variables while achiev‐
ing as many harmonious variables as possible with as nonrestrictive constraints as possible.
Hence, to converge towards the ideal design, we need to take measures in synthesis to en‐
sure as wide a feasible domain as possible, few trade‐off variables, and a low complexity.
When would we apply such measures?

In Pahl & Beitz’ Product Development process [6], the conceptual design phase begins with
the identification of key product requirements, the identification of the essential problems
that the end product is aimed at mitigating, and the identification of the desired functions and
sub‐functions of the end product. From an optimization perspective, the high‐level design
objectives and constraints for the end product arise as a consequence of the decisions made
in this process ‐ be they related to the physics of the product, the needs of the organisation,
the needs of the user, etc.

Yet, the objective functions themselves, constraint functions, and the dependencies between
them are determined by what comes after [133]. In the identification, selection, and devel‐
opment of working principles, the overall system structure, and the embodied design, the
physics and practical limitations of the end product are determined. Based on experience
or an understanding of the underlying physics, the designer might very well be aware of
some of the monotonic relationships between the design variables and the objectives and
constraints, even without any formal analysis.

In Section 6.1.3, design rules and guidelines are presented and demonstrated using the Novo
Nordisk FlexTouch Device and the SOMA device. These guidelines support the convergence
towards the ideal design and have emerged out of the Conditions of Ideal Design and out of
the developments made in the previous chapters through a hypothetical‐deductive approach.
In unison, they answer two basic questions which arose in this process. Firstly, what decisions
can we make in synthesis to get closer to the ideal? Secondly and of equal importance; what
decisions can we make in synthesis to avoid some of the issues we might identify through
Pareto‐set Dependency Analysis and the Configuration Redesign Principles?

These rules and guidelines mostly apply irrespective of context (e.g. specific design objectives)
and are aimed at aiding the selection of working principles and the combination of these
into the first synthesised embodiment (the preliminary embodiment [6]). Later in the design
process, theymight also support loop‐backs into the embodiment or conceptual design stage.
Nonetheless, as the guidelines rely on the designer having some prior knowledge, there are
some steps one must undertake in the early design process before they can be applied:

1. Define the overall design objectives based on the desired functionality.

2. Map out the potential working principles and structures.

3. Consider which monotonic relationships exist between the design objectives, the de‐
sign variables the working principles/structures give rise to, and the different constraints
that they may give rise to.

4. Map out the potential trade‐offs and active constraints these relationships might give
rise to.
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5. Apply the Design Guidelines to support the refinement and selection of the principal
solution or the synthesis of the preliminary embodiment.

6.1.3 Guidelines for Ideal Design Synthesis
This section puts forward a set of design guidelines under the notion that most designers
are actually aware of (or able to identify) some of the basic monotonic relationships involved
in their design problems from very early on in the design process. Even at a point where
the first system sketch has not been developed, the designer may still be aware of some
inherent relationships between the design objectives and the design variables that will arise
as a consequence of the selection of working principles and their combination into a principle
solution and subsequent preliminary embodiment.

Hence, many of these guidelines are put forward at a very basic level of abstraction; design
variables here do not necessarily reflect the dimensions on a drawing or the variables in an
optimization model. Rather, they might also represent the designer’s overall understanding
of how the working principles and the configuration of parts influence the design objectives
‐ e.g. ”the larger the output from working principle A, the less mechanical efficiency we can
achieve using working principle B”.

The design guidelines are put forward in three categories, based on which of the Condi‐
tions of Ideal Design they relate to. Given the hierarchy between the conjectures and condi‐
tions, there can be certain interdependencies between the guidelines. To distinguish between
them, the design guidelines are listed with a prefix, Gx for guidelines related to Condition 1,
Gχ for Condition 2, and Gdim(x) for Condition 3. Under each category, the guidelines are
grouped depending on what type of design activity or mode of design reasoning they relate
to. Some of the guidelines are reductive in nature and are related to existing heuristics, while
others are more inductive in nature and rely on the designers understanding of the depen‐
dencies and monotonic relationships that are involved in the overall design problem. This is
not an exhaustive set of design guidelines but rather a collection of heuristics that can be
applied in synthesis, early decision making, and refinement of the first embodiment to reach
a system that is closer to the ideal.

Case Introduction: The FlexTouch Device

Figure 6.2: The FlexTouch pen is used to exemplify some of the guidelines for ideal design
synthesis
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In the following, a new case ‐ the FlexTouch injection pen (see Fig. 6.2) ‐ is used to exem‐
plify some of the design guidelines, along with the SOMA case and more general examples
from literature. The FlexTouch is a platform product designed and manufactured by the case
company for the subcutaneous injection of active pharmaceutical (API) ingredients such as
insulin, human growth hormone, and glucagon like peptides (GLP1). Such APIs are essen‐
tially large proteins, meaning they cannot be delivered orally, as the gastrointestinal system
breaks down proteins by its very nature, resulting in little or no systemic uptake. As such, the
FlexTouch is used by people living with diabetes, human growth hormone deficiency, and
obesity, to perform daily or weekly injections. The device is pre‐filled, meaning it contains a
set amount of API and is disposed of once empty. It is used several times, delivering the dose
the user selects via a sterile needle which is replaced by the user before each dose.

In essence, the device is designed to autodose, meaning that the user selects a dose prior
to inserting the needle, after which the device delivers the dose at the push of a button. In
selecting the desired dose using the dial (see Fig. 6.2), the user winds up a torque spring
inside the device, with the set dose being shown on the scale. Said torque spring drives
the dosing mechanism, rotating a lead screw through a stationery nut, thereby pushing a
plunger through a cartridge filled with an API (e.g. insulin) in liquid form. By inserting the
needle and activating the dosing mechanism using the button at the end of the device, the
user injects the API into their subcutis (a tissue layer under the surface of the skin). Upon
pressing the button, the torque spring mechanism is released from a rotational lock, thereby
turning the lead screw. Several ratchet mechanisms create click sounds and haptic feedback
to assist dose setting, indicate dose progress and indicate when dose delivery is complete.
As such, numerous simultaneous functionalities occur in this process. The accuracy of dose
delivery is essential, as even the slightest under‐ or overdoses can have significant long‐term
health effects. Given this, the substantial production volume, and the safety‐critical nature
of the product, the FlexTouch device is embodied with as few components as possible. This
ensures a low cost, as few tolerance contributions as possible (which affect dose accuracy),
and high reliability.

However, this also means that each individual component contributes to numerous sub‐
functions, resulting in a highly interdependent design, which involved numerous challenging
trade‐offs in development. In fact, the device took in excess of 6 years to develop, from
initial sketch to running production, largely driven by this interdependent nature. That said,
the design of the FlexTouch actually reflects that many targeted decisions have been made
in the development process to avoid trade‐offs, widen the feasible domain, and allow a low
part count. These decisions were made in the selection of working principles and the con‐
figuration of the system and were the result of solution exploration, design iteration, and
experience. The device was not used in the development of the guidelines but was rather
found a posteriori to be consistent with them.

Condition 1  Guidelines for Tradeoff Avoidance
The avoidance of trade‐offs through independence between design objectives is a common
recommendation in engineering design literature (e.g. Suh [13], Pahl & Beitz [6], and Ska‐
goon [96]). Yet, as shown and discussed in chapter 5, there are other routes towards avoiding
trade‐offs or reducing their influence, which might be equal or even preferable to indepen‐
dence in many contexts. If we expand the redesign principles derived in Chapter 5 ‐ Separate,
Flip monotonicity, and Scale into the decisions such as the selection of working principles, the
synthesis of the working structure (aka. the layout of parts and subsystems) and the resulting
preliminary embodiment, a set of inductive and reductive guidelines emerge. These apply to
any trade‐off variable and any set of objectives, whether they exhibit globally monotonic be‐
haviour or not. Some might seem entirely obvious, but this merely reflects the importance
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of considering potential contributors to trade‐offs upfront.

Gx 1: Select working principles with trade‐off variables in mind

Some of the first decisions made in the design process can yield the most challenging
trade‐offs. With each of the different working principles that can be used to perform a
desired function, different dependencies and thus corresponding trade‐offs follow. It
follows that certain working principles are more suited to allowing simultaneous opti‐
mization of certain sets of design objectives. Considering this while selecting working
principles might lead to avoidance of detrimental dependencies or aid in the invention
or identification of new working principles:

Gx 1.1 Select working principles based on the objectives at hand.

Gx 1.2 When possible, avoid working principles that do not allow the simultaneous
improvement of all the objectives they contribute to or affect.

Gx 1.3 Introduce compensating functionality that allow the reduction of trade‐off be‐
tween design objectives, when independence or like‐monotonicity is not possi‐
ble. This is especially applicable for intrinsically conflicting objectives.

Figure 6.3: Example 1: The selection of a lead Screw rather than a rack and pinion in the
FlexTouch device, allows long friction without elongating or widening the device.

Example 1: Selecting Working Principles based on the Objectives ‐ the FlexTouch Lead Screw
Relevant Design Objectives: Minimise device diameter and length, maximise dosing speed (reduced
by friction), maximise dose accuracy.
Design Guidelines Involved: Gx 1.1 , Gx 1.2, and Gχ2.1

The decisions made in the development of the FlexTouch w.r.t. the selection of working
principles and configuration of parts clearly show that the designers had these objectives in
mind in synthesis. Primary amongst these decisions is that the entire dosing engine works in
rotation, which is converted into a linear movement.

One aspect in that regard is the specific use of a lead screw driven by a torque spring, which
is particularly beneficial in regards to avoiding several trade‐off variables between dosing
speed and dosing accuracy on one side and device size (diameter and length) on the other.
The benefit of the lead screw lies in that the frictional loss is reduced with its diameter.
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Meanwhile, the net force exerted by the lead screw is determined by its pitch, diameter, and
torque delivered by the engine. Alternatives to a lead screw could be a helical rack and pinion
or a linear ratchet rod (which we will get back to in Example 7). As discussed in Chapter 5,
the accuracy of a rack and pinion increases monotonically while the friction decreases with
an increase in the diameter of the pinion and the length of the rack’s sliding joint. In other
words, its efficiency and accuracy grow with its size, which the lead screw avoids.

Having selected a lead screw as a basic principle and placed it in the centre of the device
(allowing the smallest screw diameter), the designers of the FlexTouch have avoided contri‐
butions to several size‐related trade‐offs. However, as we reduce the diameter of the screw,
its accuracy becomes more sensitive to geometric variation in the thread and to errors in its
rotational position (e.g. due to play between components), affecting dosing accuracy. This
aspect will be revisited in Example 3.

Gx 2: Synthesise preliminary embodiments with trade‐off variables mind

In the combination of working principles into an overall principle solution, dependen‐
cies arise due to parts/variables contributing to several functionalities (and therefore
objectives) simultaneously. Correspondingly, the realisation of the preliminary em‐
bodiment creates to further trade‐off variables, as the embodiment gives rise to de‐
sign constraints that may introduce trade‐off variables when active. Even the slightest
monotonicity information and identification of potential dependencies may guide this
process towards avoiding trade‐off variables:

Gx 2.1 Assess monotonicity during morphology exploration: Systematically explore al‐
ternative combinations of the required working principles into different system
layouts. Compare and select based on avoiding as many potential trade‐off
variables as possible.

Gx 2.2 If a potential trade‐off variable becomes evident, redistribute functionality
among the parts/ subsystems/ functional elements in the system, or rearrange
the parts themselves, to achieve independence or a scaling of the trade‐off vari‐
able.

Gx 2.3 Avoid geometric dependencies between oppositely monotonic variables. E.g.
positioning a geometric feature with a monotonically decreasing influence on
one objective inside a feature with a monotonically increasing influence on an‐
other objective.

Gx 3: Avoid common drivers of trade‐offs

Certain design ”mistakes” can be made in the combination of working principles into
a preliminary embodiment that drive potentially avoidable trade‐offs. Many context‐
specific examples of such can be found in existing heuristics in engineering design
literature; see, e.g. French [14] and Skagoon [96]. If not directly intended or necessary
to realise the desired functionality, these drivers should be avoided.

Gx 3.1 Avoid designing towards objectives being interdependent through equilibria, c.f.
the steam engine example from Chapt. 1.

Gx 3.2 Avoid temporal conflicts ‐ e.g. a part ideally being infinitely stiff in for optimal
performance in one system state, and infinitely soft in another [16]. Redistribute
functionality, or introduce new parts to mitigate such scenarios.

Trade‐off Management in Early Mechanical Design 121



Gx 3.3 Avoid force loops that overlap unnecessarily, especially if these work in the op‐
posite direction [14].

Gx 3.4 Avoid unbalanced and asymmetric loads, unless they are required to fulfill a
given functional intent [6, 14, 29]

Figure 6.4: In the SOMA device, moving the spring closer to the base to reduce the self‐
orientation vs impact velocity trade‐off, and avoiding the constraint‐driven trade‐off related
to the serial arrangement of the spring and needle, can only be achieved through a change
in working principle.

Example 2: Redefining the working principle and structure in the SOMA
Relevant Design Objectives: Minimise device diameter, while maximising impact velocity, self orienta‐
tion and API capacity
Relevant Inequality Constraints: Radial fits between parts, vertical tolerance chains, needle tip clear‐
ance relative to the valve.
Design Guidelines Involved: Primarily Gx 1.2 , Gx 2.2, Gx 2.3, but also Gχ2.3, and Gχ2.4 to an extent.

Revisiting the 11th SOMA redesign iteration while considering the design guidelines, we see
that we might actually have identified the redesign without the extensive analysis and re‐
design effort. Viewed from a working principle perspective, an actuator driven by a compres‐
sion spring will always have to be mounted as far from the bottom of the device as possible,
as the needle exits through the base, and the spring needs to interface with the needle hub.
This inherently worsens the trade‐off between self‐orientation and impact velocity.

Conceptually speaking, a tension spring does not have this problem. We might have realised
this without analysis had we considered the oppositely monotonic influence of the spring
wire diameter upon the two objectives and how it is worsened by the serial arrangement of
components necessitated by the use of a compression spring. This serial arrangement also
creates a minor trade‐off between impact velocity and API capacity, as any elongation of the
spring (which follows with an increase in wire thickness) results in a shorter needle or less ac‐
celeration stroke. Interestingly, the change to a tension spring also allows functionality to be
redistributed amongst the components, eliminating several design variables along the way,
as can be seen by the elimination of the guiding cylinder and most of the trigger geometry.
In unison, the valve and tension spring now fulfil the linear guidance functionality, which
ensures that the needle actually goes through the hole in the base. In turn, this eliminates
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material that worsens self‐orientation and increases device size. So, in this case, the change
in working principle allowed increased integration and the scaling of several trade‐offs.

Gx 4: Be Pragmatic

Trade‐offs are not always worthwhile avoiding ‐ some will occur due to inherently
conflicting objectives (e.g. low mass vs high stiffness), while others exist between ob‐
jectives on vastly different orders of importance. This should be considered in synthesis
and redesign, as accepting these situations might open new opportunities:

Gx 4.1 Accept the existence of a trade‐off variable if the relative importance of the two
objectives is vastly different or if the loss in utility caused by the existence of the
dependency is negligible.

Gx 4.2 ”The needs of the many...”: The existence of a trade‐off variable might be ac‐
ceptable if most of the objectives involved are of like monotonicity w.r.t the
variable.

Gx 4.3 If a constraint seems to be difficult to fulfil, treat it as an objective, and ex‐
plore how the trade‐off variables between it and the existing objectives can be
avoided.

Example 3: Scale and Needs of the Many in the FlexTouch Dosing Ratchet
Relevant Design Objectives: Maximise dosing accuracy, dosing click volume and dosing speed, mini‐
mize device cost, diameter, and length
Relevant Inequality Constraints: Avoid lead screw buckling, feature sizes above a certain limit, stress
in ratchet interface, radial play between components, injection moulding constraints.
Design Guidelines Involved: Gχ4.2 and Gχ1.3

The diameter of the lead screw in the FlexTouch is as small as it can feasibly be, given the
constraint that it cannot buckle while dosing and size limitations related to straightness tol‐
erances and injection pressure during moulding. Yet, the potential loss of accuracy that
would have arisen from using as slender a lead screw as possible has been mitigated through
conceptual/embodiment design ‐ illustrated in Fig. 6.5.

Upon the activation of the dosing mechanism, leading to the torque being transferred from
the spring mechanism to the lead screw, the screw itself does not interface directly with
the spring mechanism. Rather, an intermediary ‐ the purple part in Fig. 6.5 ‐ controls its
rotational position through a key interface and interfaces with the spring mechanism when
dose delivery is activated. The part has a pair of elastic arms that are engaged with a ratchet
surface in the outer housing, creating a one way‐lock, meaning the lead screw can only rotate
in the ”dosing” direction. When the part rotates, the elastic arms create a click‐sound thanks
to the ratchet interface, indicating to the user that dose delivery is in progress, producing 24
clicks pr. revolution (equal to the resolution of the ratchet interface).

The inclusion of this intermediate part has a substantial positive influence on the dosing
accuracy of the device. Thanks to the elastic arms, the interface between the lead screw
and the key feature is virtually free of tangential play. Furthermore, the resolution of the
ratchet substantially reduces the influence of errors in the rotational position of the dosing
mechanism. It also scales down the influence of geometric variation in the dosing ratchet due
to a gearing effect stemming from the difference in diameter between the key and ratchet.

So, beyond contributing to a new sub‐function (the ”dose progress” clicks), this intermediate
component all but eliminates the trade‐off involved in reducing the diameter of the lead screw
to the bare minimum and several contributors to inaccuracy stemming from manufacturing
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Figure 6.5: The purple component ‐ specifically its dosing ratchet and lead screw key ‐ com‐
pensates for most of the issues that arise from having as slender a lead screw as possible,
thereby scaling the trade‐off between efficiency and accuracy.

constraints. This only comes at the slight cost of efficiency, stemming from the deflection
of the click arms (strain energy and frictional dissipation). The loss involved is much smaller
than if the lead screw had a large diameter instead.

Condition 2  Guidelines to Improve the Feasible Domain
As the active constraints in a design problem can influence the location of the Pareto set, they
can by extension also render trade‐offs unimportant if the location of the Pareto set is such
that the trade‐offs lead to little loss of utility. Hence, synthesising mechanical systems with
bounds in mind can have a substantial effect on the performance of the end product. Con‐
sidering inherent constraints while selecting working principles, and systematically arranging
parts and geometric features based on the objectives at hand in order to avoid creating overly
restrictive constraints, may allow the widening of the feasible domains of the variables in the
design in an improving direction.

Knowing a priori which constraints are active can be challenging ‐ especially when it comes
to variables that are involved in several nonlinear phenomena. Yet, this should not prevent
the designer from attempting designing around constraints that are likely going to be active.
If we, for instance, wish to minimise the mass of a system, we can be fairly confident that
manufacturing constraints relating to wall thickness, and constraints related to the avoidance
of failure phenomena, will likely be active. Correspondingly, if we are interested in minimis‐
ing size, the geometric fits between components and the capabilities of the manufacturing
processes will definitely come into play. Yet, the designer does not necessarily need to know
which constraints are active if the design can be manipulated in a way that affects several
potentially active constraints at once. The following guidelines apply to all harmonious and
independent monotonic variables and to non‐monotonic variables that are bound at the op‐
timum:

Gχ1: Consider inherent constraints when selecting working principles

Some constraints are inherent to the working principles in the system. Rather than
being caused by decisions made in regards to the configuration and shape of parts,
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they stem from the underlying physics involved or unavoidable practical limitations
such as manufacture or assembly. For instance, in designing a suspension system, the
constraints that arise from the selection of a pneumatic solution (e.g. seal integrity
and radial piston fit) solution are wildly different from those involved in mechanical
springs (e.g. shear stress, fatigue, spring index limits). Hence, the selection of working
principles can drastically influence feasible domains; both of the design variables that
arise with the specific principle (e.g. a piston diameter in the suspension example) and
those that exist in the system irrespective of what principle is selected (e.g. suspension
mounting points).

Gχ1.1 When possible, select working principles that avoid constraints that are not in‐
herent to the design problem itself.

Gχ1.2 Introduce new functionality to eliminate active constraints ‐ e.g. overload pro‐
tection, active damping, designing to allow in‐use adjustment or maintenance,
etc.

Gχ1.3 When possible, rely on the principles of self‐help [6, 16] to eliminate constraints
related to mechanical failure.

Gχ1.4 When possible, change the design to make active constraints dependent on
additional decreasing variables and fewer increasing variables ‐ e.g introducing
additional load bearing surfaces for a specific structural load case, eliminating
load paths, etc.

Gχ2: Use monotonicity knowledge to widen χ through configuration

The relative arrangement of parts and geometric features in an assembly has a substan‐
tial effect on what constraints are imposed on the proportional optimization problem.
How the whole system fits together creates geometric fit constraints (e.g. one part
fitting inside another), tolerance chains, and force paths/loops. Hence, knowledge
of monotonic relationships between the design objectives and the key dimension(s)
of a functional element/part should be used to support the identification of the ideal
system layout.

Gχ2.1 Base the layering and spatial configuration of the parts in a system on the mono‐
tonicity of its harmonious and independent variables, i.e. moving decreasing
variables outward, increasing variables inward in the assembly.

Gχ2.2 Layer components from inside to out based on the influence of their variables
on the objectives; positioning the most influential decreasing variable furthest
out, and the most influential increasing increasing influence furthest in.

Gχ2.3 If a part contains increasing and decreasing variables that are geometrically in‐
terdependent, split the part in two or re‐allocate functionality to other parts.

Gχ2.4 Arrange components and interfaces to take advantage of scaling/gearing ef‐
fects. For instance, a rule of thumb is to locate surfaces that control the position
of parts or are heavily loaded in the location in the assembly that allows the
widest/largest possible dimension while locating rotating components as far in‐
ward as possible.
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Figure 6.6: The location of the activation splines in the FlexTouch is beneficial for several
reasons. The torque spring is mounted between the teal component and the red component

Example 4: Beneficial layering in the FlexTouch activation mechanism
Relevant Design Objectives: Minimise device diameter, minimize activation force, maximise dose ac‐
curacy.
Relevant Inequality Constraints: Interface stress in the activation spline, tangential assembly clearance
in the spline interface, feature size (i.e. molding injection pressure).
Design Guidelines Involved: Gχ2.1 and Gχ2.2

The user activates autodosing in the FlexTouch by pressing the button at the end of the
device. As mentioned in Example 1, the dosing engine works in rotation. By pushing the
button, the user pushes a set of splines on a clutch component (the Activation Splines on
the yellow part in Fig. 6.6) out of their engagement with splines in pen housing and into
engagement with the purple key component from Example 3 which is free to rotate in the
dosing direction. Prior to activation, the activation splines lock the spring mechanism against
the housing, creating a closed force loop. This functionality could have been achieved in
numerous ways but has specifically been located on the widest possible internal diameter
of the device. Again, it would seem that the designers have striven for the ideal in locating
this interface. From the user’s perspective, a small device diameter is preferable, as is a low
activation force. Pushing a button with a high force can cause considerable pain, given that
this is done after the needle has been inserted.

By placing the clutch splines in the outer‐most layer of the device, the designers have achieved
the largest possible contact diameter. The activation force is primarily driven by the friction in
the spline interface, stemming from withholding the torque spring. A large contact diameter
results in a small tangential force, and therefore low friction. The low tangential force means
that the mechanical stress in the device is low, meaning less material use and ultimately a
smaller device. A large contact diameter also allows a high resolution of activation splines
as there is a lower limit to how small features can be manufactured. Combined with lead‐in
surfaces for re‐engagement that lower the angular error, this high resolution improves the
dosing accuracy. Finally, the large diameter also scales down the influence of the geometric
variation (which occurs in manufacture) of the spline surfaces, as a predefined absolute spline
width or position tolerance has less influence on the angular error, the larger the diameter the
spline exists on. In conclusion, the designers have been aware of a potentially harmonious
relationship and used this knowledge to configure the parts in the system.
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Gχ3: Design toward hitting hard constraints

While many constraints can be manipulated through design ‐ e.g. eliminating contri‐
butions to a tolerance chain or increasing the achievable load bearing area of a snap
feature by moving it to another location in the assembly ‐ other constraints are hard
and unaffected by a change in configuration. Designing towards these constraints
becoming active, rather than the feasible domain being defined by (ultimately) avoid‐
able constraints, widens the feasible domain as much as possible in the improving
direction.

Gχ3.1 In the ideal design, all harmonious variables are determined by their general
limits (irrespective of context), rather than a specific limit determined by the
manner in which the functional intent has been realised.

Gχ3.2 If a variable is bound by a hard constraint that cannot be manipulated through
configuration design change, explore changes to the overall concept or poten‐
tial for parametric change (e.g. a change in the production process, material
selection, etc.).

Gχ4: Manage the parametric contributions caused by active constraints

Oftentimes, constraints will include parameters (e.g. properties related to the material
and production process), which cannot directly be manipulated by the designer. Yet,
their influence and importance can still be considered in the process of synthesis and
redesign:

Gχ4.1 When possible, relax active constraints through design rather than parametric
change. Parameters can almost never be adjusted freely (toward zero or infinity)
and often indirectly represent objectives beyond the designer’s direct control
(e.g. allowable cycle time in an assembly step, sourceable material grades, etc.
). As a general rule, it is hence preferable to widen the feasible domain through
design change.

Gχ4.2 Avoid letting features that do not directly relate to objectives but are rather
necessitated by constraints affect the feasible domains of important harmonious
variables (c.f. the design of the housing snap in the SOMA case discussed in
Section 5.5.1).

Example 5: Layering and Lowest Theoretical Bound in the SOMA spring‐trigger fit
Relevant Design Objectives: Minimise device diameter andmaximise impact velocity and self‐orientation
Relevant Inequality Constraints: Radial fits between parts, wall thickness limit, spring index limit
Design Guidelines Involved: Gχ2.2 and Gχ3.1

May of the initial redesign iterations in Chapter 5 might have been avoided by applying
the simple guideline to layer components based on monotonicity and their influence on the
objectives. Even without a fully constructed optimization model, we might realise that the
configuration of components in the original design may be inopportune. With knowledge on
the mechanics of springs, as found in classical books on spring theory such as Wahl [112], we
might realise a spring’s stiffness decreases monotonically with its coiling diameter and that
its volumetric efficiency decreases monotonically with the spring index. Hence, we might
realise without analysis that re‐configuring the system to move the spring inward would be
of benefit to the velocity objective while reducing spring‐mass. That said, we might not have
realised that that impact velocity is ultimately determined by the load‐bearing trigger needing
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Figure 6.7: The 4th and 5th SOMA redesign iterations exhibit the notion of layering and
designing towards the lowest theoretical bound

to fit inside the spring, as this issue arises due to multiple active constraints.

Yet, redesign iterations 4 and 5 (see Fig. 6.7) illustrate the guidelines related to widening the
feasible domain quite well. Conceptually, the seal has no impact on impact velocity and little
impact on the other objectives, so there is simply no trade‐off involved in moving it outside
the spring, which has a substantial impact on all of the objectives. Yet there is little utility in
reducing the coiling diameter of the spring beyond a certain limit, as springs can generally
not be manufactured below a spring index (the ratio between coiling and wire diameter) of
4 [112]. As discussed in Chapter 5, redesign iteration 5 most likely reaches beyond this limit,
meaning that redesign iteration 4 also exemplifies the design towards the hard minimum
bound.

Condition 3  Design Integration
As mentioned previously, the more harmonious variables we can achieve, the less complex
and conflicting the system will be. Assuming the first priority is to avoid introducing new
trade‐off variables, attempts to achieve low complexity in synthesis or redesign hence in‐
evitably involves avoiding/eliminating redundant variables and increasing the number of ob‐
jectives the remaining variables contribute to. Such an increase in design integration implies
that each component in the assembly contributes to or effects more functionality [29]. One
could, in other words, argue that design integration is the opposite of modularisation.

Design integration has multiple potential benefits beyond the oft claimed correlation [7, 13]
between ”structural” complexity (i.e. the number of design variables) and the end manu‐
facturing cost. Examples include an increased potential for robust and reliable performance
[29], given that fewer parts or fewer measures on a drawing ultimately mean that there are
fewer potential sources of failure or variation. Studying efforts to reduce part counts in jet
engines, Frey et al. [26] also found that complexity reduction can, in some cases, result in
improved system performance, despite an increase in dependency.

In increasing the degree of integration, however, the inevitable challenge is to avoid cre‐
ating new problems, either through the introduction of trade‐off variables or new or more
restrictive constraints. Hence, the following design guidelines may be applied to support the
convergence towards fulfilling Condition 3 without moving further away from fulfilling the
other conditions.
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Gdim(x) 1: Integrate functionality with trade‐offs and constraints in mind

From a synthesis perspective, integration may involve designing components that are
involved in the embodiment of multiple working principles. In redesign meaning, in‐
creasing integration might involve change such as combining parts, introducing new
geometric features to existing parts and adding a state‐change to the system. If care
is not taken, one can easily end up making decisions that introduce new contribu‐
tors to trade‐offs or worsen the proportional optimum. Hence, the following design
guidelines may apply:

Gdim(x) 1.1 Whenever possible, integrate functionality that results in harmonious vari‐
ables or the elimination of a constraint without the introduction of a trade‐
off variable.

Gdim(x) 1.2 Integrate additional functionality as long as it does not shift bounds sub‐
stantially in the non‐improving direction.

Gdim(x) 1.3 If variables/parts can be eliminated through the redistribution of function‐
ality in a manner that does not introduce trade‐off variables or new con‐
straints, these variables/parts are redundant.

Gdim(x) 1.4 Integrate whenever multiple functions can be performed over the same axis
of operation (e.g. rotation around a given axis), so long as this does not
introduce non‐scalable trade‐off variables, overly restrictive bounds on im‐
portant harmonious variables, or result in an overconstrained mechanism.

Gdim(x) 1.5 Design towards achieving state changes. As a rule of thumb, themore kine‐
matic state changes (e.g. parts changing interfaces or kinematic degrees
of freedom, and load paths being redirected) a designer is able to build
into a mechanical system, the more functions and objectives each part can
contribute to. This does not necessarily create trade‐off variables or ne‐
cessitate additional design variables given that independence is achieved
in time rather than geometry. Hence, this is somewhat analogous to the
Separate in Time heuristic from TRIZ.

Gdim(x) 2: Separate to avoid trade‐off variables or inherent constraints

Oftentimes, separation becomes the only recourse, as some forms of functionality can‐
not be integrated without creating trade‐off variables that cannot be scaled or inher‐
ent constraints that cannot be relaxed. TRIZ [16] contains a quite expansive treatment
on different approaches to separation, so the following guidelines are only stated in
the specific context of a designer trying to get as close as possible to fulfilling the
Conditions of Ideal Design:

Gdim(x) 2.1 Avoid integrating physically contradicting[16] functionality in the same
parts/subsystem ‐ e.g. requiring a part to be stiff and compliant, insulating
yet conductive, etc.

Gdim(x) 2.2 Split parts or introduce new ones and redistribute functionality, if the al‐
ternative is a an active constraint or a trade‐off variable that cannot be
scaled.

Gdim(x) 2.3 Only modularize and parallelize the system when the alternative is a trade‐
off or a substantially narrowed feasible domain in the improving direction.
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This will often be the case in products that are maintenance‐heavy or in
architectures with a high degree of part re‐use, where increased integration
might lead to increased cost.

Figure 6.8: An alternative actuation principle that allows the actuator to trigger injection‐
using dynamic rather than static loading ‐ permitting fewer parts and eliminating multiple
constraints and potentially also trade‐off variables.

Example 6: Selecting working principles in the SOMA
Relevant Design Objectives: Maximise impact velocity and self orientation
Relevant Inequality Constraints: Spring yield, trigger creep load, spring manufacture, and radial and
axial fits
Design Guidelines Involved: Gdim(x) 1.1 and Gχ1.1

Looking at each redesign of the SOMA device in Chapter 5, one could argue that the concept
remains unchanged. They are all self orienting devices with crystalline API. They all inject the
API by releasing a pre‐loaded spring after the dissolution of the component that held it in
place. These principles inevitably lead to several constraints and trade‐off variables that are
inherent to a statically loaded system. The pre‐loaded spring means that the device needs
to be designed with a load‐bearing structure that can withstand a long term static load
yet remain lightweight. This would never be avoided completely using the Configuration
Redesign Principles.

In applying the design guidelines for ideal design, an obvious question is: what if the device
were not pre‐loaded but triggered by the build‐up of a force/pressure? In essence, integrat‐
ing the actuator and trigger functionality, thereby eliminating some of these globally active
constraints. Such a system implies some sort of state change, needing to occur after the
user swallows the device. One answer to this is a chemical reaction with the contents of
the stomach resulting in the build‐up of gas inside the device (e.g. baking powder, which
would produce CO2), or some sort of swelling reaction (e.g. a hydrogel). Correspondingly, a
build‐up of pressure requires a sealing system, and some form of elastic or bi‐stable release
mechanism would also be required.
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This line of thinking led to a conceptual sketch of such a system is shown in Figure 6.8.
Essentially, gastric acid/fluid could enter the device via channels covered by a self‐reinforcing
lip seal or a membrane. The API is mounted in a bi‐stable Belleville washer, which seals
against a guiding cylinder in the housing. Behind the washer, a reactant of some sort, causing
pressure build‐up upon contact with gastric acid, to a point where the Belleville washer reverts
to its opposite position and deflects past a ratchet surface in the housing, thrusting the needle
and washer forward. This eliminates the constraints stemming from the static load from the
spring, the spring itself, and the need for the dissolving plug. Furthermore, the reactant
can be distributed much more freely in the device (volumetrically) than a spring, potentially
allowing less mass in the top of the device. That said, we cannot claim that this is necessarily
a solution that is closer to the ideal design, as there are multiple open questions. Examples
include the integrity of the seal/membrane on the top of the device, sealing integrity between
the Belleville washer and guiding cylinder, energy density of the reactant, etc. Yet, it serves
to illustrate that the guidelines can lead to vastly different solutions, with other (perhaps less
restrictive) constraints and trade‐offs involved.

Gdim(x) 3: Consider the hierarchy of trade‐off avoidance

If we accept the Third Conjecture of Ideal design, Condition 3 leads to the realisation
that when possible, it is preferable to avoid trade‐offs through design decisions that
do not introduce new design variables/parts. If not, we would simply be mitigation
trade‐offs by increasing complexity. Hence, if we wish to fulfil Condition 1 and 3
simultaneously, there is an order of preference as to how to eliminate (or reduce) a
contribution to a trade‐off:

Gdim(x) 3.1 Flip monotonicity over all else ‐ attempt to achieve like monotonicity in
the selection of working principles and their combination into an overall
system.

Gdim(x) 3.2 Eliminate the trade‐off variable, by removing the its influence on one objec‐
tive entirely. This especially applies to unnecessary influences (see Gdim(x) 4).

Gdim(x) 3.3 Separate the trade‐off variable by redistributing functionality to existing
geometry/design variables/parts.

Gdim(x) 3.4 Separate the trade‐off variable by introducing new design variables/fea‐
tures onto existing geometry/design variables/parts.

Gdim(x) 3.5 Scale the trade‐off variable using existing variables. This can for instance
be achieved by relaxing the constraints on variables that act as a multipli‐
er/divisor to the trade‐off variable.

Gdim(x) 3.6 Separate the trade‐off variable by introducing new parts/subsystems
Gdim(x) 3.7 Scale the trade‐off variable by introducing new parts/subsystems

Gdim(x) 4: Avoid unnecessary influences

Trade‐offs are caused by dependency. Yet, some forms of dependency are not inher‐
ent to the concept of configuration but rather arise unintentionally due to what can
essentially be viewed as noise. These situations should be avoided whenever possible:

Gdim(x) 4.1 Aim for kinematically correct designs, as static indeterminacy can lead to
non‐linearities and unintended dependencies [14, 39].

Gdim(x) 4.2 Avoid the associated/parasitic loads that arise from asymmetric parts and
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load paths, or from unbalanced moments[14]

Gdim(x) 4.3 Isolate negatively interacting subsystems from each other to avoid e.g. un‐
intended friction, heating, vibration, competing working directions, etc.
[94, 115].

Gdim(x) 4.4 Whenever possible, avoid designing geometric features required for man‐
ufacturing and assembly in a manner that influences functionality, to limit
cost vs. performance trade‐offs.

Figure 6.9: By driving most of the functionality in the dosing engine using a single torque
spring, and usingworking principles for sub‐functions which all rely on rotation, the FlexTouch
device has avoided numerous contributors to the trade‐offs between synchronisation and
angular accuracy on one side, and mechanical efficiency on the other

Example 7: Beneficial Integration in the FlexTouch Scale and Click System
Relevant Design Objectives: Minimise device diameter, scale display error, maximise dosing speed, and
scale number size and resolution,
Design Guidelines Involved: Gdim(x) 1.1, Gdim(x) 1.4, Gχ2.1, Gχ2.2

The entire FlexTouch dosing engine is designed to act in rotation, with the exception of the
activation mechanism (which has benefits, as Example 4 illustrates). Dose setting, autodos‐
ing, dose clicks, and the dose scale are all driven by the torque spring mechanism and by
the user turning the dial. The scale is rotationally locked to the spring mechanism via a set
of splines (see Figs. 6.6‐6.9) and is mounted on a helix inside the housing, meaning that
it is screwed back and forward as the user sets a dose and the device auto‐doses. Beyond
acting as a means of communicating the dose setting, the scale also acts as a rotational lock,
preventing the device from being dialled above the maximum dose setting and preventing it
from dosing below its ”zero” setting.

When viewed from a single‐objective perspective, there might very well have been benefits
in designing single modules to perform some of these functions independently ‐ e.g. getting
as loud clicks as possible or achieving larger on the scale or a finer resolution. This might
also have had modularity benefits ‐ allowing more variants and more treatment regimes to
be covered by the same device platform.
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Yet, as examples 1, 3 and 4 might already indicate, substantial benefits arise thanks to the
integration of functionality. Chief among these is that a less integrated design would likely
have resulted in a larger device and less accurate device. Especially given that additional part‐
s/variables add to the number of sources of geometric variation. At its lowest dose setting
(e.g. one standard unit of insulin), the device converts the rotational movement of the dial
into app. 0.18mm of axial movement inside the drug cartridge. The use of a single actuator
(the torque spring), and the use of the scale the rotational end‐stop, minimises the deviation
between the dose setting shown on the scale and the size of the delivered dose. Having
located the max/min rotational stops on the scale also maximises the accuracy and repeata‐
bility of the device, as it is the outer‐most component inside the device, yielding the largest
possible contact diameter. The single actuator has also allowed the parts to be layered in a
manner that minimizes friction without a loss of accuracy.

The use of rotation as a working direction also any geometric variation to be geared down,
as any error in angular position is transformed into a comparatively small error in axial dis‐
placement thanks to the lead screw. An axial spring mechanism would likely require a serial
arrangement of spring and the functional element that pushes the plunger in the cartridge
(replacing the lead screw), which would lengthen the device or reduce the size of the deliver‐
able dose. Furthermore, such a solution might involve a ratchet rod instead of a lead screw,
which would worsen the accuracy of the device, given that linear tolerances would translate
directly into a positional error of the ratchet rod. Not to mention that it would be challeng‐
ing to get a fine enough dose setting resolution (as each increment equates to 0.18mm of
movement).

6.2 Systematic Iterative Design
”It is characteristic of the search for alternatives that the solution, the complete
action that constitutes the final design, is built from a sequence of component
actions. The enormous size of the space of alternatives arises out of the innumer‐
able ways in which the component actions, which need not be very numerous,
can be combined into sequences.”

‐ Herbert Simon
The Science of the Artificial [134]

As the above quote in part communicates, embodiment/configuration design is challenging,
especially in synthesis and redesign. There are often so many forms of changes one might
make that identifying how and when to change a design is by no means trivial. Now that
we have developed guidelines for synthesis that are consistent with the developments of the
previous chapters, we can move on to the question of how to apply the methodological de‐
velopments systematically in iterative design. This section hence involves a discussion of how
the developments of the previous chapter actually allow a systematic approach to guiding
configuration design towards improvement and presents perspectives on how this is done in
practice.

6.2.1 Supporting Design with Optimization
The breadth of options available to the designer as to how to embody the desired concept
is substantial. The same functionality can at times be achieved through countless system
layouts, working principles, part combinations, and so on. As a result, the transition from
concept design to embodiment design is commonly supported by some form of morpholog‐
ical analysis [6, 9] and is heavily reliant on iteration.

As argued by Pahl & Beitz [6] and by Andreasen [8] when a desirable or promising preliminary
system layout (the initial embodiment) has been identified, the process of refining said layout
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begins. This might involve adding additional sub‐functionality, redesign aimed at ”Design for
X” (e.g. manufacture, assembly, safety, robustness, aesthetics, etc.), and changes aimed at
general improvement of product performance. In this process, design changes and improve‐
ments are made at different degrees of change, some of which can be supported through
the use of optimization methods. Design optimization typically iterates on the design of the
system to achieve optimality with respect to given objectives while satisfying a set of given
constraints. Such optimality is limited to the particular analytical model, and so it is often
more accurate in practice to think of optimization results as design improvements. Such im‐
provements are associated with (i) proportional design changes, where design variables are
resized; (ii) parametric changes, where parameters such as material properties or production
processes are modified allowing for relaxation of design constraints; and (iii) configuration
changes where the embodiment of functions or distribution of sub‐functions is modified.

As covered in Paper B, proportional design has historically been facilitated by advancements
in computational modelling, computing power, and optimization techniques. More robust
and higher fidelity numerical solutions in size optimization have reduced risk in constraint re‐
laxation for increasingly larger and more complex problems. Parametric design with gradual
constraint relaxation has been a primary approach for product performance improvement in
industry [131]. This has allowed designers to work within enlarged feasible domains thanks
to new or improved materials, production processes, and a deeper understanding of failure
phenomena, all leading to reduced design margins, e.g., as seen in the design of combustion
engines and turbines [131]. With this in mind, the comparatively low focus on configura‐
tion/embodiment change in academia and industry is somewhat surprising. Entire fields of
engineering are devoted to material, and process improvement and increasingly advanced
mechanical analysis and modelling, but the question of embodiment/configuration design
is largely reliant on a more practical approach, relying on a mix of creative synthesis, anal‐
ysis, and engineering judgement [6, 12], being largely dependent on the proficiency and
experience of the designer [10, 33, 35].

As discussed in chapter 3, configuration/embodiment design remains elusive in design opti‐
mization, with the notable exception of topology optimization [67], and to an extent combi‐
natorial methods such as grammars [106] and graph‐based methods allowing simultaneous
synthesis and optimization [107, 108].

The fundamental challenge of optimization‐based configuration design is the lack of appro‐
priate mathematical modelling capabilities: different configurations require different math‐
ematical problem formulations. The success of topology optimization (TO) methods is due
to the introduction of a unified mathematical model across configurations. TO allows opti‐
mization of a functional representation of the design without the actual embodiment of the
functions, and the results inform configuration design. However, both TO and combinatorial
approaches have limitations in the context of early iterations in configuration design. Topol‐
ogy optimization is reliant on a predefined set of boundary conditions and loads, meaning it
either involves the design of single components or requires a fixed configuration of compo‐
nents. Meanwhile, combinatorial optimization techniques can only capture the configura‐
tions that the designer has accounted for in the model, meaning that these have to a certain
extent, been synthesised a priori. Both combinatorial and tensor‐based techniques also fail
if the physics or the boundary conditions change with the configuration.

The ultimate goals of these methods ‐ identifying an optimal configuration ‐ perhaps disre‐
gard some of the fundamental challenges engineering designers face in practice. Their work
is highly iterative [6, 24], in part due to changing product requirements, and in part due
to the gradual aggregation of design knowledge [10], permitting informed design changes.
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Product functionality is also not static ‐ it changes and grows as development progresses [8].
As a result, what constitutes an optimal design changes over time. Furthermore, designers
are inherently opportunistic, ”perceiving those requirements which are likely to constrain the
design most critically, and using a knowledge of the design repertoire and experience” to
inform decision‐making [97]. They also often ”try to identify, remove/reduce, then optimize
the trade‐off” [124]. Thus, as the designer progresses through successive iterations, the
configuration design changes along with the objective and constraint functions. In effect,
the designer manipulates the Pareto set by introducing changes that improve performance.
They also gradually change its dimensionality by adding sub‐functions or considering more
requirements (e.g. manufacturability), thereby adding objectives and constraints.

With this in mind, it is perhaps more pertinent to consider how design optimization might
be used to inform decision making in the iterations between the selection and combination
of working principles, to the synthesis of the preliminary layout and the definitive one (i.e.
from the start to the finish of embodiment design). Disregarding the potential loop‐backs
[24] into conceptual design, this configuration/embodiment design involves designers imple‐
menting a mix of proportional, parametric, and configuration related changes, along with
the introduction of additional features (new functionality or new requirements). In practice,
all three alternatives might often be explored simultaneously, for instance leading to the par‐
allel exploration of a material change, resizing, and reconfiguration in attempting to solve an
issue or improve the system’s overall performance.

Rather than attempt to merely identify the optimum or automatically synthesise optimal
configurations, the analysis and redesign methods presented in the previous chapters are
suggested as an approach to using design optimization techniques interactively in the em‐
bodiment design process. Specifically, they can be used to formally explore what is possible
within the proportional and parametric domains of design change while also identifying the
limitations of the configuration design and how these might be mitigated. Furthermore, the
guidelines for synthesis developed in the previous section allow the upfront avoidance of
many of these limitations, potentially providing a better starting point for the subsequent
configuration design iterations.

This constitutes an entirely different category of quantitatively driven configuration design,
separate from the aforementioned topology and combinatorial optimization methods. The
work done by Jain and Agogino [102], Cagan and Agogino [32], and Ishii and Barkan [103],
all touches upon this aspect, but not to the extent of presenting an overall methodological
framework for interactive optimization and configuration design.

6.2.2 Interactive Tradeoff Analysis and Mitigation
So, because configuration design involves gradually changing product functionality and re‐
quirements and an aggregation of knowledge, a more flexible approach is necessary if we
wish to reach the ”best” configuration/embodiment design before transitioning into detail
design. Looking at the steps involved in embodiment design described by Pahl & Beitz [6], we
see that embodiment design is a mix of synthesis, evaluation and optimization, and decision
making (e.g. selecting the preliminary layout). Thus embodiment, as discussed, requires a
mixture of creativity, an aptitude for analysis, and engineering judgement.

With this in mind, the interactive use of proportional multiobjective design optimization,
trade‐off analysis, and trade‐of mitigation is proposed as a rigorous framework under which
to structure the embodiment design process, as illustrated in shown in figure 6.10. This
process may be applied after the synthesis of the first embodiment. Applying the Guidelines
for Ideal Design Synthesis on beforehand might help avoid many of the issues one might
identify in analysis, potentially reducing the number of iteration cycles.
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Figure 6.10: Combining design optimization with Pareto set Dependency Analysis and Sys‐
tematic Configuration Design Improvement and applying them interactively, one can rigor‐
ously guide the embodiment design toward improvement. Many of the issues identified and
mitigated through this process could potentially be avoided through the application of the
guidelines from Section 6.1.

Using the first outline of an embodiment as a starting point ‐ preferably one that has been
synthesised with the conditions of ideal design in mind ‐ the application of Pareto set de‐
pendency analysis (steps 1‐4) essentially involve the identification of the Pareto set and the
dependencies and constraints that create and shape it. A critical part of this process is the
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derivation of the objective functions and constraints of interest as a part of the model con‐
struction. Subsequently, Systematic Configuration Design Improvement (steps 5‐7) uses the
knowledge gained from this analysis to identify mitigations to the trade‐offs in the design.

Given the theorems and proofs in chapters 4 and 5, the resulting redesigns should fulfil
the definition of design improvement from chapter 5 w.r.t. the modelled objectives. As
shown in the SOMA case in chapter 5, the result of this analysis and redesign process can
be a set of redesigns (as a consequence of step 7), the most promising of which needs
to be selected (step 8) for further work. Different approaches to evaluating redesigns are
described in Section 6.3. After the initial round of optimization, analysis, and redesign, the
procedure can be applied continuously throughout the embodiment design process in an
interactive manner. Here, interactive is used in two senses; firstly is meant in the sense that
while methods do involve optimization, they do not constitute an automation of design in
the same sense as topology optimization. Rather they allow the designer to make targeted
design changes based on the results of optimization and systematic analysis and repeat the
process with a new embodiment design(s). Secondly, it is also interactive in the sense that
one might apply different parts of the procedure outlined in figure 6.10 at different stages
or only repeat parts of it as design objectives, constraints, and new sub‐functions are added.
Examples of partial applications of this process might include:

1. Acceptable Optimum (steps 1‐3): If the Pareto set contains solutions that are sufficient
for the application ‐ meaning there is little utility in improving the optimum through
configuration redesign ‐ one could in principle decide that the subsequent steps are
unnecessary.

2. Acceptable redesign (steps 1‐8, followed by steps 1‐3): Upon the identification of new
embodiment designs, based on the analysis and mitigation of the trade‐offs in the
initial one, one might conceivably reach an acceptable performance. Hence, it would
not be necessary to repeat the process beyond step 3, which would reveal the optimal
proportions of the new embodiment.

3. Parametric Change (steps 2‐4): The influence of parametric changes ‐ e.g. new ma‐
terials or production processes ‐ might be studied by simply re‐running the numerical
model and updating the analyses in steps 2 and 4. This might reveal new or different
trade‐offs that occur due to the changes in constraint activity that arise as a result of
the parametric change.

4. Qualitative trade‐off knowledge (steps 5‐7): The designer might combine the results
of steps 1‐4, with tacit knowledge of unmodelled trade‐offs, to repeat or redo the re‐
design steps in order to reach further design improvement, without redoing the analysis
steps.

5. Added objective(s) or constraint(s) (steps 1‐4): How well an embodiment design is able
to fulfill new requirements, can be studied by simply updating the optimization model
and trade‐off analysis. Whether new or worsened trade‐offs arise would then reveal
whether it would be an advantage to change embodiment. This might, for instance,
occur when new sub‐functionality is added to the system, resulting in new or changed
design objectives and constraints.

6. Loop‐back (step 1‐5 followed by step ”zero”): As also argued in the quote from Pahl &
Beitz [6] in Section 6.1., the limitations of a concept will often become evident through
the analysis of a resulting embodiment. Hence, the application of the analysis steps
of the iterative procedure may reveal limitations of a conceptual nature, which might
only be mitigated by moving back to the conceptual stage, and making bigger changes
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than what the configuration redesign principles may help reveal. Such changes might
include a change in working principle, design objectives, or changing the functionality
of the product itself. Here, the outputs of analysis, combined with the Guidelines for
Ideal Design Synthesis, may help select more suitable working principles and system
layout, resulting in a wholly different concept.

Hence, this process can be applied iteratively throughout the embodiment design process.
With each successful repetition of this process, additional novel embodiments/configurations
are identified, which might then again be optimized, analysed, and improved further. When
applied systematically, this would lead to the gradual convergence toward the ”best” possible
configuration design, illustrated in figure 6.11.

Figure 6.11: By interactively identifying the optimal set (1), mitigating the dependencies and
constraints that cause it (2), and repeating the process, the configuration design can be
systematically improved.

The interactive analysis and redesign process also has applications in practice beyond at‐
tempting to gradually and systematically identify improvements from an initial starting point
(the first embodiment). It can also be used to explore whether a loop‐back into design tasks
of a more conceptual nature is necessary. Furthermore, one could repeat the process in part
to account for the changes that occur to the system in the embodiment design process,
which are not captured by the original model. One might, for instance, need to fulfil new
requirements; the effect of these can be studied through the introduction of new constraints
or objectives in an updated optimization model. Another common scenario is the need to
introduce a new sub‐system or add additional features to certain components to fulfil new
functionality. Here, the interactive process can be applied to evaluate the effect of this and
identify new drivers of which might be mitigated, thereby identifying more suitable overall
embodiments when these new functionalities, which were disregarded in previous synthesis
efforts, are taken into account. Finally, as one gains new knowledge, e.g. of the in‐use
conditions or of the physical phenomena that determine the constraints and objectives, the
interactive process might be re‐applied. This would allow more accurate identification of the
Pareto set and reveal additional trade‐off information, which could be used to derive more
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Figure 6.12: Figure adapted from [33]: The behavioural patterns of novices vs. experienced
designers in synthesis and problem solving, as found by Ahmed et al [33].

embodiments that are better when taking this new knowledge into account.

6.2.3 A Formalisation of Experience
To understand why the proposed procedure is meaningful in the embodiment design process,
we need to look into the question of how expert designers behave in practice. As argued by
Finger and Dixon [99, 135], a key challenge in mechanical design research at practice is the
development of simple analytical models that allow the designer to assess the whole rather
than single disciplinary, single objective aspects of the behaviour of the overall system. In
effect, Pareto‐set Dependency Analysis allows a form of multi‐disciplinary reasoning about
the system. No rigorous analysis method can reveal whether a design is ”good” or not, but
in applying MOMA and ϵMA, we can at least find what dependencies and constraints limit
its achievable performance. If these limitations can be mitigated, we will reach a ”better”
design. Here, we use the proportional domain to build an understanding of the limitations
of the design on a configuration‐ or even conceptual level.

Importantly, this mimics the behaviour of experienced designers. As mentioned, experienced
designers are inherently opportunistic [136], and are aware of the trade‐offs [33] and active
constraints involved in their design tasks [59, 132]. Ahmed et al. [33] found that a key
aspect of this is that experts evaluate and reason about their designs in a different manner
than novices, as illustrated in Fig. 6.12. Experienced designers are inevitably leveraging
their knowledge of trade‐offs, and active constraints in this preliminary evaluation step to
identify improvements that can be implemented in the next step. As argued by Howard and
Andreasen [20, 124], trade‐off identification and avoidance are key steps in embodiment
design, yet as found in Chapter 3, existing methods do not seem to support such efforts.
This might explain why the designer’s experience becomes the distinguishing factor.

One could hence argue that the iterative application of Pareto set Dependency Analysis and
Systematic Configuration Design Improvement essentially replicates this mode of functional
reasoning. By providing an approach to identifying the drivers of trade‐offs and an under‐
standing of how the active constraints locate and shape the Pareto set, the interactive pro‐
cedure essentially provides the designer with the same knowledge that the ”experts” are
leveraging to increase their likelihood of success. Thus, one could view the Interactive Trade‐
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off Analysis and Mitigation approach as a systematisation of the craft of good embodiment
design, allowing the designer to rely on analysis rather than tacit knowledge and intuition.

6.3 Redesign Evaluation: Comparing SOMA Redesigns
Recall that the previous chapter introduced a formal definition of design improvement; the
Pareto‐set of a redesign dominates the Pareto‐set of the original design. With this basic
definition, a set of theorems followed the proofs for which show that specific forms of de‐
sign change will always result in design improvement. As seen with the SOMA case, one
can apply the redesign methodology to synthesise a sequence of redesigns, based on the
gradual application of the redesign principles, using the insights gained in analysis. Yet, one
could conceivably also encounter cases with analysis results that open up alternative routes to
improvement, leading to several alternative redesign sequences involving mutually exclusive
design changes. Drastically different configuration redesigns would arise as a result.

Hence, design evaluation is essential in the decision making involved in systematic iterative
design. One might wish to evaluate whether the design changes introduced actually resulted
in design improvement. In the case where there are multiple alternative redesigns, a question
of equal importance is; which of the redesigns is most desirable? As seen in the SOMA case,
some design changes introduce new trade‐off variables, the influence of which may be small
enough that the design improvement criterion is still fulfilled.

Exhaustively evaluating a redesign relative to the initial design would require a comparison
of the Pareto‐sets of the new designs with the initial Pareto set. This means that a new op‐
timization model (or an updated version) would need to be constructed for each redesign
being evaluated. However, the analysis and redesign methods from the previous chapters
have been developed to be applied during the early phases of design. At this stage, it is by
no means a given that the designer has the time or the resources to build multiple optimiza‐
tion models in sequence, especially if the analysis and redesign methods are being applied
iteratively.

Hence, this thesis introduces three different levels of evaluation; (1) informal evaluation, (2)
opportunistic evaluation, and (3) exhaustive evaluation, which can be used during or after
an iterative design improvement process, depending on what knowledge the designer wants
to gain. The higher the level, the larger the analysis effort, and the lesser the re‐use of
the information gained from the application of MOMA and ϵMA to the initial design. The
underlying rationale here is that the knowledge gained during the analysis of the initial design
is not necessarily lost just because the design is changed. On the contrary ‐ so long as we
have applied the redesign principles systematically, we know exactly which relationships have
changed and which ones have not. Thus we can, to an extent, leverage this knowledge to
evaluate whether certain trade‐offs have been reduced/mitigated or whether the optimum
of certain objectives has been improved, thereby shifting the Pareto frontier. In the following,
each of these levels of evaluation is demonstrated using the SOMA case.

6.3.1 Level I: Informal Evaluation
If wewere to attempt to evaluate a redesignw.r.t. Definition 5 using as little effort as possible,
we could employ an informal approach. Constructing a new or updated optimization model
to reflect the design changes made relative to the original design might be time‐consuming,
especially when it comes to setting up all the constraints, ensuring well‐boundedness, and
getting the model to converge. Hence, instead of comparing entire Pareto‐sets, we might
gain insights evaluating a redesign at a single point. By re‐using information from the origi‐
nal analysis to informally model and ‐optimize the redesign toward a single Pareto‐adjacent
design point, we can get a useful indication of the influence of the design changes:
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Figure 6.13: Informal evaluation involves the re‐use of monotonicity and constraint activity
knowledge from the preceding analysis to identify a single design point in the objective space
for the redesign, allowing comparison.

Level of Abstraction: Evaluation of updated objective functions for a redesign at a single
design point in the objective space, and then comparing it with the Pareto‐set of the initial
design.
Re‐used Knowledge: Monotonicity and constraint activity information from the original
analysis, combined with elements of the optimization model that are unaffected by design
changes.
Steps: An informal evaluation process might involve:

1. If necessary, updating the objective functions to reflect the design changes.

2. Modeling the design in CAD, using monotonicity information to informally optimize it.

3. Using the updated objective functions or CAD/CAE to evaluate how well the informally
optimized design meets the objectives.

4. Comparing with the initial or preceding design

Uses: Assessments of whether the configuration redesign principles have been successfully
applied. Simple comparisons with alternative redesigns, assuming approximate knowledge
of the relative importance of the objectives exists.
Potential limitations: If there are new or changed constraint functions, resulting in unfore‐
seen constraint activity, then this design point may be infeasible unless this is accounted for
during evaluation. Furthermore, the informal nature of the proportional design of the new
configuration(s) means that we might be comparing the optima of the original design with
a design point that is far from the new optimal set.

Essentially, we cannot identify a Pareto optimal design point for the new design without an
optimization model. However, a lot of the knowledge gained in the original analysis can
still be utilized. The monotonicities of the design variables which were not targeted by the
systematic application of the configuration redesign principles will remain unchanged. Corre‐
spondingly, we should know exactly how constraint activities and the relationships between
the objectives and their trade‐off variables have changed as a consequence of the design
changes. Thus, we might be able to informally optimise the system while dimensioning it in
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a CAD environment. This may take far less time than building an optimization model that is
valid and convergent across the feasible design space. One might also utilise CAE tools to
evaluate the objectives and constraints affected by the design changes rather than update
the functions from the original optimization model.

The new point could then either be compared with the original entire Pareto set or with a ref‐
erence point in it. Assuming no trade‐off variables or new constraints have been introduced
by the design changes, this might indicate how far the new Pareto‐set has been moved or
reshaped. In ongoing development projects, one might often have an already dimensioned
version of the original design in CAD, at the point in time in which the methods discussed in
Chapters 4 and 5 are applied. This can be used as a reference for comparison, as it at least
to an extent reflects the relative weighting of the different objectives, given that it will have a
certain relative performance. As seen in the SOMA case, the reference design used to build
the optimization model was actually found to be quite close to being Pareto optimal already.

Should one find that this informally optimized design lies beyond the original Pareto‐set, we
might already be sufficiently confident that the design improvement criterion is fulfilled, given
theorems 5 and 6, along with their associated corollaries. In extreme situations, the single
new design point may even dominate the entire original Pareto set.

This knowledge might allow comparisons with other configuration redesigns for selection
purposes, help decide whether the construction and solution of a whole optimization model
is worthwhile, or substantiate that investment in prototyping and testing the redesigned
configuration is worthwhile.

Case: CADbased Evaluation of the SOMA Redesigns

Figure 6.14: A comparison of the original SOMA device with proportioned realizations of
three of the redesign iterations.

As three out of the four design objectives in the SOMA device can be evaluated through
relatively simple means in a CAD environment, three of the redesign iterations were modelled
and dimensioned in full in CAD (PTC Creo Parametric 4.0). Namely, the 4th , 6th, and 11th

design iterations were drawn and dimensioned, using monotonicity and constraint activity
information from the original model. Specifically, they were drawn in a manner aimed at as
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small an outer diameter, as large a spring force, as a large and acceleration stroke (zacc), and
as low a steel base (lt2) as possible. Given that we know which constraints affect these and
how they are affected by the design changes, it turned out to be relatively straightforward to
model seemingly feasible proportional designs of new configurations. The same parameter
values were used in CAD as in the original optimization model. Meanwhile, the API mass
was kept comparable to that of the original SOMA device.

Different approaches were taken to evaluate how well these dimensioned realisations of the
redesigned configurations meet the design objectives. The centre of mass was evaluated
using a mass distribution evaluation routine in Creo Parametric 4.0, which took a matter of
seconds compared to the quite time‐intensive effort involved in building volumetric expres‐
sions for all of the changed components and subsequently applying these to evaluate the
system centre of mass for each of the redesigns. The device diameter and needle mass were
also simply measured using the CAD system. Finally, the impact velocity of each design was
evaluated by updating the objective function (Eq. 3.49 in Chapter 3) to reflect the changed
spring designs and measuring part masses and acceleration stroke (zacc) in the CAD system.
To ensure feasibility, the von Mises stress in each spring and the interface stress in the trigger
system was evaluated for each design. These designs and the results of these evaluations are
shown in Fig. 6.14 along with the original SOMA design as a reference.

As can be seen, each of the informally optimized redesigns exhibits improved performance
w.r.t. every single objective. This indicates that the trade‐offs between the design objectives
have indeed been reduced. Recall that the reference design is was found to be very close
to being Pareto optimal. In fact, all three redesigns dominate a substantial portion of the
original Pareto set, given the substantial simultaneous reduction of diameter and increase
in impact velocity. All of them have an impact velocity that lies beyond the maximum im‐
pact velocity seen in the original Pareto set (28.3 m/s). Further, all are below a diameter of
9.9 mm, which is the largest standard oral capsule size in the market today, making for a
more swallowable device. Hence, based on this simple evaluation, we know that all three
redesigned configurations at least dominate a region of the original Pareto set.

6.3.2 Level II: Opportunistic Evaluation
If we assume that the Pareto constraints studied in the original ϵMA are still active, we can
use them to evaluate how the shape of the Pareto set, or certain vertices and regions of the
set, have changed due to the configuration redesign.

Level of Abstraction: Evaluation of how important Pareto optimal activity cases are affected
by the configuration design changes.¨This may reveal regional or global changes to the Pareto‐
set.
Re‐used Knowledge: Monotonicity and constraint activity information from the original
analysis, results of ϵMA, and what configuration redesign principles were applied where.
Steps: An opportunistic evaluation process might involve:

1. Update the MOMA to reflect any changes in constraint activity that result from the
design changes.

2. Redo the model reductions in order to update the Pareto Optimal Activity cases iden‐
tified in the previous application of ϵMA, to reflect the design changes.

3. Comparing the resulting trade‐off expressions, or Pareto optimal vertices with those
studied in the preceding design

Uses: An assessment of whether the Design Improvement Criterion is fulfilled locally or re‐
gionally in the new Pareto set. This allows the evaluation of whether the trade‐offs between
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Figure 6.15: Opportunistic Evaluation allows the identification of potential vertices or bi‐
objective frontiers in the new Pareto set, by updating the Pareto Optimal Activity Cases from
the analysis of the preceding design.

certain objective pairs have been reduced, or single objective optima improved..
Potential limitations: If there are new or changed constraint functions, resulting in un‐
foreseen constraint activity, then the design points involved in the updated Pareto‐optimal
activity cases may be inactive or exist outside the attainable set.

Following the same basic logic as in Informal Evaluation, we can re‐use much of the informa‐
tion gained in MOMA and ϵMA to explore how the extrema of the new Pareto set has been
affected by the design changes. In cases where it was possible to reduce the original opti‐
mization down to a point where explicit expressions describing the relationships between the
objectives at the optimum are revealed (e.g. of the form ϵ̃∗i (x̃, ϵ) ), opportunistic evaluation
allows the comparison of Pareto frontiers between specific objective pairs. If not, then one
might still be able to evaluate how some of the single objective optima have changed as a
result of configuration redesign.

Case: Reuse of tradeoff and activity knowledge to evaluate SOMA Redesigns

Figure 6.16: From Chapter 3 and Paper A: An overview of the key design variables in the
SOMA device, included again in this chapter for the sake of readability

In the analysis of the original SOMA device, it was found that a set of radial fit constraints
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limited the achievable combination of outer diameter and impact velocity. Looking at the
Pareto Optimal activity cases, these constraints result in reveals some of the effects of the
changes made to the configuration design.

Before the model was reduced, the radial fit constraint describing the fit between the top
and base housings as a function of the location of the split line, had the form:

g1(d
−
t1, l

−
t1, l

+
t2, d

+
b5) = db5 −

√
2(lt1−lt2)d2t1

lt1
− (lt1−lt2)2d2t1

l2t1
≤ 0 (6.1)

The application of MOMA revealed that db5 (shown in Fig. 6.16) is defined at the optimum
by a set of active constraints allowing the partial minimization of the model using d∗b5 =
dt2+2Rov+6Rwt+4Rcl. Essentially, the diameter of the base at the housing split is defined
by the inner diameter of the guiding cylinder (dt2), the amount and thickness of the walls
that exist between in and the outside of the device, the corresponding assembly clearances,
and the overlap in the housing assembly snap.
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Correspondingly, the guiding cylinder is defined at the optimum by the spring needing to
fit inside it (d∗t2 = dps1 + dps2 + 2Rcl), while the coiling diameter of the spring is defined
by the spring needing to fit around the trigger (d∗ps1 = dps2 + 2δnh + dp + 4Rwt + 6Rcl).
When combined with the back‐substitution bound device diameter objective, this yielded
the reduced expression:
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(6.3)

The further reductions depend on which constraint is active, with three possible Pareto Op‐
timal activity cases, one of which revealed the single objective optimum of the device size
(ϵ̃1):

dps2 = 0.5(ϵ̃1 − 4δnh(d
+
ps2;σc, σy)− 6.9mm) (6.4)

∧ϵ̃1∗ = 2dps2 + dp + 2δnh + 7mm (6.5)

∧lt2 = lt2(ϵ̃1
+, d−p , d

−
ps2, δ

−
nh) (6.6)

Comparing the 4th iteration with the original design, we have introduced several changes
which affect these Pareto optimal activity cases. By changing the design of the housing snap
to a hole in the top housing, we have eliminated 2Rov from Eq. 6.2. Correspondingly, the
inner diameter of the guiding cylinder has changed to d∗t2 = 2Rov + 2Rcl + dps1,1 + dps2,
where 2Rov is contributed by the radial thickness of the sealing o‐ring, and dps1,1 is the
major coiling diameter of the conical spring. As the trigger arms need to fit through the
top of the spring without collision, the major coiling diameter is determined by d∗ps1,1 =
2δnh + dps2 + dp + 2Rwt + 4Rcl. Due to the redesign of the trigger, two wall thickness
contributions (Rwt) and two clearance contributionsRcl have been eliminated from the glb of
the coiling diameter, compared to the glb of the original spring coil. Inserting these changes
into Eq. 6.2 yields:
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(6.7)
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Using this to update the Pareto optimal activity cases above yields:

dps2 = 0.5(ϵ̃1 − 4δnh(d
+
ps2;σc, σy)− 5.7mm) (6.8)

∧ϵ̃1∗ = 2dps2 + dp + 2δnh + 5.8mm (6.9)

∧lt2 = lt2(ϵ̃1
+, d−p , d

−
ps2, δ

−
nh) (6.10)

As can be seen from these expressions, the trade‐off between velocity and size has been
reduced drastically via. the relationship between dps2 and ϵ̃1, as has the single objective
minimum ϵ̃1. Inserting the global minimum feasible values of the remaining variables into
the above expression, we find that the single objective minimum is ϵ̃1∗ = 7.7mm. Note that
while lt2 remains unchanged w.r.t. which variables it depends on, the reduction in parametric
contributions still applies.

We cannot directly calculate the single objective optimum of the impact velocity without
calculating the system masses. That said, the minor coiling diameter dps1,2 is defined by
the trigger arms needing to fit through the whole spring during assembly, meaning d∗ps1,2 =

dps2+2δnh+2Rwt+3Rcl. Combinedwith the change to dps2 and that dps1,1 is smaller than the
minimum coiling diameter in the original design, it clear that this redesign achieves a much
stiffer and more volumetrically efficient spring coil than the original. Given this information,
and given that we have identified the optimal size, we can conclude with a relatively high
degree of confidence that the Pareto frontier between size and velocity has been improved
substantially. If nothing else, we can hence conclude that the Partial Design Improvement
Criterion defined in Chapter 5 is fulfilled.

Applying the same approach to redesign iteration 11 reveals even more drastic changes. As
the spring now needs fit around the needle (dn), the activity cases for wire diameter and
device size have changed to:

dps2 =
ϵ̃1 − dn − 4Rwt − 4Rcl

2na
−Rcl (6.11)

∧ϵ̃1∗ = dn + 2na(dps2 +Rcl) + 2.2mm (6.12)

(6.13)

In order to calculate a minimum size, we would hence have to update the yield stress con‐
straint for the spring and the axial fit constraints. This would also give a basic idea of how
much spring force and acceleration stroke can be achieved for a given device size. For the
sake of brevity, we will not include this evaluation here. This does, however, serve to show
that we can actually learn a lot about the relationships that exist at the optimum of the new
design without building an entire new optimization model, as long as we are able to ac‐
count for any new or completely changed constraints. We could, in principle, leverage this
knowledge to attempt to identify further design improvements.
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6.3.3 Level III: Exhaustive Evaluation
If we want certainty that a redesign has fulfilled the Design Improvement Criterion, the only
approach is to build a multiobjective optimization model describing the redesign and identi‐
fying its Pareto‐set. Luckily, this does not necessarily mean that one needs to build an entirely
new model:

Figure 6.17: Exhaustive evaluation involves building an optimization model to identify the
whole Pareto set, allowing an assessment of whether a redesign fulfils the Design Improve‐
ment Criterion.

Level of Abstraction: Comparing whole Pareto‐sets using a rebuilt optimization model
describing the redesign(s) in question.
Re‐used Knowledge: Constraint and objective functions that are unaffected by the design
changes.
Steps: The exhaustive evaluation process involves:

1. Constructing a new optimizationmodel to account for the configuration design changes
or updating the existing one if possible necessary.

2. Verifying the well‐boundedness of said model and checking the validity of the expres‐
sions used.

3. Numerical solution across a broader range of ϵ values than the original model to explore
the boundaries of the new Pareto set.

4. Identifying the meta Pareto‐set and consequently evaluating whether the redesign ful‐
fils the design improvement criterion.

Uses: Evaluating whether a configuration redesign is better than the original, irrespective
of the relative importance of the different design objectives. Hence, this can be used for
redesign selection and/or for an additional round of MOMA+ϵMA and subsequent configu‐
ration design improvement process.
Potential limitations: If the fidelity of the new optimization model(s) is not the same as the
fidelity of the original optimization model ‐ e.g. due to incomplete data or a lack of design
maturity ‐ the Pareto‐sets are not necessarily comparable. Furthermore, constraints that do
not exist in the original design might get overlooked due to a lack of knowledge surrounding
the new, less matured configuration design.
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The application of some of the redesign strategies will inevitably result in the need for an
optimization model that is more distant from the original. If we, for instance, have only re‐
laxed the constraints on harmonious variables through design change, it would be sufficient
to rebuild the affected constraint functions. Manipulating trade‐off variables meanwhile
will always result in changed objective functions. Ultimately, the amount of re‐use depends
entirely on the types of objective and constraint functions involved. In the case of charac‐
teristics such as mass distribution (c.f. the SOMA device), even the smallest configuration
design changes can have a drastic impact from a mathematical perspective. Nevertheless,
the benefit in spending this effort on evaluating a redesign is that it allows us to repeat the
application of MOMA, ϵMA, and the configuration redesign principles, to potentially reach
new insights even more (and even better) configuration designs.

Case: Exhaustively Evaluating a SOMA Redesign

Figure 6.18: From Paper B: A head‐to‐head comparison of the original configuration (grey)
against the 2nd redesign (blue), the Flipped Seal. The 4D Pareto‐set is shown with a 2D
projection showing the bi‐objective Pareto frontiers between each objective pair, which shows
how the redesign is a clear improvement on all accounts. The relative size of the two designs
is to scale.

Exhaustive evaluation of every single redesign iterationwould have beenmore time‐consuming
than what is worthwhile in practice for the SOMA case. Especially given the amount of effort
involved in deriving an accurate analytical expression for the mass distribution of the system.

The two other levels of evaluation have already revealed valuable information about some
of the redesigns. Furthermore, the theorems and corollaries from Chapter 5 already support
that most of the redesigns must fulfil the design improvement criterion, given that most of
them do not introduce new trade‐off variables or more limiting constraints. In a product de‐
velopment context, we might hence be satisfied that we have indeed identified configuration
redesigns that fulfil the design improvement criterion. Yet, to demonstrate the validity of the
systematic redesign procedure, we can exhaustively evaluate a single redesign iteration and
compare it against the original. This comparison is also described in Paper B, albeit with a
lower level of detail. The 4th redesign iteration ‐ the Flipped Seal configuration ‐ was selected
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Figure 6.19: Different projections of the the 4D Pareto‐set for the original SOMA design and
the 4th redesign iteration (the Flipped Seal configuration). To make the comparison clear, the
plot axis limits for the original SOMA design have been set to match the axis limits of the
redesigned SOMA.

for this comparison. It was selected based on three factors:

1. It allowed substantial re‐use of expressions from the original optimization model.

2. Yet, it still involves influential changes of the configuration design, thereby demon‐
strating how large an influence trade‐off variables, Pareto constraints, and restrictively
bounded harmonious variables can have upon the achievable performance.

3. Out of all the redesigns, the SOMA project team was most interested in seeing how
it compared, as making bigger changes to the configuration design might introduce
more uncertainty compared to a more well‐known system. The flipped seal exhibited
no changes in working principles and quite resembled the original design.

Hence, a new optimization model was built. It contained new constraint functions to reflect
the new part fits, new and updated expressions for mass distribution to reflect the changes in
geometry, and changes in spring equations to reflect the conical shape. The model structure,
governing equations, and level of detail remained unchanged. Of particular note are the
radial fit constraints describing the fit of the trigger arms within the spring. Strictly speaking,
the trigger arms only need to avoid collision with the spring during the injection. As the
trigger arms can flex inward during assembly, the diameter of the lower portion of the spring
coil is hence only constrained by the outer diameter of the trigger arms in their deflected state
and not their free state. This allows for a more conical shape than otherwise.

This model was run with 200.000 iterations, with ϵL = [7mm;1.5mg;10m/s] and ϵU =
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[11.5mm;5mg;45m/s]. The results in Figs. 6.18‐6.19 show the new Pareto set lying beyond
the original one. For the union of the Pareto sets, CU = C0 ∪ C2 the meta Pareto‐set was
found to only consist of solutions from the 2nd redesign, i.e., C̆ = C2, and the single‐objective
optima of self‐orientation has been improved by 2.63%, the size by 12.41 %, API payload
by 11.11%, and velocity by 37.68%. We can thus conclude that the redesign is, in fact, a
design improvement, as it meets the criteria in Definition 5. For the subsequent redesigns,
it is clear that the achievable combination of impact velocity and self‐orientation is improved
even further, as the design changes are aimed at increasing the load‐bearing area in the
trigger system and shifting the centre of mass downward while increasing the acceleration
stroke. The informal and opportunistic evaluations also support this.

6.3.4 Result Implications
In conclusion, the different approaches to redesign evaluation all show that the redesign
procedure was successful for the SOMA device. At every level of abstraction, design points
have been identified that improve upon the original Pareto set. In practice, most designers
would probably rely on informal evaluation alone, given the minimal effort compared to
analysis. This might then have been used to select a single redesign for exhaustive analysis.

That said, the opportunistic evaluation is, if anything, even less time‐consuming. Yet, there
is a risk that one might overlook new important constraints, which only become apparent
when the design is drawn in a 3D environment. Furthermore, the self‐orientation objective
was not considered, but one could argue that there are clear indications that the two designs
fulfil the Design Improvement Criterion, solely based on the theorems from Chapter 5 and
the results of the opportunistic evaluation. If anything, the design changes made have likely
improved the self‐orientation, especially in the case of iteration 11, making it less critical to
attempt to evaluate the effects of the design changes.

Still, had we not conducted the exhaustive evaluation, we could not have known for sure
that the assessed redesigns are an improvement on the original, irrespective of the relative
weighting of the objectives. As the multiobjective optimization of the 4th redesign iteration
has revealed, the analysis and redesign methodology has allowed us to identify a design that
can unequivocally be stated to be an improvement, w.r.t. to the objectives included in the
model. Hence we can ‐ at least for this case ‐ conclude that the Configuration Redesign
Principles are valid and that the overall Configuration Design Improvement procedure has
value in systematically identifying and mitigating the limitations of a design. Furthermore,
these results also confirm the practical relevance of the theorems and corollaries derived in
Chapter 5.

Finally, as discussed in Example 2 in Section 6.1, the redesign process has actually led to a
redesign that relies on different working principles and a different distribution of function‐
ality amongst the parts in the system. Some might argue that this constitutes conceptual
change. If that is the case, we have used a proportional optimization model describing a
given configuration to reveal potential improvements to the overall concept. This has value
in and of itself, as such situations may help identify potential opportunities in regressing back
to concept design. This might otherwise be difficult to defend in practice, given the increased
development cost involved in scrapping a relatively mature design.
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7 Discussion

This chapter presents a discussion of the validity and limitations of the outcomes of this
research. First, we revisit the Validation Square approach by Pedersen et al. [47] (introduced

in chapter 2) to frame a discussion of the validity of this research. This is followed by a
discussion of limitations such as the methodology’s reliance on monotonicity and model
reduction, the opportunistic nature of the redesign method, and the contextual nature of
the research. Much of the content on the limitations of the developed methods stem from

papers Papers A and B.

7.1 Result Verification and Validation
To systematically discuss the validity of the results, we return to the Validation Square method
introduced in chapter 2, which was first suggested by Pedersen et al. [47]. In the following,
the four aspects of validity outlined by the Validation square are discussed:

7.1.1 Theoretical Structural Validity
Is the underlying theory behind the design method well accepted, and is the method con‐
sistent? Are the constituent elements of a method, and the method as a whole internally
consistent?

The developed methodological framework consists of the Pareto set Dependency Analysis
method, the approach to Systematic Configuration Design Improvement, and their implica‐
tions and integration in the design process described in Chapter 6. These have been de‐
veloped with the aim of supporting design engineers in the understanding and systematic
avoidance/reduction of trade‐offs between design objectives through configuration design
change and potentially also avoiding these through design synthesis.

’The focus in all of this work was to ensure a basic degree of mathematical rigour, given that
the analysis and design methods are built around understanding and manipulating the rela‐
tionships that create the Pareto set. This was enabled by the use and further development of
monotonicity analysis (MA) methods. As an underlying theory upon which this work is based,
MA is well accepted in the design optimization community, albeit perhaps being perceived
by some as a somewhat niche and analysis intensive method. The original value proposition
of MA was to allow systematic model verification and reduction, thereby reducing compu‐
tational cost and the risk of non‐real results and issues with convergence. In this research,
MA has been adapted towards a quite different purpose ‐ as a means of dependency anal‐
ysis to support the identification of the root causes of trade‐offs. The original theorems and
principles of MA all have associated proofs, and this research has hence striven to underpin
Pareto set Dependency Analysis with theorems and proofs that are consistent with MA and
with optimization methods as a whole. As there are no apparent inconsistencies between
the developments and existing design optimization theory, the methodological framework
developed in this thesis can be argued to be externally consistent.

The systematic configuration design improvement methodology builds directly upon the out‐
puts of Pareto set dependency analysis. The developments in chapter 6 are of a more practical
and qualitative nature, but these simply arise as a consequence of the preceding develop‐
ments. As such, they are inherently internally consistent as well.
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7.1.2 Empirical Structural Validity
Are the example problems used to verify the method appropriate?

As the SOMA device case presents a configuration design task that involves numerous trade‐
offs at the early stage of mechanical design, it generally meets the scope and purpose of
the methodological framework developed in this thesis. As a design problem, it involves
non‐standard components, a high‐risk application, and a high volume manufacturing case.
Thus, the design engineers involved in the development of the SOMA device have the design
freedom and development resources to actually make and test the types of changes that the
methodology results in.

Further, rather than being an artificial test case that might have been selected or designed
to mask potential limitations in the methodology, the SOMA device is a real‐world case from
industry. The PhD fellow had no influence on or involvement in the development of the
SOMA device prior to the action research, meaning that the methods were applied and the
results were reached at a point where the knowledge gained was not otherwise available.

That said, the SOMA is free of many of the characteristics that would complicate the use of
the methods. There are no discrete variables, nor are there any non‐monotonic variables in
the initial model. This is admittedly by design, as efforts were made in the model construc‐
tion process to preserve monotonicity to the extent possible. Examples of such include the
simplifications made to the design objectives (i.e. optimizing self‐orientation by lowering the
centre of mass) and the selection of the bound‐objective formulation. Similarly, the SOMA
optimization model is purely algebraic and is a relatively small design problem with a limited
number of parts, objectives, and constraints.

As such, one might observe challenges or limitations to the methodology in situations that
require more sophisticated models. However, the potential challenges ultimately come down
to the question of analysis effort rather than general validity. Larger problems with, e.g. non‐
monotonic properties, will inevitably require more algebraic manipulations and numerical
analysis in order to reach the same types of insights as seen in the SOMA case. That said,
such systems will likely also require more effort and iteration from the designers perspective
in order to achieve design improvement, meaning that the added analysis effort may still be
worthwhile.

7.1.3 Empirical Performance Validity
Are the results of the application of the method useful in the studied case(s) ‐ does the
method meet its initial purpose?
In this regard, we return to the two questions posed in chapter 2:

1. Does the application of the developed methodologies result in designs that have mea‐
surably improved performance and reduced trade‐off?

2. Do the optimization models used to identify redesigns, and subsequently, compare
them, yield repeatable results, real design variable values (e.g. non‐negative, zero,
or infinite dimensions) and do they sufficiently approximate the behaviour of the real
system?

As to the first aspect, the application of the analysis and subsequent redesign methodology
to the SOMA case resulted in measurably improved configuration designs, although this can
only be stated w.r.t the modelled objectives. Although each redesign was not evaluated
exhaustively, the combination of the exhaustive evaluation of the ”Flipped seal” redesign,
and the explorative and opportunistic evaluation of select designs, demonstrates two things.
First, that the Pareto set dependency analysis methodology does indeed reveal relationships
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in the SOMA device that cause the existence, shape, and location of the Pareto set, as many
of these relationships were removed or affected by the redesigns. Secondly, the redesign
methodology provides an approach to mitigating some of these relationships systematically,
with the ”Flipped seal” design being demonstrated to fulfil the Design Improvement criterion
defined in section 5.1. It is likely that the subsequent redesigns likely also fulfil the same
criterion, given the results of the explorative and opportunistic redesign evaluations of other
redesigns.

As to the second aspect, the optimization model used in the SOMA case demonstrated suf‐
ficient fidelity to drive decision making in redesign. Specifically, it was found to deviate less
than 1% compared to existing numerical models. At the same time, the impact velocity
objective yielded results that, to a large extent, matched observations made by the SOMA
project in initial prototyping and testing. The optimization results also yielded designs that
were very similar in proportion to the reference design, pointing to the fact that the SOMA
project had already reached a Pareto adjacent design through iterative redesign rather than
formal analysis. In part, this verifies that the optimization model developed in chapter 3
yields real results, given that we would expect that the model would yield vastly different
and perhaps inconsistent results if it were far removed from reality.

As such, the methodological developments meet their initial purpose; the MOMA approach
correctly predicted which objectives were in trade‐off and revealed their root causes when
combined with ϵMA, while the subsequent redesigns successfully reduced the trade‐offs
while improving optimality overall. The informal redesign evaluation also revealed that the
fidelity of the optimization model was sufficient to support decision making in redesign. In
other words, the SOMA case demonstrates that the methodological results of the research
presented in this thesis at least have contextual validity. The redesign method also yielded
real‐world value, given that the redesign exploration resulted in several patent applications.

7.1.4 Theoretical Performance Validity
Is the usefulness of the support observed in the empirical case study generalisable beyond
the case?

The generalisability of this research is to an extent guaranteed by the rigorous underpinnings
of the analysis and redesignmethods. Due to the formal developments (theorems and proofs)
upon which the methods are based, they can be applied to any design problem that can be
described through algebraic models and meta‐models, which exhibit monotonic characteris‐
tics. Thus, the methodology is not limited to specific types of products or design objectives.
Rather, it allows the analysis and potential mitigation of any trade‐off that can be described
through explicit models. Given that design engineers often rely on simple models to inform
decision making at an early stage of development [99, 116], the methodological framework
is potentially useful in the early embodiment/configuration design of most mechanical sys‐
tems. Looking at the design of the SOMA, it is also worth noting that its constitute elements
(springs, ratchets, snap fits, linear guides) and design objectives resemble those seen in a
wide range of mechanical systems. Not to mention that mass distribution problems are seen
in a multitude of design contexts.

Furthermore, a lot of design problems exhibit monotonic characteristics [58], especially when
it comes to early decisions such as the configuration of parts in a system, which largely in‐
volves monotonic geometric relationships. Even in the presence of non‐monotonicity, the
foundational theorems and proofs of this research still apply, merely on a regional level in
the design space, rather than globally. As discussed, this does detract from the practical ap‐
plicability of the methodology, given that the effort in analysis grows in these situations. That
said, this does not detract from its validity; regional monotonicity analysis is well accepted,
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albeit perhaps seen by some as being a time‐consuming approach compared to simply rely‐
ing on computation. For this exact reason, the use of numerical data to support Pareto set
dependency analysis has also been covered in chapter 4.

Finally, it is worth remembering that the purpose of this research was never to develop a
computationally efficient approach to optimization or design analysis. Rather, the purpose
was, and is, to aid designers in understanding the causes of the optimal set and how the set
can be improved by changing the design itself (and, therefore, the optimization problem).
One could say that design optimization is an approach to identifying the best solution to the
design problem that is. In contrast, the methods developed in this thesis are an approach
to identifying a better optimal design problem in and of itself. Given that this is largely tacit
knowledge today [12, 31, 33], providing a systematic approach to gaining this knowledge
and implementing it in configuration design thus brings good mechanical design closer to
being a science rather than being a craft.

7.2 Limitations
Today, successful configuration/embodiment design requires a mix of creativity, systematic
analysis, qualitative reasoning, and engineering judgement [6, 12]. This phase is charac‐
terised by both aleatory and epistemic uncertainty [10], meaning that the experience of the
designer plays a vital role [33, 35]. As discussed in chapter 5, other works have sought to
prescribe principles for achieving ”good” design”, but these are either context‐specific or
quite general in nature.

Hence, attempting to codify a systematic approach to identifying trade‐offs and their root
causes at this stage, and using the knowledge to identify design improvements, will always
involve limitations. To misquote George Box, the author would argue that all design methods
are wrong, but some are useful. In the following, the limitations of this research and the
limitations of the usefulness of the developed methodological framework will be discussed.

7.2.1 Limitations of the Research Approach and Application
Most prescient among the limitations of the design of this research is the fact that the project
was carried out in a single case company. This leaves the risk of contextual observations af‐
fecting the direction of the research and biasing results. Furthermore, one might also ques‐
tion whether the topic itself is of relevance to any product developing organisation or whether
the discussed challenges with trade‐off management are contextual to the case company.

These limitations are not unique to this research project; the study of design is fraught with
challenges ultimately stemming from the lack of controllable laboratory conditions. Conduct‐
ing in‐depth research of embodiment design practices in parallel in multiple organisations
operating in different contexts would simply not have been possible for the purposes of this
research. If nothing else, such work would pose substantial IP‐related concerns.

For the same reason, the focus in most of the research activities presented in this thesis
has been to shy away from developing context‐specific heuristics and methods, focusing on
generality. A key component of this has been to ensure a degree of rigour in the analysis and
redesign methods, allowing application independent of context‐specific design objectives,
trade‐offs, or product embodiments. The methods developed in chapters 4‐6 are not aimed
toward ”Trade‐off Management in Medical device design”; they can be applied in the design
of any mechanical system which exhibits (regionally) monotonic behaviour and is developed
with multiple objectives in mind. Furthermore, findings in existing research also support that
the topic itself is of general interest. Trade‐off identification and avoidance are a key to how
expert designers solve problems[33] and reason about design [124], and the embodiment
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design itself ultimately defines the proportional optimum [12] and the trade‐offs the designer
will need to manage [12, 13, 20].

That said, the studies presented in this thesis still comprise a limited data set. This especially
influences the Descriptive Study II, in that the evaluation of the developed analysis and design
methods have been limited to a single phase in a single product development project ‐ the
SOMA device. While this evaluation revealed that the methods fulfil their purpose, it is not
a given that they do so in every context. That said, the Guidelines of Ideal Design, which
emerge out of the development from the prior chapters, at least indicate that many of the
same modes of design change as suggested by the Configuration Redesign Principles are
apparent in the decisions made on the level of conceptual and configuration design in the
FlexTouch device.

Blessing and Chakrabarti [4] argued that the usability of newmethods for engineering design
is a key success criterion in design research. However, all of the analysis and redesign work
presented in this thesis was conducted by the PhD fellow. Hence, the broader usability of the
methodology in the hands of other design engineers remains to be seen. The methodological
developments might have limitations that reveal themselves if/when they are applied by de‐
sign engineers that work in different contexts and with different interests and backgrounds
than the author.

Finally, the question of the industrial impact of this PhD remains open. Given that the devel‐
opment of the SOMA is very much ongoing, the ultimate influence of this research remains
to be seen. Whether or not the work ultimately has any impact in practice, e.g. on the overall
lead time of the project, the performance and robustness of the end product or its in‐market
success, is not simple or necessarily possible to evaluate. This would not only require a longer
research horizon than that of a three year PhD project but also the evaluation of two product
development projects running in parallel under the same working conditions. Hence, smaller
experiments evaluating the success and usability of the methodology ‐ e.g. with students or
fictitious test cases ‐ remains a part of further work.

7.2.2 Limitations of the Methodological Developments
On the Analysis Methods (in part covered in Paper A)
The developments to monotonicity analysis (MA), gathered in the Pareto set dependency
analysis methodology (i.e. MOMA and ϵMA performed in sequence), are just as MA itself,
opportunistic in nature. While they involve rigorous analysis and model reduction steps, they
can only be applied when the monotonicity of the design problem can be ascertained. This
opportunistic nature reveals some key limitations. Firstly, not all design problems are mono‐
tonic or even differentiable. This might be dealt with using techniques for local [69], and
regional MA [68] if the expressions are regionally differentiable. This comes at the cost of
increased analysis effort, which might be offset using sampling‐based computational experi‐
ments (e.g., design space exploration or DoE) to reveal regional properties in non‐monotonic
or non‐algebraic problems.

Secondly, MA mostly relies on algebraic manipulations, and some design problems are too
complex to be expressed algebraically. Yet, that certain aspects of a design’s behaviour can
only be expressed numerically does not necessarily imply a lack of monotonicity, e.g. as is
often the case with stiffness and deflection. In such situations, implicit MA [12] procedures
and monotonicity analysis of meta‐models might be used. This would reveal the variables
and constraints that cause trade‐offs, albeit without the derivation of explicit expressions of
the relationships that exist in the Pareto set.

It is also well accepted that purely algebraic models can play a substantial role in practice
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[116] in both conceptual and configuration design. These phases are often characterized by
a lack of sophisticated quantitative models to support decision making due to requirement
uncertainty and the modelling effort involved, compared to how quickly and often the design
changes [137]. Configuration design also often involves the combination and arrangement of
well‐known types of parts and modules, which might be described algebraically, for example,
as seen in the machine elements, engines, hydraulics, and thermal systems.

That said, the validity of the decisions made based on the analysis methods will inevitably be
dependent on the fidelity of the model being used. This may lead to configuration redesigns
that actually worsen the performance of the end product or solve issues that only exist in
an overly pessimistic model. Luckily, many of the conclusions one may identify through the
application of Pareto set Dependency Analysis, stem from the monotonicities of the design
problem and are not necessarily dependent on the optimization model identifying the true
optimum. Increasing the fidelity of a model does not necessarily affect monotonicity or con‐
straint activity. This ultimately depends on whether the inclusion of factors such as nonlinear
phenomena introduces new dependencies or results in a change in the dimensionality of the
constraint functions to a point where previously active constraints become dominated or vice
versa.

Hence, constraint activity and the resulting sequence of model reductions could remain un‐
changed as a development project moves from the initial simple analytical expression to the
more sophisticated late‐stage numerical models that take a slew of non‐linearities into ac‐
count. While this may result in more accurate identification of optima, many of the rela‐
tionships that exist at the optimum (dependencies and active constraints) could remain the
same. This means that despite the early stages of development being characterised by a
large degree of uncertainty, and a lack of knowledge and resources to build high‐fidelity
analysis models, MOMA could still be applied very early to simple models and provide the
analyst/designer with useful insights. Especially when there is confidence surrounding the
general validity of the monotonicity information.

In regards to analysis effort, it is worth noting that the effort in Pareto set dependency anal‐
ysis is proportional to the number of objectives, constraints, and variables in the problem.
This effort is amplified by non‐monotonicity and by regionally active constraints. Thus the
bookkeeping and algebraic effort required to reduce a multiobjective model systematically
may be prohibitive if the problem is large. This might limit the applicability of the analysis
methodology, given that most mechanical design problems involve larger systems than the
SOMA device.

Here, the use of symbolic solvers can help reduce the effort in back‐substitution and model
reduction (e.g. MATLAB symbolic, Maple, PTC MathCAD). In that regard, quite some work
was done (with some success) on automating MA in the 1980s [69, 71]. In this context,
there is potential in attempting to improve automation of MA (and thus MOMA and ϵMA) by
leveraging the achievements made in computational techniques such asmachine learning, AI,
and data analysis and clustering, since MA methods were last in vogue. Given the advances
in meta‐modelling since then, it is also not unlikely that more complicated non‐algebraic
models might be analysed using the methods described in this thesis. Hence the (partial)
automation of MOMA and ϵMA is possible future work.

Ultimately, the value of the analysis methodology comes down to the cost involved in analysis
vs the expected benefit in discovering better configurations. As discussed in chapters 1 and 3,
trade‐off knowledge and decision‐making are largely experience‐driven in early‐stage design.
Finger and Dixon [135] highlighted the dearth of quantitative design analysis and evaluation
methods for the early stages, especially those which allowmultiobjective analysis and support
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the identification of alternative configurations and concepts. The presented methodology
addresses some of these unmet needs.

When the cost vs benefit in performing such analyses is positive, the methodology might
be used to target iterative configuration redesign, guide morphological studies to identify
alternative solutions, or simply to explain the results of an optimization model from a design
perspective. For small, highly interdependent systems such as the SOMA device, the value
in discovering the non‐obvious influence of certain variables and constraints on trade‐offs
more than justifies the analysis effort. For a larger system, the methodology can be worth‐
while if the system is obviously monotonic or if the optimization model is constructed at an
architectural level of abstraction that limits the number of design variables and expressions
to analyze, focusing on the relative dimensioning and arrangement of important modules
and parts.

On the Redesign Methods (in part covered in Paper B)
With the use of the Systematic Configuration Design Improvement method and the develop‐
ments in chapter 6, a degree of rigour is brought into the iterative design process, allowing
the designer to utilize optimization to qualify the introduction of design changes. Thus, it
is not singularly a configuration design or design optimization methodology ‐ it is both. As
seen with the SOMA device, the actual changes required to achieve an improved Pareto set
can be relatively simple. Inversion, change of working direction, and changes to how the
components fit together. Still, the impact on the Pareto set is substantial, as seen in the
dominance of the Flipped Seal redesign over the original design.

Yet, as with the analysis methodology, this does have limitations. Perhaps the most obvious
is that the analysis involved would seem onerous to most designers. Systematic analysis does
not necessarily fit into organisational cultures where a design thinking mindset leads to a
bigger emphasis on iteration and creativity than more classical engineering considerations.
Again, a cost‐benefit mindset comes in: if the benefit gained through redesign is accrued
over a production volume counted in hundreds of thousands, millions or billions (as is the
potential with SOMA), then the cost of analysis becomes almost meaningless.

The methodology’s success also depends entirely on whether all objectives and constraints of
importance have been taken into account in the model. Therefore, the importance of a re‐
strained approach to applying the redesign principles cannot be understated. As exemplified
in chapter 6, constraints and objectives that are either tacit or simply not included in analysis
might lead to design changes that introduce new trade‐offs, worsen the product offering,
or compromises key functionality. An addition to this challenge is that embodiment design
involves a concretisation process [6, 20], where necessary sub‐functionality and features are
gradually synthesised and integrated into the overall system. Just as with unmodelled con‐
straints, these might need to be considered somehow in the analysis and redesign process to
avoid introducing design changes that hinder the introduction of new functionality.

Finally, the methodological framework presented in this thesis can only lead the designer in a
certain direction; it is not inherently generative in nature. Experienced designers might hence
legitimately argue that they are capable of identifying trade‐offs and mitigating themwithout
the potentially arduous analysis efforts. As experience is contextual and time‐consuming
(i.e. costly for employers) to gather, the systematisation of trade‐off analysis and mitigation
permitted by the developments in this thesis is both of value to novice designers and to
experts in situations where they face new design tasks and challenges.

On the Perspectives for the Design Process and for Synthesis
The methods developed in chapters 4 and 5 inherently rely on the existence of a system that
has already been embodied. Hence, they support the transition betweenwhat Pahl & Beitz [6]
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referred to as the preliminary and definitive layouts. To avoid the risk of spending substantial
effort on analysis and mitigation effort might have been avoided in synthesis, the develop‐
ments in Chapter 6 touch upon the question of how to apply some of the same underlying
rationales behind the Configuration Redesign Principles in the context of synthesis.

As with the Configuration Redesign Principles, the Guidelines of Ideal Design Synthesis do
not change the fact that the ideation involved in the synthesis of the preliminary layout of
a mechanical system, and the subsequent identification of design improvements, still relies
heavily on the creativity and ability of the designer. To a large extent, the developments in
Chapter 5 onward only truly help the designer realise what to strive for in design and what
types of changes can be introduced when the initial design involves a dissatisfactory optimal
set or seems to be too far removed from the ideal design during the even earlier stages of
product development.

The guidelines also rely on the Conjectures of Ideal Design, which may very well be disproven,
or have important exceptions not identified in this research. Correspondingly, the guidelines
are not exhaustive, nor are they on a level of specificity that ensures that it would always
be obvious to the designer how to get close to the ideal design through synthesis. This will
always be a challenge in the prescription of any heuristic. Yet, as they have been developed
towards being consistent with the methods developed in the preceding chapters, they at
least relate to a more rigorous foundation. That said, this aim of consistency may also have
biased the development of the guidelines, resulting in an incomplete set of prescriptions or
recommendations that directly conflict with other frameworks or perspectives of importance
to design synthesis.

The Interactive Trade‐off Analysis andMitigation procedure essentially gathers all the develop‐
ments of this thesis into a coherent process that supports the progression from the synthesis
of the first embodiment design to the completion of the definitive one. A key limitation of
this process is its over‐reliance on analysis. In practice, design objectives and constraints are
not static. They develop and change along with the design, as the product development
project gradually eliminates uncertainties. Meanwhile, the outcomes of Pareto set Depen‐
dency Analysis and Systematic Configuration Design Improvement are entirely contextual to
the initial optimization model and the underlying decisions and prioritisation it represents.
Hence, there is a risk of spending a substantial amount of effort on finding the ideal con‐
figuration, only to realise the work is based on the wrong premise. Ultimately, this comes
down to a key challenge in design science; the epistemic and aleatory uncertainty involved in
product development. In any attempt to systematize the early design process, one can only
use the knowledge at hand. Hence, the interactive nature of the design process prescribed
by Section 6.2 is both a strength and a weakness, as its success, value, and required effort is
dependent on the extent to which all the objectives and constraints of relevance are consid‐
ered systematically. If not, one would end up performing more iterations to reach the same
result, increasing the cost in applying the methodology.

Finally, the novel evaluation methods developed in Section 6.3. ‐ i.e. the informal and op‐
portunistic redesign evaluation procedures‐ have only been possible due to the development
of MOMA and ϵMA. Given the reliance on the designer re‐using information from the initial
analysis and updating the results to reflect the changes made in redesign, it can be diffi‐
cult to assess the validity of the results of evaluation. The changes made may ‐ beyond the
designer’s knowledge ‐ have created new and problematic dependencies and constraints,
thereby invalidating the results of evaluation. Yet, this is also exactly why the developments
are informal and opportunistic in nature ‐ they will not always provide valid insights.
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8 Conclusion

This chapter concludes this thesis by revisiting the research questions and hypothesis of the
PhD project, describes the core contributions of the research, and describes potential

avenues of further research.

8.1 Findings
The research conducted during this PhD was guided by three research questions. Besides
the slight change to RQ2 mentioned in Chapter 4, these have largely remained constant
throughout the project period. As covered in Chapter 2, these questions have been ad‐
dressed through different work packages involving several studies. Theeir results have been
demonstrated in Chapters 3‐6 and submitted for publication in Papers A and B. To conclude
this research, we revisit these research questions to summarise the findings of this PhD and
subsequently test the original hypothesis. Given that the answers to these research ques‐
tions involve new methodological developments, the research merely provides an answer
to the questions, and not necessarily the answer. This is inevitable in that design is inher‐
ently a human activity, meaning there will always be alternative approaches/methods that
one might apply in attempting to reach the same result (i.e. the systematic identification,
understanding, and mitigation of trade‐offs).

8.1.1 Answers to the Research Questions

Trade‐offs are omnipresent in design and are largely caused by decisions made during the
early stages of design, as is well established in existing literature. Given their potential in‐
fluence on the performance of the end‐product, identifying trade‐offs early in the design
process is valuable, as some of them might be reduced or eliminated through redesign and
targeted decision making. The issue today is that the designer does not necessarily have
access to this knowledge early on in the design process, which is commonly referred to as
the design process paradox [10].

Trade‐offs are only possible in the presence of dependencies between the design objectives
and numerous methodological frameworks exist, such as Axiomatic Design [13], TRIZ [16],
the Design Structure Matrix [7], and the Quality‐Function‐Deployment [93]. These all allow
some form of assessment of the dependencies between different design goals, and have
applications in the early stages of design.

Yet, as found in this thesis, qualitative methods have their limitations in the context of trade‐
off identification. In an initial study, this project explored how a qualitative method (the
Contradiction Index [17]) could be used to analyse trade‐offs. Here, it was found that the
influence of constraints was difficult to account for using qualitative analysis as one is either
reliant on prior knowledge/experience or guesswork in figuring out which constraints are
active. In the context of design, active constraints are basically requirements that relate to
the feasibility of the end product and determine the achievable performance of a product.
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The underlying challenge is that a trade‐off situation (strictly speaking) implies Pareto opti‐
mality ‐ i.e. that no further improvement to a single objective is achievable without detriment
to another objective. If a design is not Pareto optimal, then further improvement to one ob‐
jective is possible without detriment to another, meaning a trade‐off situation has not yet
been reached. The Pareto set itself exists at the boundary of what is feasible, meaning it is in
part defined by active design constraints. As such, the trade‐offs that affect the design of a
mechanical system are defined by relationships that might be unique to the optimum. Thus,
we cannot truly identify all the trade‐offs in a given design unless we have already identified
the Pareto set. Alteratnively, we would need to have exact knowledge of constraint activity
and all the variables that are shared between the objectives. Identifying all the trade‐offs in
a design, therefore, requires the application of more quantitatively founded methods.

The challenge in applying quantitative methods at a very early stage of design is that they
often come with a substantial amount of effort compared to more qualitative approaches.
This effort may very well be wasted if spent too early in the design process, as the design itself
and the objectives it is developed towards can change drastically as the product development
project progresses. This likely changes the design problem to a point where any preceding
analysis model is rendered obsolete or irrelevant. As a result, this research progressed towards
exploring whether quantitative analysis could be performed in a less time‐consuming manner
or in a manner where the learnings from the analysis are still of value, despite a changing
design. A second initial study involving a sampling‐based approach was conducted, but
again this revealed challenges w.r.t. design constraints. Hence, the approach yielded little
knowledge beyond providing a snapshot of the trade‐offs affecting the design problem.

As a result, the research progressed onward to exploring the combined application of mono‐
tonicity analysis (MA) and design optimization in the hope that this might reveal important
information about the nature of the design problem, which might be leveraged through‐
out the design process. The basic logic behind MA is to utilise monotonicity information to
systematically identify active constraints, allowing the partial minimization of the optimiza‐
tion problem. This has two benefits in the context of trade‐off identification and analysis.
Firstly, MA actually reveals which objectives are in trade‐off through shared design variables.
Secondly, in identifying which constraints are active, partial minimisation essentially reveals
discontinuous dependencies between the objectives that are unique to the optimum. In
other words, MA not only has the potential to help identify trade‐offs; it may also reveal
the design variables (global dependencies) and constraints (local/regional dependencies) that
cause them. As a consequence of this, RQ2 was updated to the form shown below.

While MA had potential for the purposes of this research, no existing theoretical develop‐
ments allowed the systematic reduction of multiobjective problems or the rigorous identi‐
fication of the dependencies that exist in the Pareto set. On the contrary, most existing
applications of MA involve model verification and model reduction to decrease the compu‐
tational cost in solving optimization models. While this is valuable in design optimization,
the implications of MA in the context of early design remained somewhat unexplored. Fur‐
thermore, most existing design optimization methodology has been developed with a focus
on the accurate and efficient identification of the optimal set for increasingly complicated
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problems. Little prior work was found that focused on understanding what the optimal re‐
sult implies about the design itself ‐ i.e. the underlying issues in the (configuration) design
that causes the existence, shape, and location of the optimal set.

As a result, themathematics and procedures for multiobjectivemonotonicity analysis (MOMA)
and the study of the vertices and boundaries of the Pareto set (ϵMA) were developed as a
part of this research. In unison, these two allow Pareto Set Dependency Analysis ‐ i.e. the
exhaustive identification of the global and regional dependencies that exist in the Pareto set.
This entailed the development of:

1. The foundational theorems, corollaries and proofs that allow the application of MA to
multiobjective problems.

2. The foundational theorems that allow the study of regional or even local dependencies
that exist with the Pareto set.

3. Practical approaches allowing the application Pareto set dependency analysis in as many
design contexts as possible and as early on in the design process as possible. This
includes the selection of a suitable multiobjective formulation and optimization algo‐
rithm. These support the preservation of monotonicity throughout model reduction
and allow the post‐optimality reduction of the optimization problem using numerical
constraint activity data.

These methodological developments allow the rigorous identification of the design variables
and constraints that cause trade‐offs. This can be done for a design that can be described
by an algebraic model or represented through a meta‐model that exhibits at least regionally
monotonic behaviour. As discussed in Chapters 4 and 7, the use of monotonicity informa‐
tion actually allows the application of the analysis methodology from a very early stage of
product development. This was exemplified in the SOMA case study, where Pareto set De‐
pendency Analysis revealed several shared variables and active constraints, which caused or
worsened the trade‐offs between four design objectives of critical importance to the overall
performance of the SOMA device. Most of these were found to be inherent to the specific
configuration design that was studied, while the remaining few related the concept itself.

In essence, Pareto set Dependency Analysis provides the first rigorous approach to depen‐
dency analysis, which allows the consideration of the effect of active constraints. It reveals
the limitations of a configuration design, thorough analysis on a level of abstraction that falls
within proportional design. As found in Chapter 6, this knowledge can be of substantial
value to designers, in that trade‐off and constraint activity knowledge has been found to be
a key distinguishing factor between novice designers and experts [33, 59]. While the theo‐
retical developments alone support that Pareto set dependency analysis allows the rigorous
identification of the root causes of trade‐offs and the location of the Pareto set, the work
involved in answering RQ3 clearly demonstrates the validity of the analysis method.

In short, trade‐offs can be removed, mitigated, or reduced through targeted changes to the
configuration design or the overall concept. This involves designing the system in a manner
that avoids or reduces the influence of as many of the variables that are shared between
design objectives in a manner that causes trade‐offs as possible. All the while ensuring that
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the remaining independent and harmonious shared variables have as nonrestrictive bounds
in the improving direction as possible.

By studying the mathematical implications of the outputs of Pareto set Dependency Analysis,
the research found several generic forms of design change that would achieve this, resulting
in an improved Pareto set. The theorems and proofs that emerged in this process led to the
identification of a set of design principles ‐ the Configuration Redesign Principles. These prin‐
ciples are founded on basic types of transformations that result in a changed optimization
problem and are applied directly based on the results of Pareto set analysis to eliminate/re‐
duce specific dependencies that cause trade‐offs or identify design changes that improve
all objectives at once. The principles were found to have commonality with many existing
heuristics but are somewhat unique in that they are entirely context‐independent. Their re‐
liance on the outputs of the generic analysis of the root causes of trade‐offs between the
objectives allows their application to trade‐offs between any pair of design objectives in any
design, so long as its behaviour can be described through an explicit or numerical model that
can be studied through MOMA and ϵMA.

The systematic application of these design principles involves a procedure called Systematic
Configuration Design Improvement, which ensures the targeted application of these princi‐
ples based on analysis. The outcome of this process is a set of configuration redesigns that
should have better Pareto sets, so long as the redesign principles have been applied suc‐
cessfully. In principle, this procedure can be applied iteratively in sequence with the analysis
methodology, thereby continuously identifying the limitations of a configuration design, de‐
riving improved configurations, selecting the preferred one, and repeating the process over
and over. When parts of this iterative procedure are performed interactively throughout the
embodiment design process, the methodological developments can be used to support al‐
most any of the design and decision making activities involved in embodiment design. When
done successfully, this would, in principle, steer the development process in a direction that
allows continuous improvement of the design.

These design methods were applied to the SOMA case based on the results of the aforemen‐
tioned analysis. This yielded a sequence of 11 redesign iterations. Based on the developed
theorems, most of these redesigns should exhibit an improved Pareto set. Applying several
forms of redesign evaluation to a promising selection of redesigns revealed that the appli‐
cation of the redesign principles does, in fact, result in a substantially improved Pareto set.
An exhaustive evaluation was performed on one of them, allowing its comparison with the
original SOMA device. This evaluation revealed that the Pareto set of the redesign dominates
the entire Pareto set of the original design, with an overall reduction in trade‐offs and an im‐
provement in optimality overall. Hence, the research has successfully used formal methods
to support the identification of design improvements far beyond what is achievable through
proportional or parametric methods alone. This not only confirmed the contextual validity of
the redesign principles. It also proved that Pareto Set Dependency Analysis is indeed valid,
given that the elimination of the trade‐off variables, and relaxation of the problematic con‐
straints that were identified through analysis, had a substantial influence on the location and
shape of the Pareto set.

Finally, all of these developments were found to have implications beyond the redesign of
an existing embodiment. By considering how one might synthesise a design that avoids
trade‐off variables, allows the least restrictive constraints possible, and has a low structural
complexity, this research resulted in a set of conjectures and related conditions describing the
mathematical characteristics of such an ideal design. These were used to prescribe a set of
design guidelines for design synthesis and configuration design that allow the convergence
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towards this ideal. These guidelines are not only consistent with the preceding developments,
but they were also found to be observable both in an existing product that is out in the market
and in the SOMA case.

8.1.2 Hypothesis Testing

When we relate the answers to the research questions, we see that there are strong indica‐
tions that this hypothesis is valid. This is both supported by theoretical developments and by
their application in industrial practice.

The rigorously founded analysis and redesign methodology developed in this thesis is based
on theorems, corollaries and proofs. These clearly demonstrate the relationship between
certain types of dependencies and the existence, shape, and location of the Pareto set. They
also support that the Pareto set is transformed when such dependencies are manipulated
through design change. Such changes go beyond the proportional and parametric domain,
for instance, involving changes in the layout and shape of parts, changes in working direc‐
tions and load paths, and even changes to the selection of working principles. Hence, the
methodology can be applied in the conceptual and embodiment design phases in the de‐
velopment of mechanical products. The practical application of this work to the SOMA case
reveals that the relationships that create and shape the Pareto set can indeed be identified
relatively early on. Further, the SOMA case also demonstrates the extent to which the under‐
lying root causes affect the Pareto set, in that their mitigation through configuration redesign
resulted in a new Pareto set with a drastically changed shape and location.

Thus, the theoretical developments and practical applications shown in this thesis indeed
support that trade‐offs are highly influential upon the performance of mechanical systems.
The results also support that trade‐offs are caused by decisions made during the early stages
of design, and that they can, in fact, be avoided or reduced through the structured redesign
efforts that are informed by analysis results.

8.2 Core contributions
The core contribution of this research is a systematic and rigorously founded methodological
framework for the identification, understanding, and mitigation of the trade‐offs between
design objectives, which may be applied during the early stages of product development.
More specifically, the core contribution includes:

1. Multiobjective Monotonicity Analysis: A systematic and rigorous (albeit opportunistic)
approach to the reduction of multiobjective problems for the purposes of trade‐off
identification, model verification, and reduction in computational cost. Provided the
optimization problem can be reduced far enough and that the problem is at least re‐
gionally differentiable and monotonic, the developments can be used to reveal all of
the objectives in trade‐off in a given design.
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2. Pareto set Dependency Analysis: The first analysis method that allows the study of the
relationships that exist in the optimal set by allowing the consideration of the effects
of active constraints. Existing methods for dependency analysis largely disregard the
influence of the bounds of design variables. The insights gained through this analysis is
of special value in early design, as this accumulation of this knowledge is largely related
to the designer’s experience today.

3. Systematic Configuration Design Improvement: An approach to the introduction of
targeted design changes that will result in an improved Pareto set, which is steered by
the results of quantitative analysis.

4. Interactive trade‐off analysis and mitigation: The preceding developments are collated
into a process involving the interactive analysis and mitigation of trade‐offs. This allows
the embodiment design process to be steered towards ending with the best possible
design, as it accounts for the design problem (i.e. the objectives) changing as the
solution is developed and refined.

5. The Guidelines of Ideal Design Synthesis: A set of guidelines aimed at avoiding many
of the issues that might be identified and mitigated later in the design process using
analysis and redesign methods. These guidelines are founded on a novel perspective
as to what ”good” design even constitutes, stated in the form of the Conjectures and
Conditions of Ideal Design.

6. SOMA Analysis, Redesign, and Evaluation: The case studies performed on the SOMA
device as a part of the theoretical developments, have yielded valuable insights and
numerous redesigns that result in improved performance. This had led to several patent
applications.

Based on the four different forms of validity discussed in the previous chapter, we can con‐
clude that these contributions are founded on well‐accepted and rigorous methods, empir‐
ically validated using a suitable case from industry, and largely context‐independent. One
cannot claim that the use of the methods developed in this thesis will always allow the de‐
sign of superior products than if the methods are not employed. It will not always be possible
or time‐efficient to build optimization models at an early stage of development, and nor can
they always be reduced through monotonicity analysis. Correspondingly, expert designers
may, in many cases, be able to identify similar changes without any analysis. Yet, this gets
to the heart of the basic challenge in design research; without a systematic methodology for
design improvement, engineering design remains a craft rather than a science.

8.2.1 Academic Value
Pareto set dependency analysis presents an optimization‐focused alternative to current tech‐
niques for dependency analysis (e.g. DSM and Axiomatic Design [13]), with MOMA allowing
the analysis of dependencies unique to the optimum by accounting for the influence of
constraints, and ϵMA revealing regional dependencies in the Pareto set. From a design op‐
timization perspective, Pareto set dependency analysis is a rigorous approach to exploring
the limitations of a given embodiment/configuration design, with the added benefit of a re‐
duced computational cost. One could view Pareto‐set Dependency Analysis as an approach
to checking the design ahead of computation or explaining the results after computation
[c.f. Paper A].

The principles of configuration redesign and the systematic procedure in applying them em‐
power the designer to identify configuration design changes that actually improve the perfor‐
mance of the system. As this is steered by the outputs of analysis and is context independent,
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the principles and procedure address a key limitation of many heuristics; that it can be diffi‐
cult to know which heuristics to apply to improve a given design and when their application
will actually result in improvement. These developments differ from previous prescriptions
regarding dependency (e.g. Axiomatic Design [13]), given that they demonstrate that de‐
pendencies are not necessarily detrimental and that whether a constraint is active or not can
have a substantial influence on the dependencies that exist between design objectives. One
can therefore not disregard the influence of the bounds of design variables, nor can one
claim that dependencies should be avoided at all costs.

Finally, the developments from Chapter 6 are distinct from existing prescriptions of” good”
design, e.g. the Axioms of Axiomatic Design [13], the Ideal Final Result from TRiZ [16], and
the Basic Rules of Embodiment Design by Pahl & Beitz’ [6]. The Conjectures and Conditions
involve basic goals that can be stated mathematically and actually account for the role of the
bounds of design variables. Combinedwith the redesignmethodology, these conjectures and
conditions allowed the development of design guidelines, which only rely on the designer
having a basic understanding of the monotonicity and bounds of the design variables at
hand.

8.2.2 Industrial Value
The results of this research may have value to industry in numerous ways. First of all, given
that it is well established that context‐specific knowledge of trade‐offs and constraint activity
is a key differentiator between novices and experienced designers, one could argue that the
systematic management of trade‐offs is expensive today. Gaining experience is, by defini‐
tion, time‐consuming. Hence, industry might be paying the price for the lack of systematic
methodologies for trade‐off management, needing to accept that novice engineers will sim‐
ply need to spend more time or fail more often in developing an acceptable configuration
design. The alternative would be to simply hire a larger amount of experienced designers,
which inevitably has an influence on wage costs.

Furthermore, the methods developed in this thesis allow the identification, understanding,
and potential mitigation of trade‐offs in early product development. While this does not
guarantee an end‐product with better performance, it has the potential to increase the like‐
lihood of achieving good performance. Certainly, the SOMA case studies at least support
that this is possible.

In industry, many product requirements and specifications are also not necessarily defined
by necessity but rather relate to ”nice to haves” or certain organisational desires. These
may cause or worsen trade‐off scenarios. The developments of this thesis might allow more
upfront negotiations for such decisions, allowing the considerations of what trade‐offs and
resulting technical risk a given specification or desired new sub‐functionality give rise to,
avoiding situations where specification limits that yield no added utility, end up worsening
the overall product. Correspondingly, an improved understanding of trade‐offs allows them
to be managed upfront and included in project management. This lessens the risk of project
loop‐backs resulting in increased lead time and the risk of unexpected late‐stage compro‐
mises and worsened product specifications. Potential target groups that may gain value
from the developments of this thesis include design engineers, systems engineers, analysis
experts (optimization, structural mechanics, etc.), decision‐makers in product development,
and related stakeholders who influence the constraints and objectives products are designed
towards (e.g. production, marketing, industrial design, etc.) .
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8.3 Further Work
Throughout this PhD, numerous interesting perspectives were encountered, which could sim‐
ply not be explored within the time frame of the project, or which were beyond the PhD
fellow’s competencies. This section presents a small portion of the broad palette of research
topics that could build upon or complement the work presented in this thesis.

8.3.1 Automation and simplification of analysis
While limited successes have been achieved in the automation of monotonicity analysis[69,
70], its mostly manual nature is a key limitation in its application, especially to large and
non‐monotonic design problems. However, since the original development of Monotonic‐
ity analysis by Papalambros and Wilde [45], large strides have been made within the fields
of data analysis, machine learning, and interactive computing. Applying such methods to
identify monotonic properties through the analysis of large data sets or to allow automat‐
ed/guided model reductions post‐optimality may provide designers with some of the design
insights achieved through Pareto set dependency analysis. This might reduce the analysis
effort substantially, thereby heightening the value of design optimization methods to inform
redesign processes in early design.

8.3.2 Mixed analyses  QuasiQuantitative Tradeoff Analysis
In practice, design involves objectives and constraints which are not easily modelled or mea‐
sured. Characteristics such as aesthetics, circularity, usability, manufacturability can, in many
cases, be translated into more quantifiable proxies but are difficult to describe in the form of
a scalar objective function. Yet, such objectives can still be in trade‐off with other objectives
or amongst themselves. Even though they might not be directly quantifiable, they may in
many cases still exhibit monotonic relationships with the design variables and parameters in
a mechanical system. An example of such is that the negative environmental impact of a
mechanical system increases monotonically with material consumption and decreases with
mechanical efficiency and durability. Hence, we might apply the same approaches as devel‐
oped for Pareto set Dependency Analysis in mixed analyses consisting of both quantitative
objective functions and more qualitative/fuzzy objectives. While such analysis would have
little meaning in the discussion of the Pareto set, its outputs could still be used in the applica‐
tion of the Systematic Configuration Design Improvement method, allowing the mitigation
of trade‐offs between quantifiable and non‐quantifiable objectives, thereby further inform‐
ing configuration design. Such aspects have gone untouched in this PhD, but might be a
valuable topic of further research.

8.3.3 Designer Cognition in Tradeoff Management
How designers think and reason when identifying, understanding, mitigating, or accepting
trade‐offs during the synthesis and improvement of mechanical systems, is an avenue of
research that has been disregarded in this PhD. Nonetheless, an important question in this
context is the extent to which a designer’s cognitive biases, risk‐willingness, and tendency
towards design fixation, affects the way they design mechanical systems and (fail to) consider
trade‐offs throughout the design process. Some designers might be more prone to avoiding
them altogether, while others may be overly reliant on analysis, become fixated on certain
objectives over others, or falsely assume that an acceptable optimum exists. Given the find‐
ings of Ahmed et al. [33], Cross [35], and Howard & Andreasen [124], it seems clear that
trade‐off knowledge plays a key role in designers aggregation of experience and the decision
making of some ”expert” designers. Yet, for some reason, designers are still prone to rely‐
ing on intuition over analysis [34], with cognitive biases [23] seemingly having an influence
on the acceptance of trade‐off studies. Research into the mechanisms involved may foster a
better understanding of how to manage the development of integrated and multi‐functional
mechanical systems and have perspectives for the didactics of mechanical design as well.
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8.3.4 Conceptual and Generative Design
As discussed in the previous chapters, the methodologies developed in this thesis are ‐ be‐
sides the developments in Section 6.1. ‐ largely dependent on the analysis of an already
synthesised embodiment and on the creativity/ability of the designer to translate principles
developed in this thesis into actualised design changes or new systems. There might very
well be steps or rules that one needs to follow in conceptual design and in synthesis beyond
the ones defined in the Guidelines for Ideal Design Synthesis. Research efforts that attempt
to extend the developments in Chapters 5 and 6 into more synthesis and generative design‐
related areas might hence yield new perspectives of use in mechanical design synthesis. One
approach to this might be to work on extending the methods from this thesis by applying and
adapting them to optimization models built on another level of abstraction than the purely
proportional. This may reveal rigorous redesign and synthesis methods with applications in
conceptual design, just as the work in this PhD revealed configuration redesign methods us‐
ing proportional optimization methods. In this context, it may be worthwhile building on the
optimal configuration design approaches developed by Schmidt & Cagan [106] or by Bayrak
et al. [107, 108], to see if approaches resembling MOMA and ϵMA might reveal important
information about the limitations of an overall concept stemming from the selection and
combination working principles into an overall working structure.

8.4 Concluding Remarks
This PhD project has been an enlightening and challenging journey, both on a professional
and personal level. It has required learnings I had not imagined, involved challenges I had not
foreseen, and experiences I would not want to be without today. Be it my immersion into
the design optimization field, the sudden need to comprehend the intricacies of patent law,
the re‐planning necessitated by getting hit by a car on my way to work, or the unforeseen
effects of a global pandemic, this PhD has, if nothing else, always been interesting.

I have always been of the opinion that challenging problems are the most interesting ones.
In my time as a design engineer before this PhD, I encountered a no bigger challenge in
mechanical design than the multi‐disciplinary, multi‐dimensional, and oft counter‐intuitive
nature of the trade‐offs that one encounters or overlooks in the early stages in design. Upon
the conclusion of this PhD, my opinion has not changed. As designers, we usually strive for
the ”best” design, but what best constitutes, and how it is achieved in the face of incomplete
knowledge and seemingly conflicting requirements, is elusive to most except the ingenious
few. I hope that the work presented in this thesis at least scratches the surface of the underly‐
ing science of ”good” configuration (re)design. I look forward to continuing the application
of this work, be it in my continuing employment in industry or through a continued affiliation
with the academic community in some capacity. I sincerely hope that my career will continue
to present opportunities for further learning and intellectual pursuits, albeit in a less intense
and all‐consuming form than what is at times required of a PhD student.
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Appendix 1: Terminology
Unfortunately, the design science field does not have a fixed, universally accepted terminol‐
ogy. Terminological differences exist amongst its different fields, just as there are geograph‐
ical variations as well. This PhD exists in the intersection between embodiment design and
design optimization fields, where this problem is especially apparent. For one thing, em‐
bodiment design is often referred to as configuration design in the design optimization field
Papalambros2017,2001FormalSynthesis,Schmidt1998. For this reason, it is necessary to pro‐
vide descriptions and/or definitions for some of the most foundational terms used throughout
this thesis:

Conceptual design ‐ An early phase of product development which ”involves abstracting
to find the essential problems, establishing function structures, searching for working
principles, combining working principles into working structures, selecting a suitable
working structure and firming it up into a principle solution (concept)” (Pahl & Beitz [6]).

Concept selection ‐ Somewhat confusingly, it is a term that is often used in design re‐
search to mean describe any situation involving the selection of a solution among a set
of alternatives, although the alternatives might not strictly be different concepts. Thus,
concept selection is used just as broadly in this thesis, being taken to mean any decision
between a set of alternative solutions, e.g. the selection of a concept, of an embodiment,
of a subsystem or part design, etc..

Configuration design ‐ A term used broadly in the design optimization field [11, 12,
106], which used synonymously with embodiment design in this thesis. The definition
presented by Papalambros & Wilde [12], is most pertinent: ”This involves decisions on
the general arrangement of parts, how they may fit together, geometric forms, types
of motion or force transmission, and so on... the designer creates a new configuration
through a spontaneous synthesis of previous knowledge and intuition.”

Constraint Activity ‐ ”An active constraint is one which if removed, would alter the loca‐
tion of the optimum” (Papalambros & Wilde [12]).

Designer ‐ Just as in Pahl and Beitz [6], the term designer is used synonymously with
design engineer, development enginer or mechanical design engineer. In this context,
the distinction made by Ahmed, Wallace, and Blessing[33] between novices (less than 5
years of industrial experience) and experienced designers is also used in this thesis.

Dependency ‐ An interrelationship between design objectives, constraints, or objectives
and constraints, determined by design variables or parameters that are shared between
them. Some dependencies contribute to trade‐off. In this thesis, these are refereed to
as trade‐off variables.

Design analysis ‐ The use of analysis models from engineering science to describe the
behaviour of a design; thus design analysis is problem specific.

Design change ‐ Any modification made to a system during the design process. Design
change can be made on different levels describing the degree of change; i.e. conceptual
change, embodiment/configuration change, proportional change, parametric change,
etc.

Design constraints ‐ ”All the relations among the design variables that must be satisfied
for proper function of the design” (Papalambros & Wilde [12])
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Design iteration ‐ A process of gradual change, concretization, and refinement of a de‐
sign. It is a slightly ill‐defined concept, given that any change to design can be perceived
as an iteration. In this thesis, the taxonomy introduced by Wynn and Eckert [24] will be
used when relevant.

Design methodology ‐ An overall framework for doing design (Blessing and Chakrabarti
[4]).

Design objectives ‐ The criteria for defining, evaluating and choosing the” best” solution
among a set of alternatives. Depending on the level of abstraction, design objectives
can thus both be general to a in a given product development process, or specific to a
given concept or embodiment.

Design variable ‐ ”variables that are regarded as free because we should be able to assign
any value to them. Different values for the variables produce different designs.... The
number of independent design variables gives the design degrees of freedom for the
problem” (Arora, [50]).

Detail design ‐ A phase in the design process, described by Pahl and Beitz [6] as ”the
phase of the design process in which the arrangement, forms, dimensions and surface
properties of all of the individual parts are finally laid down, the materials specified, pro‐
duction possibilities assessed, costs estimated, and all the drawings and other production
documents produced”

Feasible domain ‐ The design variable values that satisfy the constraints.

Early stage design ‐ This term is used synonymously with the conceptual and embodiment
design phases.

Embodiment design ‐ Using in the meaning defined by Pahl & Beitz [6]: ”During this
phase, designers, starting from a concept (working structure, principle solution), deter‐
mine the construction structure (overall layout) of a technical system.... Embodiment
design results in the specification of a layout.” [6]. Used synonymously with configura‐
tion design in this dissertation.

Modelling ‐ Meant in the sense of constructing a mathematical model (e.g. for design
analysis), or in the sense of constructing CAD models.

Parameter ‐ Fixed properties determined by decisions made by the designer between a
set of alternative options (e.g. material selection, safety factors, part shape, and so on).

Proportional design ‐ Design activities involving the resizing of the design variables in a
system.

Pareto optimal ‐ A Pareto optimal solution is an optimum in a multi‐objective problem,
where one where no single objective can be improved further without worsening an‐
other. A more formal definition is given in chapter 3.

Pareto set ‐ The set of all Pareto optimal solutions.

Trade‐offs ‐ A balancing of factors all of which are not attainable at the same time. In the
context of design, this is taken to mean situations where two design objectives cannot
be optimized simultaneously, meaning compromise is necessary.

Trade‐off management ‐ The Identification, quantification, root cause analysis, and re‐
duction/elimination of trade‐offs in a design.
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Working Principle ‐ As defined by Pahl & Beitz [6]: ”the combination of the physical effect
with the geometric and material characteristics (working surfaces, working motions and ma‐
terials) allows the principle of the solution to emerge... The combination of several working
principles results in the working structure.”
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Multiobjective design optimization studies typically derive
Pareto sets or use a scalar substitute function to capture
design trade-offs, leaving it up to the designer’s intuition
to use this information for design refinements and decision
making. Understanding the causality of trade-offs more
deeply, beyond simple post-optimality parametric studies,
would be particularly valuable in configuration design prob-
lems to guide configuration redesign. This paper presents the
method of Multiobjective Monotonicity Analysis to identify
root causes for the existence of trade-offs and the particular
shape of Pareto sets. This analysis process involves reduc-
ing optimization models through constraint activity identifi-
cation to a point where dependencies specific to the Pareto
set and the constraints that cause them are revealed. The in-
sights gained can then be used to target configuration design
changes. We demonstrate the proposed approach in the pre-
liminary design of a medical device for oral drug delivery.

Nomenclature
A attainable set
C Pareto Set
c vector of bound objectives in the upper bound problem
Ds indices of the constraint functions that depend on a

shared variable xi

∗Corresponding Author

f primary objective function in the upper bound problem
f (x+) a function increasing monotonically w.r.t. x
f (x−) a function decreasing monotonically w.r.t. x
F* [k,j]-matrix of Pareto optima
E [k-1,j] dimensional matrix of sampled values of ε

g(x) vector of inequality constraints for the design problem
G* matrix ofg(x∗) values stored for every run
h(x) vector of equality constraints for the design problem
H* matrix of h(x∗) values stored for every run
j number of computational iterations ε is sampled over
k number of objectives
n number of design variables
x vector of design variables
x argument of the infimum of the design problem
x argument of the supremum of the design problem
xi monotonic trade-off variable
X feasible domain
X ε feasible domain for a given upper bound value, ε

ε k-1 dimensional vector of upper-bound parameters
εi upper-bound parameter for the ith bound objective
εL lower limit of objective bounds
εU upper limit of objective bounds
ε̃i reduced-objective variable
ε̃∗i, j optimal value of ε̃i implied by the activity case where

the Pareto-constraint g j(x, ε̃) bounds ε̃i
λ Lagrange multiplier vector of inequality constraints
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1 Introduction
Designers naturally aim to embody solutions that trade

off a range of functionality and production objectives. Over
time, competitive pressures require designers to improve per-
formance while integrating more features with each new
product generation [1]. Additional trade-offs arise as a re-
sult. While optimization methods are commonly used at the
embodiment stage, systematic, quantitative analysis of trade-
offs is less common ahead of important decisions such as
concept selection, iterative redesign, or requirement setting
[2]. Whether due to time constraints, task complexity, or
early-stage design uncertainties, knowledge about trade-offs
is largely experience-driven in design practice [3].

Pahl & Beitz [4] note that optimizing the ”carrier of sev-
eral combined functions” can be difficult. Yet, they also ar-
gue that decisions on what parts and subsystems contribute
to different aspects of product functionality are made early
on, typically during embodiment design. This is a term used
somewhat interchangeably with preliminary design, config-
uration or topology design [5], layout [6], system design [7],
or system architecture [8]. Here, we use the term config-
uration design for consistency with the design optimization
literature. Andreasen and Howard [9] similarly argue that
identifying and managing trade-offs is a key challenge in em-
bodiment design. Different configurations will ultimately be
affected by different trade-offs, a notion well accepted also
in design optimization.

Multiobjective Design Optimization (MODO) tech-
niques study what is achievable in a design subject to trade-
offs, typically identifying, comparing, simplifying, and vi-
sualizing Pareto sets. Procedures for selecting a point on a
Pareto set are essentially post-optimality analyses. Occasion-
ally, they lead to converting the multiobjective problem to a
scalar one with a new objective at a higher level, such as go-
ing from engineering design to design for market systems,
e.g., Shiau and Michalek [10].

There is paucity in discussing why the result is a set
rather than a dominant optimum. Yet, existing methods seem
to focus only on selecting points within the set or on mea-
sures to describe how the objectives compete. Selecting a
point in a Pareto set includes work on modeling preferences
[11, 12, 13], identification of compromise solutions by mea-
suring the distance to a utopia point [14], scaling methods
to account for objective weighting [15], and strategies for
making trade-offs aggressively or conservatively [16]. Sub-
stantial work exists for sensitivity, robustness [17], uncer-
tainty [18], visualisation [19], dimensional reduction [20],
and identification of competing objectives in a n-dimensional
objective space [11]. Furthermore, structural topology opti-
mization (TO) [21] is a notable contribution in the context
of multiobjective configuration design problems. Somewhat
uniquely, TO optimizes a functional representation of the de-
sign without the actual embodiment of the functions, and the
results inform configuration design.

Some post-optimality analyses aim at understanding
how objectives compete. Multiple measures for Pareto fron-
tier shape exist e.g., [11, 22, 23]. Frischknecht and Papalam-
bros [24] developed metrics to measure the alignment of ob-

jective pairs and later suggested a Pareto set analysis using
local measures of objective coupling [25] to compare sys-
tem topologies. Metrics describing the quality of a Pareto set
such as hypervolume, Pareto-spread, and generational dis-
tance [26] have also been suggested to compare Pareto sets
for alternative configuration designs. To tackle the compar-
ison of multi-dimensional objective spaces, Athan and Pa-
palambros [27] introduced the notion of meta-Pareto sets,
which consist of the union of Pareto sets of multiple alter-
native configurations. Mattson and Messac [18] similarly
put forward an approach to concept selection using s-Pareto
frontier to compare alternatives.

There are three challenges with the current MODO ap-
proaches to design. First, the main focus is on optimizing a
fixed design rather than questioning why the objectives com-
pete. Second, the analysis done at earlier time points in the
product’s evolution may become obsolete at a later design
stage. Finally, if the Pareto set contains no points accept-
able to the designer, e.g., due to non-modelled considera-
tions, there is little guidance for what to do next. A rigorous
approach to gain insights into the root cause of the trade-offs
inherent to the design would substantially increase the value
of optimization at an early stage of product development.

Originally developed by Papalambros and Wilde [28],
Monotonicity Analysis (MA) is a rigorous, yet opportunistic,
method used to identify active constraints. When applicable,
it allows model reduction and assessment of model bound-
edness, and in some cases, it reveals global optima with little
or no computation. Michelena and Agogino [29] expanded
the method to multiobjective problems by applying MA to a
weighted sum formulation. Gobbi et al. [30] and Mastinu et
al. [31] later applied MA in a procedure to derive Pareto sets
analytically. Unlike the other approaches discussed above,
MA can be performed prior to numerical computation and
even before a full optimization model has been built. To date,
MA has largely been used as a model ”debugging” tool.

Monotonicity analysis is of interest here for its impli-
cations in a design context. Jain and Agogino [32] demon-
strated how MA could be used to support the conceptual-
ization of a multi-speed gearbox and explore configuration
changes that lead to superior designs compared to propor-
tional changes alone. Ishii and Barkan [33] applied MA
in an interactive expert system, intending to help design-
ers identify bottlenecks in the design caused by active con-
straints. Cagan and Agogino [34] also used MA to reveal
previously hidden relationships through back-substitution of
active constraints into objective functions. They identified
ways to expand the design space to widen the search for de-
sign improvements. Deb and Srinivasan [35] meanwhile,
discussed the similarities between MA and their ’innova-
tion through optimization,’ or innovization procedure aimed
at deriving design principles using commonalities among
Pareto-optimal designs. They argued that both MA and their
NSGA-II-based innovization approach help identify impor-
tant relationships at the optimum.

Most of this prior work [32, 34, 35] has focused on
understanding the common characteristics of Pareto-optimal
designs to allow reuse in future designs but within a single
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configuration. Yet, if a configuration has limitations or is just
not very good, one would simply find the best compromise
for a poor design. If MA can identify relationships for the
design variables at optimality, then arguably, it might also
be able to identify relationships that limit optimality. In a
multiobjective formulation, such analysis could lead to the
discovery of the root cause for trade-offs between objectives.

In the remainder, Section 2 articulates the aims of this
work, Section 3 provides some theoretical foundation for
the Pareto set Dependency Analysis method developed in
Section 4. Section 5 presents the methodology applied
to the SOMA (Self-Orienting Millimeter-scale Applicator)
drug delivery device currently in development. We offer a
discussion in Section 6 and conclude in Section 7.

2 Aim of this work
Multiobjective optimization quantifies trade-offs among

competing objectives. While trade-offs can be studied com-
putationally, understanding the underlying causes is typically
left to designers’ ability to interpret results and to identify re-
designs aimed at improving performance. Optimization has
been claimed to have an intrinsic value in the design pro-
cess beyond just providing numerical optimal solutions [2,
34, 36]. How to extract such design knowledge systemati-
cally is left to the designer, particularly in the early design
stages. This then begs the question:
How can conceptual or configuration design limitations re-
flected in the Pareto set be identified rigorously? In particu-
lar, what specific design dependencies and constraints cause
trade-offs?
This work seeks to demonstrate how the limitations of a de-
sign configuration may be identified through rigorous analy-
sis rather than through tacit knowledge and heuristics alone,
using novel extensions to monotonicity analysis.

To this end, we apply MA to multiobjective problems
posed in the upper-bound formulation, also known as the
bound objective [14] or ε-constraint method [37]. While
MA is often used to check the validity of a model, here we
demonstrate extensions to MA that allow it to be used to
check the design itself when it exhibits global or regional
monotonic behaviour. We use constraint activity identifica-
tion and systematic reduction of the model’s degrees of free-
dom to reveal often hidden dependencies among variables
and objectives at the optimum, which cause the trade-offs.
Designers will still need experience and intuition to convert
this knowledge into actionable redesign decisions, but these
decisions are informed by deeper understanding from rigor-
ous analysis.

3 Theoretical Foundation
The multiobjective design optimization problem is

stated in negative-null form as:

min. F(x) (1)
subject to g(x)≤ 0 (2)

h(x) = 0 (3)
x ∈ P (4)

where F(x) is a vector of design objectives fi, i =
[1,2, ...,k]T , x is a vector of design variables, and h(x) and
g(x) are the equality and inequality constraints respectively.
If X denotes the feasible domain, then the attainable set A
contains all values of F(x)|x ∈ X . A point F0(x∗) in the at-
tainable set A is said to be Pareto-optimal if and only if there
exists no point in the attainable set that fulfills:

F(x)≤ F0(x∗) ∧ fi(x)< fi(x∗) (5)

The set of all Pareto-optimal points is the Pareto set C sitting
on the boundary of the attainable set A [38]. There are many
ways to construct the Pareto set; in the trade-off analysis that
follows, we use the upper-bound formulation also known as
the ε-constraint method (see [14] for a methods overview).

Monotonicity Analysis [28] leverages any existing
monotonic behavior of objective and constraint functions to
check for boundedness and identify constraint activities thus
reducing the problem’s degrees of freedom. A function is
said to be monotonically increasing with respect to a variable
x if f (x2)> f (x1) for any x2 > x1. This monotonic relation-
ship between f and x is denoted f (x+). Correspondingly,
a function is monotonically decreasing with respect to x if
f (x2) < f (x1) for any x2 > x1, and denoted f (x−). In the
presence of monotonicity, the following principles [36] can
be exploited in single-objective problems to identify activity
of certain constraints, without computing the optimum first:
First monotonicity principle (MP1)
In a well-constrained minimization problem, every increas-
ing variable is bounded below by at least one non-increasing
active constraint.
Second monotonicity principle (MP2)
In a well-constrained minimization problem, every nonob-
jective variable is bounded both below by at least one non-
increasing semi-active constraint and above by at least one
non-decreasing semi-active constraint.

Constraint activity means that the location of the opti-
mum is altered if the constraint is deleted. Active inequality
constraints will be satisfied as strict equalities at the opti-
mum, thus reducing the degrees of freedom accordingly. By
identifying active constraints, one can solve the constraint
functions with respect to (w.r.t.) one of their dependent vari-
ables and substitute the solution for that variable into the re-
maining constraint functions and objectives, thereby elimi-
nating the active constraints and the substituted variables.

3.1 Modelling and Computation
As mentioned, multiobjective MA was originally

demonstrated using a weighted-sum formulation [29]. For
the trade-off analysis method development that follows in
section 4, we use the upper-bound formulation [14]. This
formulation involves converting the problem in Eq. 1-4 into
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a single objective one:

min. f (x) (6)
s.j.t c(x;ε)≤ 0 (7)

g(x)≤ 0 (8)
h(x) = 0 (9)
x,ε ∈ P (10)

In this formulation, originally put forward by Carmichael
[37], c(x;ε)) is a k− 1 dimensional vector of bound objec-
tives expressed in the form ci(x,εi) = fi+1(x)− εi ≤ 0 or
ci(x,εi) = εi − fi+1(x) ≤ 0, i = [1,2, ..,(k− 1)]. The vec-
tor ε of parameters εi represents the upper bounds of the
bound objectives. When f (x) is minimised for given val-
ues of εi, then the solution x∗ is Pareto optimal if all of the
bound objectives are active with non-zero Lagrange multipli-
ers. Pareto points are thus identified by varying ε systemati-
cally between lower εL and upper limits εU. See [14, 37, 39]
for an overview of works on the upper bound formulation,
the underlying mathematics, and approaches to defining suit-
able limits for ε. The Pareto set is constructed by sampling a
set of ε parameter values

E = (εU− εL)R+ εL (11)

where R is a matrix of uniformly distributed quasi-random
numbers between 0 and 1 of the dimension [k-1; j], where j
is the number of computational iterations, and k is the num-
ber of objectives. A low discrepancy quasi-random set (e.g.,
a Halton set) can be used to reduce bias in R to reduce the
computational cost of achieving a Pareto set with low spar-
sity. After sampling, the optimization problem is solved iter-
atively, as in the following pseudo-code:

for i = 1..j do
Set upper bound on constrained objectives, ε = E(:, i)
Solve optimization problem w.r.t ε

Store optimum, F∗(:, i) = [ f ∗,εT ]T

Store arguments, X∗(:, i) = x∗
Store Lagrange multipliers, Λ(:, i) = λ

Store constraint values ,G∗(:, i) = g(x∗) and H∗(:, i) =
h(x∗)

end for
The sparsity of the approximated Pareto set decreases as

j increases, while the span increases with j and the difference
between εU and εL. With an increased j, one identifies more
Pareto points resulting in a more dense Pareto set. A high
j can be necessary to approximate the shape of the Pareto
set, should it have interactions between the objectives that
exist locally in the attainable set, for instance creating knee
like shapes [23]. Beyond a certain limit, the Pareto set will
have been exhaustively constructed, meaning no additional
feasible solutions can be found by further increasing the dif-
ference between εU and εL. Thus, one can also solve the
MODO problem multiple times with a relatively low j, in-
creasing the difference between εU and εL, until the bound-

aries of the Pareto-set seem to have been identified, and then
subsequently increasing j to the desired level of density.

As discussed in [14], the ε-constraint formulation does
have certain limitations. It results in the identification of non-
optimal solutions when the bound objectives are inactive,
computational iterations are ”wasted” on values of ε that lie
between the Pareto set and the Utopia point, and it might only
identify local optima in non-convex attainable sets. In situa-
tions where the problem A is non-convex or computationally
expensive, one could use another formulation for numerical
solution and only use the ε-constraint formulation in pre- and
post-optimality analysis. One could also rely on one of the
many implementations of the ε-constraint method that have
addressed these limitations (e.g. AUGMECON by Mavrotas
[39]). However, the aim of this contribution is to identity the
properties that affect the optimum rather than to identify the
optimum itself efficiently. As such, we will forego further
treatment of specific implementations and computational ef-
ficiency and use the general problem form in eqs. 6-10 due
to its benefits in MA:

1. Maintaining monotonic properties: Converting a set of
objectives into a composite function, e.g., a weighted-
sum, can result in loss of monotonic properties when
the objectives share variables. Using an upper-bound
formulation avoids this issue.

2. Objective elimination: Introducing objectives as con-
straints in an optimization model allows one to paramet-
rically study the activity of the bound objective across
the attainable set using monotonicity analysis. If a
bound objective can be determined to be active through
monotonicity analysis, the objective itself can be ’opti-
mized out’ of the model through back-substitution [36],
revealing how the objectives affect each other at the
Pareto frontier.

3. Sensitivity data: Solving a constrained optimization
problem yields non-zero Lagrange multipliers for active
constraints, revealing the local sensitivity of the opti-
mum w.r.t. changes in each active constraint. In the
upper-bound formulation, the Lagrange multipliers of
the bound objectives describe whether and to which de-
gree the bound objectives compete with the primary ob-
jective, which some term the trade-off ratio [40].

It is often suggested that the most important objective
should be modelled as the function being minimised [14],
while the remaining objectives should be bound. To simplify
monotonicity analysis, however, the most suitable approach
would be to select the objective with the largest number of
design variables. Doing so allows the broadest application
of MP1 in problem reduction.

4 Pareto Set Dependency Analysis
This section develops novel theory for the systematic re-

duction of multiobjective problems (Subsection 4.1) and the
analysis of the relationships that bound the Pareto set (Sub-
section 4.2). We then use these developments to define an
overall analysis procedure that allows the identification of
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the dependencies between the objectives and constraints that
create the Pareto set (Subsection 4.3). These developments,
collectively referred to as Pareto Set Dependency Analysis,
are demonstrated on algebraic models. The methods could,
in principle, also be applied to meta-models and numerical
models through either computational experiments or implicit
model reduction [36].

4.1 Multiobjective Monotonicity Analysis (MOMA)
The reasoning behind the desire to develop a systematic

approach to multiobjective monotonicity analysis is as fol-
lows. Consider that the Pareto set C exists on the boundary
of the attainable set A but is not necessarily defined by the
constraints alone, as unconstrained multiobjective problems
also yield Pareto sets [38]. It follows that the occurrence of
Pareto sets must have two causes:

1. Trade-off variables In negative-null form, a variable x
that influences two objectives, f1(x) and f2(x), causes
a trade-off if argmin f1(x) 6= argmin f2(x). In design,
this mostly occurs when an objective pair is oppositely
monotonic w.r.t. a variable, either globally or regionally.

2. Active constraints Active constraints reduce the degrees
of freedom (DOF) in optimization problems, affect the
feasible domains for the remaining DOF, and change the
optimum. Eliminating and back-substituting active con-
straints into objective functions can introduce new vari-
ables to the expression, and can change its monotonicity
w.r.t. the original variables, revealing additional trade-
off variables hidden in constraints.

Hence, multiobjective monotonicity analysis (MOMA)
may allow the systematic identification of trade-off variables
and reveal relationships between the objectives at the opti-
mum that are hidden by constraints. This can help designers
understand the root causes of trade-offs in a configuration de-
sign. Demonstrating this requires certain extensions of MA
to deal with multiobjective problems.

4.1.1 Definitions and Theorems
For upper-bound formulations, the extension of MA

into multiple objectives is relatively straightforward as this
merely involves handling more constraints. The principles
and procedures originally developed by Papalambros and
Wilde [36] mostly still apply. The exception is that the bound
objectives, c(x;ε), cannot be treated as traditional inequal-
ity constraints. Firstly, as we wish to vary the upper-bound
values, ε, these cannot be regarded as fixed parameters when
performing monotonicity analysis. Secondly, we seek to par-
tially minimize the bound objectives, which has implications
for the use of MP1 and MP2. Hence, it is necessary to intro-
duce some theorems of relevance to how c is handled:

Definition 1 Trade-off Variables
If an objective pair f and ci have a variable x1 in common,
but differ in monotonicity w.r.t. x1, e.g., f (x+1 ) and ci(x−1 ),
then x1 is said to be a trade-off variable, denoted x1. Cor-
respondingly, an objective pair of like monotonicity w.r.t. a

common variable, indicates that the variable is harmonious
and can be used to partially minimise both simultaneously.

Theorem 1 Influence of Monotonic Trade-off Variables
In the presence of monotonic trade-off variables, no domi-
nant minimum exists, resulting in a Pareto set. The proof for
this is a corollary to MP1.

Proof. Let f1 be monotonically increasing w.r.t. x ∈ P and
f2 monotonically decreasing, and let x be well bounded from
above and below. Then by MP1, argminf1(x) = x, and
argminf2(x) = x, meaning that the minimizers for the two
objectives are defined by the greatest lower bound (glb)and
the lowest upper bound (lub) respectively. Hence any feasi-
ble value of x will yield a unique Pareto point. �

Corollary 1.1 Boundedness of trade-off variables
Following Theorem 1, multiobjective problems can only be
said to be well-bounded if all trade-off variables are bounded
from above and below.

For instance, if a bound objective, ci, is critical w.r.t. a mono-
tonic trade-off variable, x1, then the multiobjective problem
is not well bounded, as x1→ ∞ or x1→ 0 when εi→ ∞ and
f is minimised. This can either be handled by introducing
additional constraints, or by selecting suitable limits for the
upper-bound problem εL, εU.

In upper-bound formulations, we treat objectives as ad-
ditional constraints and iteratively identify Pareto points, ex-
ploring x ∈ X , for different values of ε, as illustrated in Fig-
ure 1. If a bound objective is active, the model is essentially
exploring a smaller region of the feasible domain Xε ∈ X .
From this, an additional theorem arises:

Theorem 2 Activity of Bound objectives
A bound objective ci(x;εi) can either be active, semi-active,
dominated, or inconsistent with other constraints, depending
on the value of εi. The change in activity of ci(x;εi) across A
affects the shape of the Pareto set.

Consider an objective pair, f1(x+i ) and c1(x−i ,ε1), with
the design variable x being bounded from below by g1(x−i )
and from above by g2(x+i ), where ε is the upper bound pa-
rameter. Here, the value of ε determines constraint activity:

1. For the values of ε1 where g1(xi) < c1(xi), c1 is active,
and the result will be Pareto-optimal.

2. For the values of ε1 where c1(xi)< g1(xi), c1 is inactive,
and the result will not be Pareto-optimal

3. For the values of ε1 where g2(xi) < c1(xi), Xε ∈ Ø, and
thus these constraints are inconsistent. In this case, g2
shapes a boundary of the Pareto set.

4. For the value of ε1 where c1(xi) = g1(xi), the bound ob-
jective is semi-active, yielding the single-objective opti-
mum for f1. Correspondingly, c1(xi) = g2(xi) yields the
single-objective optimum for f2.

Thus, exploring these changes in the activity of c1 yields
the Pareto set for the objective pair. We can hence utilise
MOMA to identify the conditions under which a bound ob-
jective is active, dominated, or inconsistent. This can reveal
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Fig. 1: MOMA allows the partial identification of the Pareto
set, by identifying the values of ε where the bound objectives
are active, semi-active, violated, and inconsistent

important relationships between the objectives and the con-
straints gi that affect the Pareto set. Here, it is important to
consider the the influence of ε on the activity of g(x):

Definition 2 Global Activity
In the monotonicity analysis of an upper-bound problem, a
constraint gi(x) is said to be globally active if and only if
f (Xi)< f (X∗) for any {ε ∈ P |εL ≤ ε≤ εU}.

Trade-off variables can only be optimized out if an active
bound objective is used to eliminate it or if the bound objec-
tive can be determined to be dominated w.r.t. said trade-off
variable by another globally active constraint. This notion of
global activity is central to multiobjective monotonicity anal-
ysis. A reduced model would potentially only identify parts
of the Pareto set if we were to optimize variables out with
constraints that are not globally active.

The final extension to MA that is necessary in order to
deal with multiobjective problems is the question of how to
partially minimise several objectives concurrently:

Definition 3 Partial minimisation of bound objectives
In a well-constrained multiobjective, upper-bound minimiza-
tion problem, any increasing objective variable not in the
primary objective, is bounded below by at least one non-
increasing active constraint.

Modelling objectives as constraints is merely a route to iden-
tifying Pareto points. It is still desirable to identify partial
minima for bound objectives. By simply extending MP1
into multiobjective problems, we can reduce multiple ob-
jectives, i.e., identify partial minima for fi+1 in ci(x,εi) =
fi+1(x)−εi ≤ 0 . Nevertheless, it is necessary to take partic-
ular care in this process. Unless it is certain that the optimal
value of a given variable is the same for all objectives, i.e.,
argmin fi(x) = argmin f j(x) for any i and j, optimizing the
variable out would result in a model that does not describe
the entire Pareto set. When a globally active constraint can
be identified, the bound objectives can always be partially
minimized. This is relatively straightforward to do in situ-
ations where the condition argmin fi(x) = argmin f j(x) for

any i and j is upheld by definition. Following MP1, harmo-
nious variables and critically constrained variables [36] will
always meet this condition. As will variables that are bound
by constraints that only depend on harmonious variables or
on variables that only influence one objective, because con-
straint activity will be unaffected by the values of ε.

4.1.2 Impact of constraint activity in multiobjective
problems

With these definitions, we can apply MA to multiobjec-
tive problems and, in doing so, identify trade-off variables
that may be hidden in constraints. Here, it is beneficial to
note the impact on the objective functions. There are two sit-
uations of relevance to trade-off analysis; when an objective
changes monotonicity w.r.t a variable, or when it becomes
dependant on new variables. Consider an example:

min. f1(x1,x2,x3) = x2
1− x2 + x3 (12)

f2(x2,x4,x5) =
1
x2
− x2

4 +2x5 (13)

s.j.t 2x4− x1 ≤ 0 (14)

x2
2 +4x2−2x3 ≤ 0 (15)

x3
2 +2x4 ≤ P1 (16)

10−3x5 ≤ x2
5 (17)

x ∈ P (18)

Without inspection of the influence of the constraints, it
would seem there is no trade-off between f1 and f2, as they
are both monotonically decreasing w.r.t the only shared vari-
able, x2. Yet, when converted into an upper-bound formula-
tion, monotonicity analysis reveals hidden dependencies:

min. f1(x+1 ,x
−
2 ,x

+
3 ) = x2

1− x2 + x3 (19)

s.j.t c1(x−2 ,x
−
4 ,x

+
5 ;ε
−
1 ) =

1
x2
− x2

4 +2x5− ε1 ≤ 0 (20)

g1(x−1 ,x
+
4 ) = 2x4− x1 ≤ 0 (21)

g2(x+2 ,x
−
3 ) = x2

2 +4x2−2x3 ≤ 0 (22)

g3(x+2 ,x
+
4 ) = x3

2 +2x4−P1 ≤ 0 (23)

g4(x−5 ) = 10− x2
5−3x5 ≤ 0 (24)

where f2 has been converted into a bound objective c1(x,ε1).
Following MP1, it is clear that g1 and g2 are critical w.r.t. x1
and x3, respectively, for any value of ε1, and are therefore
active. Following Definition 3, we also conclude that g4 is
active as it is critical for x5, meaning we partially minimize
f2 in c1 by optimizing x5 out. Solving for the minimizers
yields x∗1 = 2x4, x∗3 = 1

2 x2
2 + 2x2, and x∗5 = 2. With back-

substitution, a reduced problem is reached:

min. f1(x+2 ,x
+
4 ) = 4x2

4 +
1
2

x2
2 + x2 (25)

s.j.t c1(x−2 ,x
−
4 ;ε
−
1 ) =

1
x2
− x2

4 +4− ε1 ≤ 0 (26)
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g3(x+2 ,x
+
4 ) = x3

2 +2x4−P1 ≤ 0 (27)

Here, f1 has changed monotonicity w.r.t. x2 and now depends
on x4, being oppositely monotonic to the bound objective c1.
Following Theorem 1, both x2 and x4 are trade-off variables,
meaning that there is no single solution to the optimization
problem but rather a Pareto set. Considering Corollary 1.1
the problem is, in fact, asymptotically bounded, as x2 and x4
are unbounded from below unless a well defined upper limit
is imposed on ε1. Hence, c1 is globally active.

While this example may seem simplistic, it demon-
strates the shifts in dependency between objectives that oc-
cur in the presence of active constraints. Such relationships
are not necessarily easy to spot in non-reduced optimization
models, nor is it given that the designer is aware of them. As
such, monotonicity analysis can be used to identify trade-off
variables, and in doing so, reveal what constraints in a design
cause a lack of objective alignment - in this case, g1 and g2,
as they introduce trade-off variables into the problem.

4.2 ε-Monotonicity Analysis
With the theoretical developments introduced so far, one

can apply monotonicity analysis to systematically reduce
multiobjective models, gradually converging towards an ex-
plicit description of the Pareto set while identifying trade-off
variables in the process. When all globally active constraints
have been identified, one can optimize the active bound ob-
jectives out of the model. If one determines that c j(x;ε j)≡ 0,
and subsequently optimizes a trade-off variable xi out, then
f (x) and g(x),ci(x;ε) ∈ Ds(xi), i 6= j become dependent on
ε j through back-substitution. A parameter from an elimi-
nated bound objective will be denoted as ε̃ j and treated as a
variable, referred to as the reduced-objective variable.

The reasoning behind treating ε̃ j as a variable is twofold.
Firstly, the primary objective function has been transformed
into a bi-objective function, f (x, ε̃ j), describing the trade-off
between the primary objective, f (x) and ε̃ j. Secondly, the
feasible values of ε̃ j are now determined by a set of con-
straints g(x, ε̃ j). The bi-objective Pareto front between f1
and f j+1 will thus be defined by f (x, ε̃ j) and g(x, ε̃ j). Mean-
while, the trade-offs amongst the eliminated objectives them-
selves are expressed through g(x, ε̃), henceforth referred to as
Pareto-constraints. This means that if we treat ε̃ j as a vari-
able, identifying the constraints that bound it can be used to
better understand the cause of the shape of the Pareto set.

In principle, all active bound objectives can be elimi-
nated from the model. This will result in a multiobjective
expression f (x, ε̃) describing the trade-off between the pri-
mary objective and all others, while all the Pareto-constraints
g(x, ε̃) describe the trade-offs between the eliminated objec-
tives. However, it may not always be beneficial to do so,
for instance, when elimination results in a loss of monotonic
properties or when explicit elimination becomes too time-
consuming. To allow the furthest reduction of the model, it
is beneficial to attempt to eliminate the trade-off variables
that are shared between the largest number of constraints.

What remains after objective reduction is:

min. f1(x, ε̃1, ..., ε̃k−1) (28)
s.j.t g(x, ε̃)≤ 0 (29)

h(x) = 0 (30)

where f1(x, ε̃i
+) or when ε̃i is a maximisation objective, and

f1(x, ε̃i
−) when ε̃i is a minimisation objective. Applying

monotonicity analysis to this formulation thus allows the
identification of active Pareto-constraints at the single ob-
jective optimum, f ∗1 . Solving for ε̃i

∗ would then yield an
explicit description of the relationship between the remain-
ing design variables, and ε̃i at a single Pareto point. Subse-
quent back-substitution reveals how influential the trade-off
with ε̃i is upon f ∗1 . To study the whole Pareto set, however,
a symbolic cost function U( f1, ε̃) is introduced; U( f1, ε̃) is
monotonically increasing w.r.t. minimization objectives and
decreasing w.r.t. maximization objectives:

min. U( f+1 , ε̃1
+, ..., ε̃−k−1) (31)

f1(x, ε̃1
−, ..., ε̃+k−1) (32)

s.j.t g(x, ε̃)≤ 0 (33)
h(x) = 0 (34)

In minimizing cost, we can exploit its inherent mono-
tonicity w.r.t. the objectives to identify the constraints that
bound ε̃, and hence affect the topology of the Pareto set.
Thus MP1 can be employed to derive the following theorem:

Theorem 3 Boundedness of ε̃i
In a reduced multiobjective problem, the single objective op-
timum of a minimisation objective, ε̃i, is determined by its
greatest lower bound. Correspondingly, the lowest upper
bound determines the nadir of ε̃i. As such, the span of the
Pareto set is in part determined by X (ε̃).

Essentially, each reduced-objective variable is bounded
by one or more Pareto-constraints across the objective space.
Beyond simple optimization models, they are not necessarily
critically constrained. Rather, the optimization of one ε̃i will
affect the constraints of another, ε̃ j, if their respective glb/lub
share variables, or depend on multiple ε̃.

Theorem 4 Conditional Activity of Pareto Constraints
In a set of Pareto-constraints that are conditionally critical
for ε̃i, any constraint, gi(x, ε̃), will at least be semi-active
w.r.t. ε̃i somewhere in the objective space, if it is dependant
on x or more than one reduced-objective variable. That is,
unless there exists a Pareto constraint g j such that gi(x, ε̃)<
g j(x, ε̃)≤ 0 for any feasible value of ε̃.

The implication here is that changes in constraint activ-
ity can occur across the Pareto set if no ε̃i is critically con-
strained, and no Pareto-constraint is dominant. Identifying
these changes in activity reveals how the objectives interact,
as exemplified in Figure 2. Pareto-constraints can take on
several forms, that shape the Pareto set in different ways:
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• Bound shift: A Pareto constraint can for example shift
the extremum of a monotonic variable, in effect mak-
ing it a trade-off variable. Consider a problem where
f1(x+1 ,x

−
2 , ε̃
−
1 ), and one of the constraints is gi(x+2 , ε̃

−
1 )≡

0. As ε̃1→ 0, the lub of x1 shifts downward, worsening
the optimum of f1. Thus, gi makes x1 a trade-off vari-
able w.r.t. f1 and ε̃1, with argmin{ε̃1,x2 ∈ X }= x2 .

• Inconsistency by ε: Pareto constraints can narrow
the feasible domain of design variables that are
bounded from above and below. Consider a problem
with U( f+1 , ε̃1

+, ε̃2
−) where a variable x1 is bounded

from above by g1(x+1 , ε̃
−
1 ) ≤ 0 and from below by

g2(x−1 , ε̃
+
2 ) ≤ 0 . As ε̃→ ε̃∗, the feasible domain for x

is reduced, meaning g1 and g2 become inconsistent be-
yond the Pareto set. Hence, g1 and g2 reduce objective
alignment between ε̃1 and ε̃2, with one becoming semi-
active at the resulting bi-objective Pareto frontier.

• Multiple objectives: Pareto constraints that depend on
multiple ε̃i drastically reduce objective alignment, for
instance if a constraint takes the form g1(x, ε̃+1 , ε̃

−
2 ).

Hence, trade-offs between the reduced-objectives are
apparent in the Pareto-constraints themselves. An objective
pair, ε̃i and ε̃ j, is in trade-off if they share a constraint of the
form g(x, ε̃i, ε̃ j) or if their constraints become inconsistent
w.r.t. to a shared variable, x, when ε̃→ ε̃∗. Such constraints
therefore require special attention.

4.3 Analysis Procedure

Fig. 2: An example of how the topology of a Pareto set is
affected by constraints. Here the optima of ε1 and ε2 are
determined by g1 and g3 respectively, with the multiobjective
Pareto constraint, g2 further reducing objective alignment

Applying the MOMA and ε-monotonicity theorems to
multiobjective optimization problems allows systematic re-
duction down to a point where the dependencies that exist
in the Pareto set are revealed. The root causes of these de-
pendencies are, from a design perspective, the constraints
and shared variables that create said dependencies. Thus, if
we systematically reduce multiobjective problems and make

a note of trade-off variables, the constraints that introduce
them, and the constraints that bound the Pareto set, we find
the relationships that in effect create, shape, and position the
Pareto set. The steps in the required analysis process, which
builds upon monotonicity analysis as developed by Papalam-
bros and Wilde [36], are as follows:

1. Model the multiobjective problem as an upper-bound
formulation in negative-null form.

2. Set up a monotonicity table (see e.g. [36, 41]) and assess
the monotonicity of the objectives and constraints w.r.t.
their variables. Make a note of any trade-off variables.

3. Use monotonicity analysis procedures to assess whether
the model is well bounded [36], with the addition of the
special case of the well-boundedness of trade-off vari-
ables. If the model is not well bounded, add constraints.

4. Identify constraints that are active w.r.t the primary ob-
jective and use them to reduce the model. Make a note
of constraints that introduce new trade-off variables. If
possible, identify the conditions under which the bound
objectives become active, following Theorems 1 and 2.

5. Partially minimize the bound objectives when no further
reductions to the primary objective can be made. Take
care not to use constraints that potentially bound other
variables regionally in the objective space. Make a note
of constraints that introduce new trade-off variables.

6. When the remaining variables are either trade-off vari-
ables, non-monotonic or bounded by a conditionally
critical set of constraints, run the optimization model.

7. If the numerical results reveal further globally active
constraints, make further model reductions.

8. If any bound objectives are globally active, optimize
said objectives out, eliminating trade-off variables in the
process. The ε parameters will now appear in the re-
maining constraints and objective functions.

9. Treat ε parameters of the eliminated bound objectives as
variables and identify the constraints that bound them.
In the presence of conditional critical Pareto constraints,
decompose the problem into Pareto-Optimal Activity
Cases (see Table 1). Identify the values of ε that cause
change in constraint activity or make specific constraints
inconsistent. Verify this against the numerical results.

Following Theorem 4, the bounds of ε̃ can be inter-
dependent, meaning that the minimisation of ε̃i affects the
bounds of the remaining ε̃ j ,∀ j 6= i , and x, causing changes in
activity across the Pareto set. Each change in activity implies
regional dependencies between the objectives in regions of
the Pareto set, as illustrated in Fig. 2. Each potential combi-
nation of active Pareto constraints hence represents a unique
Pareto Efficient Activity Case. One can either exhaustively
study all cases or focus the analysis procedure upon cases
of interest. The case analysis procedure, demonstrated on a
problem with minimisation objectives, is shown in Table 1.
It closely resembles the parametric solution procedure devel-
oped by Wilde [36], albeit for objectives instead of design pa-
rameters. The analysis of three Pareto optimal activity case
is demonstrated in Section 5.4 as a part of the case study.
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Table 1 - Analysis of Pareto-optimal Activity Cases

Step 1 - Case identification
To minimise U( f+1 , ε̃), identify the conditionally crit-
ical set of Pareto constraints for each ε̃i. For each
g j(x, ε̃i) that is conditionally critical w.r.t. ε̃i:

1. Assume g j(x, ε̃i)≡ 0 , and solve w.r.t. ε̃i.
2. Identify the constraints that become active as a

consequence of ε̃i → ε̃i
∗ ∧ g j(x, ε̃i) ≡ 0 and use

this to reduce the expression ε̃i
∗(x, ε̃).

3. Back substitute the eliminated variables into the
remaining constraints, including the Pareto con-
straints that bound other reduced objective vari-
ables. If possible, identify the glb and lub of
ε̃l ,∀l 6= i and use it to solve for ε̃l .

Step 2 - Case elimination
Compare the terms for ε̃i

∗ from each case:

1. If any case j is dominant, i.e. ˜εi, j
∗ > ˜εi,k

∗ for any
feasible value of x and ε̃l ,∀l 6= i, then gk(x, ε̃) is
either inactive or bounds another variable.

2. If any variable is revealed to be unbounded as a
consequence of g j(x, ε̃i)≡ 0, then the problem is
either not well-constrained, or g j is never critical
w.r.t. ε̃i, meaning the case can be disregarded.

3. Identify the conditions under which the remain-
ing cases become active. If feasible values of x
and ε̃l ,∀l 6= i exist such that two cases become
equivalent, i.e. ˜εi, j

∗ = ˜εi,k
∗ then g j and gk are

regionally active in the objective space, with a
change in activity occurring at ˜εi, j

∗ = ˜εi,k
∗. Such

points are vertices of the Pareto set.

Step 3 - Case reduction
Reduce the remaining cases further to identify the
extrema of the Pareto set:

1. Further minimise ε̃i
∗(x, ε̃) by opti-

mizing trade-off variables out, letting
x → {x if ε̃i(x+),x if ε̃i(x−)}. If the glb
and lub of x cannot be determined, the problem
case can be split into sub-cases.

2. If possible, identify the cases that yield utopia
and nadir points for each objective

Beyond potentially deriving single-objective optima,
this procedure can be used to explicitly derive trade-off func-
tions of the forms f1(x, ε̃) and ε̃∗i (x, ε̃). As a consequence
of Theorem 1, these equations actually describe the Pareto
set prior to the elimination of x , as any feasible value of
a monotonic trade-off variable yields a Pareto point. If an
objective pair ε̃i and ε̃ j is in trade-off, then these reduction
steps will inevitably yield minima of the form ε̃i

∗(x, ε̃ j
−) and

ε̃ j
∗(x, ε̃i

−), or of the form ε̃i
∗(x) and ε̃ j

∗(x), where x⊂ x .

Pareto-constraints that become inconsistent beyond the
Pareto set are revealed as the bound objectives are optimized
out. In simple problems, this degree of reduction might be

reached through algebraic manipulations alone. For complex
problems, however, full reduction might not be worthwhile
due to the algebraic effort. Here, one can employ a more
pragmatic approach by utilizing numerical results to identify
additional active constraints that can be used to reduce the
model further post optimality. If numerical solution reveals
constraints that fulfill the Global Activity criterion from Def-
inition 2, then such constraints can essentially be dealt with
exactly as with constraints that are found to be active through
MA. The globally active constraint is used to back-substitute
variables post-optimality, thereby reducing the model further
and giving a clearer picture of the relationships that exist
at the Pareto set. As outlined in Section 3.1, this does re-
quire that the Lagrange multipliers are stored for each Pareto
point to allow the evaluation of the activity of each constraint
across the Pareto set.

5 Case - The Self-orienting Millimeter-scale Applicator
First published by Abramson et al. [42], the SOMA de-

vice (Self-Orienting Millimeter-scale Applicator) is a drug
delivery device currently in development. The SOMA is
designed for oral delivery of large proteins such as insulin,
which cannot otherwise be administered orally, as the stom-
ach breaks them down, and as they have poor permeability
across the intestinal barrier. This substantially reduces the
efficacy of such drugs, meaning they are mostly delivered
via subcutaneous injections today.

Essentially, the SOMA is a pill-sized device designed
to be swallowed by the user. Once in the stomach, the
SOMA self-orients to a stable position due to a low cen-
ter of mass and an outer shape inspired by that of leopard
tortoises (S. pardalis) [42]. Once oriented, the device in-
jects a biodegradable needle loaded with active pharmaceu-
tical ingredient (API) into the submucosa tissue-layer of the
stomach, which has a high density of blood vessels, allowing
systemic uptake. This functionality is currently embodied
with a linear spring actuator, held in place by a triggering
mechanism (see Fig.3). The API mixture is shaped into a
needle-like geometry (6) and is attached to a hub component
(2) which is pre-loaded by a compression spring (4). The
hub is held in place by two snap features, which are press-fit
against the housing (1) by a plug (3), made out of isomalt, a
dissoluble solid poly-alcohol. Once in the stomach, the de-
vice is submerged in stomach fluid, causing the plug to start
dissolving to a point where the spring force pushes the snap
features out of engagement. This triggers the device, with the
spring pushing the needle into the stomach lining through a
hole in the base (8) of the device. Until injection, the needle
is kept dry in the hostile environment of the stomach by a sil-
icone O-ring (5) and valve (7) that seal the needle inside the
SOMA. The position of the centre of mass is low, as the base
(8) is denser than the other parts, which aids self-orientation.

At the time of this study, the SOMA device was in the
preliminary phases of design, still in the process of con-
figuration, prototyping, and testing [42], and was yet to be
tested on humans. Numerous configurations have been de-
signed and built, with one, shown in Fig.3, showing the most
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Fig. 3: An overview of the SOMA device (in part) adapted from [42]. The patient swallows the device, which self-orients
inside the stomach and injects a needle of pure API into gastric tissue, detaching the needle from the device. Here the needle
dissolves, resulting in systemic uptake while the device passes through the gastrointestinal tract and out of the body.

promise. Its outer shape was originally derived through op-
timization [42], but the inner configuration was iteratively
developed, within the limits defined by the outer shape. This
study focuses on the design of these internal components.

5.1 Optimization Model
The internal configuration design of the SOMA presents

several design trade-off challenges. For an oral device to be
viable, it needs to deliver an amount of API comparable to
dosing with injection devices (e.g., insulin pens). This im-
plies a dose of at least 80 units of insulin, which equates to
a payload of approximately 2.8 mg of pure crystalline in-
sulin. At the same time, the needle needs to be delivered
reliably into a tissue layer deep enough to enable systemic
uptake. The properties of the stomach lining are such that a
large injection force is required to deliver the needle at the
right depth. Hence, the challenge is to design a device that
is small enough to be swallowable while reliably self orient-
ing and injecting a sufficient amount of API deep enough.
Furthermore, low cost and robust performance is essential.
If only 1% of the world’s 400M+ diabetics were treated with
long-acting once-daily insulin from a SOMA, the annual pro-
duction volume would be over 1.46bn devices. Given the
potential volume, even slight improvements to the configu-
ration may have a vast financial and societal impact. Under-
standing what causes trade-offs is hence highly valuable.

Four objectives were modelled for this study: swallowa-
bility, the height of the center of mass, API capacity, and
injection depth. Given the early stage of development, the
goal was to develop the simplest meaningful model, leading
to the following simplifications:

1. As the focus is on the internal configuration, the outer
shape is kept constant. Hence it is sufficient to optimize
the vertical position of the center of mass to improve
self-orientation.

2. Swallowability is proportional with the minor diameter
[43], which is equivalent to dt1 illustrated in Fig. 4.

3. Injection depth is dependant on the mechanical proper-
ties of gastric tissue, the velocity at which the needle im-

pacts gastric tissue, the diameter of the needle, and the
sharpness of its tip. The needle is made from compacted
protein, meaning that the sharper the tip, the more costly
and sensitive the production process. Hence it is prefer-
able to achieve a sufficient depth with a large velocity
and not rely on sharpness. The impact velocity is there-
fore modelled as a maximizing objective since the injec-
tion depth increases monotonically with it.

The resulting initial optimization model is

min f1(x) =−

p=8

∑
p=1

mp · (Cp +Zp)

(lt1 + lt2 + lb1) ·
p=8

∑
p=1

mp

(35)

s.j.t c1(x;ε1) = dt1− ε1 ≤ 0 (36)

c2(x;ε2) = ε2−ρ
π

4
d2

n1

(
ln1 +

1
3
· ln2

)
≤ 0 (37)

c3(x;ε3) = ε3−

√
2
(

g+
Fs

macc

)
zacc ≤ 0 (38)

g(x)≤ 0 (39)

h(x) = 0 (40)

x,ε ∈ P (41)

where:

• f1 is the self-orientation objective, which maximises the
distance, Zcm, between the top of the device and the sys-
tem centre of mass, Cm, relative to the total height of the
device, lt1 + lt2 + lb1. Here, mp, Cp, and Zp are interme-
diate functions, with mp describing the mass of each part
in the device, Cp the centre of mass in each part, and Zp
the axial distance of each part from the top of the device.
Expressions for mp and Cp were derived explicitly using
geometric idealisations (e.g. ellipsoids and cylinders) to
describe the shape of the parts while accounting for fea-

10 Copyright c© by ASME

Acc
ep

te
d 

Man
us

cr
ip

t N
ot

 C
op

ye
di

te
d

Journal of Mechanical Design. Received December 17, 2020;
Accepted manuscript posted August 31, 2021. doi:10.1115/1.4052444
Copyright © 2021 by ASME

D
ow

nloaded from
 http://asm

edigitalcollection.asm
e.org/m

echanicaldesign/article-pdf/doi/10.1115/1.4052444/6756737/m
d-20-1910.pdf by Technical U

niversity of D
enm

ark user on 23 Septem
ber 2021

192 Trade‐off Management in Early Mechanical Design



Fig. 4: Design variables of relevance to the constraints used to demonstrate the trade-off root cause analysis. l denotes length
variables, d -diameters, δ -deflections, and z denotes vertical positions

tures such as rounds, draft, and snap interfaces. The ob-
jective function was then verified against CAD models
of the SOMA in several sizes, with a max. deviation of
0.83% compared to the mass distribution analysis done
in the CAD system (PTC Creo 4.0). This was deemed
to be acceptable for the purposes of the study.

• c1 is the bound objective for size minimization, where
dt1 is the diameter of the device.

• c2 is the bound API capacity objective, which maximises
the mass of the needle, and is hence a simple volumetric
expression. The design variables are illustrated in fig. 4,
while ρ is the density of the compacted API.

• c3 is the bound impact velocity objective, maximising
the velocity of impact between needle and tissue. Here,
Fs is the spring force, macc the mass that is accelerated
during injection, zacc the acceleration stroke between the
initial position of the needle tip and the gastric tissue),
and g the gravitational acceleration. Non-linearities
such as device recoil (which counteracts zacc,), self-
accelerating spring mass, and the reduction of Fs as a
function of displacement, are also accounted for.

The inequality constraints, g(x), encompass criteria such as
geometric fits (e.g., radial and axial part fits in use and as-
sembly), manufacturability (e.g. min. wall thicknesses and
feature size), and structural load cases (e.g., spring stress, in-
terface stresses, needle buckling). The equality constraints,
h(x), mostly account for the shape of the device. In total,
there are 52 inequality constraints, 7 equality constraints, 45
design variables, and multiple parameters. For the present
demonstration, further model details are not necessary and
are omitted for brevity.

5.2 Monotonicity Analysis
Using MOMA, the model was reduced prior to compu-

tation down to 18 design variables, 28 inequality constraints,
2 equality constraints and 4 objectives, 3 of them bound. An
important set of constraints - the radial fits between the parts
- will be used to demonstrate the application of the meth-

ods described in Section 4. These constraints ensure that the
parts fit together radially - i.e., that the plug fits into the hub,
the hub into the top housing, the spring around the trigger
system, and the top housing in the base:

h1(l+t1,d
−
t1) = lt1−dt1CT = 0 (42)

h2(d+
nh3,d

−
p ) = dnh3−dp−2Rcl = 0 (43)

h3(d+
b4,d

−
b5) = db4 +2Rwt +2Rcl−db5 = 0 (44)

g1(d−t1, l
−
t1, l

+
t2,d

+
b5) = db5−

√
2(lt1−lt2)d2

t1
lt1

− (lt1−lt2)2d2
t1

l2
t1

≤ 0

(45)

g2(d+
b3,d

−
b4) = db3 +2Rov−db4 ≤ 0 (46)

g3(d+
t2,d

−
b3) = dt2 +4Rwt +2Rcl−db3 ≤ 0 (47)

g4(d−t2,d
+
ps1,d

+
ps2) = dps1 +dps2 +2Rcl−dt2 ≤ 0 (48)

g5(d+
t3,δ

+
nh,d

+
ps2,d

−
ps1) = dt3 +2(δnh +Rcl +Rwt)+dps2−dps1 ≤ 0

(49)

g6(d+
nh2,d

−
t3) = dnh2−dt3 +2Rcl ≤ 0 (50)

g7(d−nh2,d
+
nh3) = dnh3 +2Rwt −dnh2 ≤ 0 (51)

g8(δ
−
nh) = 0.3mm−δnh ≤ 0 (52)

g9(d−p ) = 1mm−dp ≤ 0 (53)

g10(δ
+
nh,d

−
nh3) = 2δnh +Rcl−dnh3 ≤ 0 (54)

g11(d−ps1,d
+
ps2,n

−
a ,z

+
pre,δ

−
nh,w

−
nh)

=
zprecos(Θnh)Gstd4

ps2

16d3
ps1naδnhwnh

−σc ≤ 0
(55)

where CT is the aspect ratio between the diameter and height
of the top housing, Rwt is the min. wall thickness, Rov the
min. radial interface overlap, Rcl the min. radial clearance,
Θnh the contact angle in the trigger interface, Gst the shear
modulus of the spring steel, and σc the allowable stress in
the trigger interface. The variables are illustrated in fig. 4.
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The monotonicity of the objectives w.r.t these variables is:

f (l−t1, l
−
t2,d

−
t1,d

+
t2,d

+
t3,d

+
b3,d

+
b4,d

+
ps1,d

+
ps2,d

+
nh2,d

−
nh3,δ

+
nh,d

+
p )

(56)

c1(d+
t1) (57)

c3(l−t1, l
−
t2,d

+
ps1,d

−
ps2,d

+
nh2,δ

+
nh) (58)

c2 is independent of these variables in the initial model. The
only trade-off variables that are visible so far, are the device
diameter, dt1, and the spring wire diameter dps2, as exhib-
ited by their opposite monotonicity in the objectives. To be-
gin reducing the problem, we first use h1 to eliminate lt1,
h2 to eliminate dnh3, and h3 to eliminate db5. Furthermore,
g2,g3,g4, and g6 are critical w.r.t. db4,db3,dt2 and dt3 re-
spectively, meaning MP1 can be applied to eliminate them.
After back-substitution, the objectives and constraints have
changed:

min. f (l−t2,d
−
t1,d

+
t3,d

+
ps1,d

+
ps2,d

+
nh2,δ

+
nh,d

+
p ) (59)

s.j.t. c1(d+
t1;ε1) (60)

c3(d−t1, l
−
t2,d

+
ps1,d

−
ps2,d

+
nh2,δ

+
nh;ε3) (61)

g1(d−t1, l
+
t2,d

+
ps1,d

+
ps2) = dps1 +dps2

+6Rwt]+6Rcl +2Rov

−

√
2(CT dt1− lt2)dt1

CT
− (CT dt1− lt2)2

C2
T

≤ 0

(62)

g5(d+
nh2,δ

+
nh,d

+
ps2,d

−
ps1) = dnh2 +2δnh +dps2

−dps1 +4Rcl +2Rwt ≤ 0
(63)

g7(d−nh2,d
+
p ) = dp +2Rwt +2Rcl−dnh2 ≤ 0 (64)

g8(δ
−
nh) = 0.3mm−δnh ≤ 0 (65)

g9(d−p ) = 1mm−dp ≤ 0 (66)

g10(δ
+
nh,d

−
p ) = 2δnh−Rcl−dp ≤ 0 (67)

g11(d−ps1,d
+
ps2,n

−
a ,z

+
pre,δ

−
nh,w

−
nh)

=
zprecos(Θnh)Gstd4

ps2

16d3
ps1naδnhwnh

−σc ≤ 0
(68)

So far, trade-offs have been revealed between size, c1, and
both impact velocity, c3, and self-orientation, f1, through dt1,
and between impact velocity and self-orientation through the
spring wire diameter dps2. Increasing the wire diameter in-
creases spring force and hence velocity, but it also increases
the spring mass, shifting the system centre of mass upward.

Following Theorems 1 and 2, the boundedness of dt1 re-
veals important information about the SOMA device. Firstly,
c1(x;ε1)≡ 0 for any εL(1)< ε1 < εU (1). Secondly, the only
non-objective lower bound for dt1 is g1, the constraint that
ensures that the top and base housings fit together radially.
This means that g1 will be active at the single-objective min-
imum. Looking at eq. 62, it is evident that all the objec-
tives cannot be minimised simultaneously, without reaching

a point where c1(d+
t1) < g1(d−t1) meaning that X (dt1) = Ø.

Hence, g1 is at least semi-active in any bi-objective Pareto-
front involving the size objective, c1. As a consequence, lt2 is
a trade-off variable when g1 is active, and dps2 also becomes
a trade-off variable w.r.t. size. The implication for design
is, that the further the mating surface between top and base
is moved downward, the less space there is available for the
spring mechanism. The only harmonious variable left in g1,
is dps1; identifying its’ glb may reveal additional variables
that contribute to the trade-offs between f1, c1 and c3.

The remaining variables, including dps1 have a condi-
tionally critical set of constraints. Specifically, the spring,
hub, and plug variables are potentially bound by inequal-
ity constraints relating to the yield stress of different parts,
while the top housing variables are also involved in the ax-
ial fit constraints. Hence they cannot be eliminated without
substantial algebraic manipulation to identify the glb or lub
of each variable, meaning it is more efficient to identify the
remaining active constraints numerically.

5.3 Numerical Results
The upper bound problem was solved 200,000 times us-

ing the SQP fmincon routine in MATLAB2019R [44] for dif-
ferent values of ε sampled from a quasi-random set (a leaped
Halton set) distributed between εL = [8.5mm;1.5mg;10m/s]
and εU = [11.5mm;4.5mg;30m/s]. These values were set
based on input from the SOMA team in Novo Nordisk. The
results are shown in Fig. 5 and Table 1.

Objective Optimum Nadir λmin λmax

f1 -0.78h -0.64h - -

ε1 8.67 mm 11.50 mm 0.0131 2.7708

ε2 4.50 mg 1.50 mg 0.0016 0.4355

ε3 28.34 m/s 10 m/s 0.0008 0.3795

Table 2: Numerical results

As the minimum λ values of each bound objectives are
positive, they are active in the entire sampling region, and all
feasible solutions are Pareto-optimal. As seen in Fig. 5, all
four objectives are in trade-off with each other. Furthermore,
g5 and g7 are globally active. Interestingly, g1 and g5 were
violated in every infeasible iteration, pointing to inconsistent
constraints beyond the Pareto set.

While 42% of the iterations yielded feasible, optimal so-
lutions, the other 58% failed to identify a feasible solution.
A few measures were taken to verify the model that led to
these results. Firstly, the validity of the MA was assessed by
running the original unreduced model over a narrower range
of ε values. This led to the same results as with the reduced
model. Secondly, a constraint satisfaction problem was run
for all the failed iterations. This was used to search for a fea-
sible solution to use as a new initial guess in a re-run with the
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Fig. 5: Different projections of the 4D-Pareto set, where the 4th objective is visualised with a color map

same values of ε. Only 1.8% of these cases identified a new
feasible initial guess, and these all yielded a Pareto point sub-
sequently. This indicates that the remaining iterations indeed
failed due to a lack of feasible domain caused by inconsistent
constraints, meaning that the approximate Pareto-frontier of
the sampled objectives had indeed been identified.

We note that the US-FDA generally recommends pills
and capsules stay below a standard 00-size [43], which has
a 8.35mm diameter, while the largest standard size, 000 cap-
sules, are 9.91mm in diameter. Complications from swal-
lowing pills start at about 8mm dia. and grows substantially
beyond a 11mm dia. [45]. Initial work in the SOMA project
has revealed that the impact velocity is critically important
to the bioavailability of the delivered API (the % of the ad-
ministered drug that reaches systemic circulation). It is also
critical to the robustness and cost of the shaping of the nee-
dle geometry, as a low velocity results in a need for a sharper
tip. Thus, the trade-off between size and velocity ultimately
affects the amount of drug that can be delivered in a swallow-
able device and the cost of treatment. Model reduction using
the numerical results reveals the cause of this trade-off.

5.4 εMA and Pareto Optimal Case Analysis

The global activity of g5 and g7 is used to elimi-
nate d∗ps1 = dp + 2δnh + dps2 + 4Rcl + 2Rwt and d∗nh2 = dp +
2(Rwt +Rcl) further reducing equations 59-68. Globally ac-
tive axial fit and mechanical yield constraints allow the elim-
ination of na and wnh, the back substitution of which results
in the elimination of zpre from g11, which will be handled
implicitly from here on. Subsequently, the globally active
bound size objective c1(d+

t1;ε1) is used to eliminate dt1, in-
troducing ε̃1 into g1 and two objectives, f1 and c3:

min. f (l−t2,d
+
t3,d

+
ps2,δ

+
nh,d

+
p , ε̃1

−) (69)

s.j.t. c3(l−t2,d
−
ps2,d

+
p ,δ

+
nh, ε̃1

−;ε3) (70)

g1(ε̃1
−, l+t2,d

+
ps2,d

+
p ,δ

+
nh) = 2dps2 +2δnh +dp

+10Rwt +13Rcl +2Rov

−

√
2(CT ε̃1− lt2)ε̃1

CT
− (CT ε̃1− lt2)2

C2
T

≤ 0

(71)

g8(δ
−
nh) = 0.3mm−δnh ≤ 0 (72)

g9(d−p ) = 1mm−dp ≤ 0 (73)

g10(δ
+
nh,d

−
p ) = 2δnh−Rcl−dp ≤ 0 (74)

g11(d+
ps2,d

−
p ,δ

−
nh)≤ 0 (75)

As expected, g1 makes lt2 a trade-off variable, as lt2→ 0
as ε̃1 → 0 when g1 ≡ 0 ,and given that f (l−t2) and c3(l−t2).
The velocity objective c3 has not been optimized out, as
there is no closed form solution to c3(x, ε̃1;ε3) ≡ 0 w.r.t any
x . Its elimination would involve solving for dps2, as it is
critically constrained from below by c3 and is shared with
the largest number of constraint functions that remain in the
model. This would make g1 a multiobjective Pareto con-
straint. Therefore, g1 is involved in three Pareto-optimal
activity cases; when g1 bounds ε̃1, dps2, and lt2. Looking
at these cases in detail using the procedure from Table 1,
reveals the root cause of the shape and position of the bi-
objective Pareto front between size and velocity.
Activity case 1: Smallest Possible Device, U(ε̃1

+)
Here g1 determines ε̃1

∗ and yields the optimal size. Elimi-
nating lt2 allows a closed form solution for ε̃1 using Eq. 71.
Letting lt2 → 0, implying that the mating surface between
top and base is located at the widest point of the device, al-
lows the smallest ε̃1. Inserting this, and the parameter val-
ues, Ct = 0.68, Rwt = 0.45mm, Rcl = 0.1mm, Rov = 0.6mm
yields a reduced expression:

g1(ε̃1
−,d+

ps2,d
+
p ,δ

+
nh) = 2(dps2 +δnh)+dp +7mm− ε̃1

(76)

⇒ ε̃1(d+
ps2,δ

+
nh,d

+
p ) = 2dps2 +2δnh +dp +7mm (77)
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⇒ g8(δnh−)≡ 0∧g9(d−p )≡ 0 (78)

⇔ δnh = 0.3mm,dp = 1mm (79)

⇔ ε̃1
∗ = 2dps2 +8.6mm (80)

As dps2 is a trade-off variable, minimising ε̃1 will lead to
a point where g11 < g8 and g11 < g9 w.r.t. dp and δnh.
This results in g8 and g9 becoming active, leading to the
back-substitution performed in eqs. 77-80. As a result,
X (dp2) is narrowed at the Pareto frontier between size and
velocity, given that these reductions leave g11(d+

ps2) and
c3(d−ps2, ε̃1

−;ε3). Further, c3 is critical w.r.t. dps2, meaning
that εL(3) ultimately determines the lowest feasible value of
dps2, and hence ε̃1

∗.

Activity case 2: Maximum Impact Velocity, U(ε̃3
−)

Here g1 determines dps2. As c3 is monotonically decreasing
w.r.t. dps2 to the power of 4, its supremum yields the single-
objective optimal impact velocity. Thus, the same parameter
values and value of lt2 can be inserted as in Case 1. Yet, as
opposed to Case 1, g8 and g9 are inactive, as pushing dps2
to its upper limit makes g11(d+

ps2,d
−
p ,δ

−
nh) ≤ 0 active. g11

is a interface stress criterion, and because the spring force
grows with the wire diameter, the dimensions that determine
the area - dp and δnh increase correspondingly. This in turn
makes g10(δ

+
nh,d

−
p ) active, as g9 < g10 for any δnh > 0.45mm.

These activities yield:

g1(ε̃1
−,d+

ps2,d
+
p ,δ

+
nh) = 2(dps2 +δnh)+dp +7mm− ε̃1

(81)

⇒ dps2(ε̃
+
1 ,δ

−
nh,d

−
p ) = 0.5(ε̃1−dp−2δnh−7mm) (82)

g8 ≡ 0⇒ d∗p = 2δnh−Rcl (83)

g11 ≡ 0⇒ δnh = δnh(d+
ps2;σc,σy) (84)

⇒ dps2 = 0.5(ε̃1−4δnh(d+
ps2;σc,σy)−6.9mm) (85)

where g11 has been used to implicitly eliminate the overlap
δnh between hub and top housing in the load bearing trigger
interface as no closed form solution exists; σy is the yield
stress of the spring, and σc is the allowable static stress in
the trigger interface. This substitution reveals a feedback
coupling; as the wire diameter dps2 is increased, so does the
required load bearing area, reducing the space available for
the spring wire in a device of a given size, ε̃1.

Activity case 3: Lowest Possible Center of Mass, f1(l−t2)
Here g1 determines lt2. As f1(l−t2), this case occurs at the
single objective optimal self-orientation. Given the non-
linearity of Eq. 71 w.r.t. lt2, the variable is best eliminated
implicitly, yielding lt2 = lt2(ε̃1

+,d−p ,d
−
ps2,δ

−
nh). As a conse-

quence dps2 is bounded by c3, dp by either g9 or g10, and δnh
by either g8 or g11. Furthermore, ε̃1 = εU (1) , as no con-
straint bounds ε̃1 from above. As discussed in Section 5.2,
g1 reduces objective alignment between self-orientation and
size and impact velocity respectively.

5.5 Design Implications
These Pareto-optimal activity cases demonstrate the root

cause of the position and shape of the bi-objective Pareto
front between size and impact velocity. The smaller the
coiling diameter dps1 of the spring, the more spring force
(and hence impact velocity) and the smaller a device. Given
that the spring needs to fit inside the diameter of the guid-
ing cylinder dt2 and around the trigger system, g4 and g5
are active, meaning a harmonious variable is minimised out,
d∗ps1 = dp +dps2 +2δnh +2Rwt +4Rcl introducing a trade-off
variable, dps2, and δnh into g1.

We can see from g1 that as the coiling diameter is re-
duced and the wire diameter increased, the available space
left for the trigger system is reduced. The trigger system dis-
tributes the spring force over an area equal to A = 2δnhwnh =
2δnh(dp−Rcl −Rwt), and stiffening the spring increases the
spring force but also reduces the load-bearing area, see Equa-
tion 85. With dps2 being the variable with the largest influ-
ence on impact velocity (to the power of 4), and dps1 being
the second most (to the power of 3), activities of g5, g7 and
g10 are ultimately the main driver of the trade-off. Had the
spring and the trigger geometry existed in different cross-
sections, the alignment between the two objectives might be
drastically improved. This would correspond to d∗ps1 being
independent of δnh, not only shifting the glb of dps1 down-
ward, but also removing the contribution of δnh to the con-
straint that determines ε̃1, improving size and impact veloc-
ity simultaneously. This also increases δnh . Furthermore,
the design of the snap-interface between the top- and base
housings also influences objective alignment between self-
orientation, size, and impact velocity.

6 Discussion
Pareto set dependency analysis presents an

optimization-focused alternative to current techniques
for dependency analysis (e.g. DSM and Axiomatic Design
[7]), with MOMA allowing the analysis of dependencies
unique to the optimum by addressing the impact of con-
straints directly, and εMA revealing regional dependencies
that shape the Pareto set. As an added benefit, the proce-
dure for systematic reduction of multiobjective problems
helps reduce computational cost due to the elimination of
constraints and variables. In computationally expensive
problems, this pre- and post optimality analysis procedure
may also help reveal insights that would be too costly to
reach computationally, e.g., describing certain relationships
that would otherwise only come to light if the Pareto set is
exhaustively identified.

From a design optimization perspective, Pareto set de-
pendency analysis is a rigorous approach to exploring the
limitations of a given configuration. The definitions and the-
orems presented allow the systematic identification of trade-
off variables, active bound objectives and Pareto-constraints,
and the constraints that introduce new trade-off variables. In
doing so, one determines what objectives are in trade-off and,
even more importantly, the underlying root causes of these
trade-offs, clearly exposing the weaknesses in the configura-
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tion design. An example from the SOMA case is the trade-
off between size and impact velocity, which is in part caused
by the spring needing to fit around the trigger.

If ε-monotonicity analysis is applied exhaustively to
all Pareto-optimal activity cases and all active Pareto-
constraints are be identified, the Pareto set is essentially de-
rived explicitly. This is similar to the approaches developed
by Gobbi et al. [30] and Mastinu et al. [31] for the explicit
derivation of the Pareto set of lower-dimensional problems
using back-substitution of ε. However, ε-monotonicity anal-
ysis goes beyond this to allow the identification of the drivers
of trade-offs. Furthermore, the analysis is opportunistic; it
can be performed partially and still provide useful insights.
It is neither necessary that every case is studied nor that
all bound objectives are eliminated in order for the analyst
to identify some of the dependencies that reduce objective
alignment and may guide redesign. From this, it follows that
one might view the presented analysis as a way of checking
the design ahead of computation or explaining the results af-
ter computation. For example, one can use the theorems to
reduce a multiobjective model after computation using nu-
merical activity information, should the model at hand be
too large or complex to reduce through algebraic analysis
alone. Alternatively, one could skip computation should ini-
tial MOMA reveal drivers of trade-off that might be elimi-
nated through a change in configuration design.

The opportunistic nature of monotonicity analysis (MA)
also reveals the key limitations of the methodology we have
developed. Firstly, not all problems are monotonic or even
differentiable. This might be dealt with using techniques for
local [46] and regional MA [36] if the expressions are region-
ally differentiable. This comes at the cost of increased analy-
sis effort, which might be offset using sampling-based com-
putational experiments (e.g., DoE) to reveal regional proper-
ties in non-monotonic or non-algebraic problems.

Secondly, MA mostly relies on algebraic manipulations,
and some design problems are too complex to be expressed
algebraically. Yet, that certain aspects of a design’s be-
haviour can only be expressed numerically does not nec-
essarily imply a lack of monotonicity, e.g. as is often the
case with stiffness and deflection. In such situations, implicit
MA [36] procedures, and meta-models might be used. This
would reveal the variables and constraints that cause trade-
offs, albeit without the derivation of explicit expressions of
the relationships that exist in the Pareto set.

It is also well accepted that purely algebraic models can
play a substantial role in practice [47], in both conceptual
and configuration design. These phases are often character-
ized by a lack of sophisticated quantitative models to sup-
port decision making due to requirement uncertainty and the
modelling effort involved, compared to how quickly and of-
ten the design changes [48]. Configuration design also of-
ten involves the combination and arrangement of well-known
types of parts and modules, which might be described alge-
braically, for example as seen in the machine elements, en-
gines, hydraulics, and thermal systems.

Finally, the effort in analysis is proportional to the num-
ber of objectives, constraints, and variables in the problem.

This effort is amplified by non-monotonicity and by region-
ally active constraints. Thus the bookkeeping and algebraic
effort required to reduce a multiobjective model systemati-
cally may be prohibitive if the problem is large.. Here, the
use of symbolic solvers can help reduce the effort in back-
substitution and model reduction. In that regard, quite some
work was done (with some success) on automating MA in
the 1980s [46, 49]. In the view of the authors, there is po-
tential in attempting to improve automation of MA (and thus
MOMA and εMA) by leveraging the achievements made in
computational techniques such as machine learning, AI, and
data analysis and clustering, since MA methods where last
in vogue. Given the advances in meta-modelling since then,
it is also not unlikely that more complicated non-algebraic
models might be analysed using the methods described in
this paper. Hence the (partial) automation of MOMA and
εMA is possible future work.

Ultimately, the value of this methodology comes down
to the cost involved in analysis vs. the expected benefit in dis-
covering better configurations. As discussed in the introduc-
tion, trade-off knowledge and decision-making are largely
experience-driven in early stage design. Finger and Dixon
[50] highlighted the dearth of quantitative design analysis
and evaluation methods for the early stages, especially those
which allow multiobjective analysis and support the identi-
fication of alternative configurations and concepts. The pre-
sented methodology addresses some of these unmet needs.

When the cost vs. benefit estimate noted above is fa-
vorable, the methodology might be used to target iterative
configuration redesign efforts, to guide morphological stud-
ies to identify alternative solutions, or simply to explain the
results of an optimization model from a design perspective.
For small, tightly coupled systems such as the SOMA device,
the value in discovering the non-obvious influence of certain
variables and constraints on design trade-offs, amply justifies
the analysis effort. For a larger system, the methodology can
be worthwhile if the system is obviously monotonic or if the
optimization model is constructed at an architectural level of
abstraction that limits the number of design variables and ex-
pressions to analyze.

7 Conclusions
Trade-offs between objectives are an inevitable chal-

lenge in mechanical design. In multiobjective optimization,
most prior work focused on quantifying these trade-offs, but
there has been little prior work on their causes. Understand-
ing this causality provides insights for improvements in pro-
portional and, most importantly, in configuration design.

We demonstrated extensions to monotonicity analysis
specific to multiobjective problems that allow rigorous iden-
tification of the constraints and variables contributing to
trade-offs. Using the upper bound formulation for multi-
objective problems, we extended monotonicity analysis and
its application, proposing a novel procedure, ε-monotonicity
analysis, to identify and study the constraints bounding
the Pareto set. The methodology leads to deeper insights
into the strengths and weaknesses of a design configura-
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tion. We demonstrated the methodology on the early-stage
design of the SOMA device, finding trade-offs that are in
part caused by a load-bearing interface needing to fit inside
the spring that exerts said load. Such insights may guide
redesign resulting in improvements in performance beyond
what is achievable through proportional design, i.e., beyond
the Pareto set for the particular embodiment. A systematic
redesign procedure to identify such improvements utilizing
the output of the presented analysis method will be treated in
a subsequent publication.
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Configuration (or topology or embodiment) design remains
a ubiquitous challenge in product design optimization and in
design automation, meaning configuration design is largely
driven by experience in industrial practice. In this article,
we introduce a novel configuration redesign process founded
on the interaction of the designer with results from rigorous
multiobjective monotonicity analysis. Guided by Pareto-set
dependencies, the designer seeks to reduce trade-offs among
objectives or improve optimality overall, deriving redesigns
that eliminate dependencies or relax active constraints. The
method is demonstrated on an ingestible medical device for
oral drug delivery, currently in early concept development.

Nomenclature
A Attainable set
C Pareto Set
c Vector of bound objectives in the upper bound problem
Ds Indices of the constraint functions that depend on a

shared variable xi
f Primary objective function in the upper bound problem
f (x+) A function increasing monotonically w.r.t. x
f (x−) A function decreasing monotonically w.r.t. x
F0 The utopia point
g(x) Vector of inequality constraints of the design problem

∗Corresponding Author

h(x) Vector of equality constraints of the design problem
j Number of computational iterations ε is sampled over
k Number of objectives
p Number of redesign iterations
X The set constraint
x vector of design variables
x Argument of the infimum of the design problem
x Argument of the supremum of the design problem
x Trade-off variable
x A monotonically decreasing harmonious variable
x A monotonically increasing harmonious variable
ε A k-1 dimensional vector of upper-bound parameters
εi Upper-bound parameter for the ith bound objective
εL Lower limit of objective bounds
εU Upper limit of objective bounds
ε̃i Reduced-objective variable

1 Introduction
In the ’double-diamond’ model of the design process [1],

the first diamond results in the generation of a design con-
cept in a functional form as starting point for the generation
of a particular embodiment design in the second diamond.
Product design optimization typically iterates on the partic-
ular embodiment instantiation to achieve optimality with re-
spect to given objectives while satisfying a set of given con-
straints. In practice, starting with a particular design and
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finding an optimum iteratively is in fact a design improve-
ment or redesign process. Such improvements are associated
with (i) proportional changes, where design variables are re-
sized; (ii) parametric changes, where parameters, e.g. mate-
rial properties or production processes are modified allowing
for relaxation of design constraints; and (iii) configuration
changes where the embodiment of functions or distribution
of sub-functions is modified.

Proportional (or size) design has been facilitated by ad-
vancements in computational modeling, computing power,
and optimization techniques. More robust and higher fidelity
numerical solutions in size optimization have reduced risk in
constraint relaxation for increasingly larger and more com-
plex problems. Parametric design with gradual constraint
relaxation has been a primary approach for product perfor-
mance improvement in industry. Examples of such include
new or improved materials, new production processes, and
a deeper understanding of failure phenomena leading to re-
duced design margins, as seen in the design of engines [2].

Configuration design, also referred to as embodiment
design [3] and layout design [4], is the process of creating ac-
tual ’buildable’ instantiations of a design concept, transition-
ing from an initial abstract functionality to a more geometric
realisation. Conceptual functionality may be implemented in
various ways, and so many alternative configurations may be
created, one of which is selected as ”the best” for further de-
velopment. Critical decisions that determine how a system
fits together, how its parts interact with each other, and how
the system interacts with its surroundings are made in the
embodiment/configuration design stage. Examples include
the layout and distribution of parts and sub-functions, force
paths, mechanism design, and assembly sequence [3, 5].

In design optimization, configuration design remains
elusive. The fundamental challenge is the lack of appropri-
ate mathematical modeling capabilities: different configura-
tions require different mathematical problem formulations.
A notable exception is topology optimization [6], the success
of which lies in the introduction of a unified mathematical
model across configurations using a tensor field representa-
tion. Some success has also been achieved through combina-
torial methods such as grammars [7] and graph-based models
[8, 9]. These use a predefined set of system elements that are
combined by some algorithm. Both approaches have limita-
tions in the context of early iterations in configuration design.
Topology optimization relies on a predefined set of bound-
ary conditions and loads, while combinatorial techniques can
only capture configurations accounted for in the model. For
further reference on computational synthesis see Antonsson
& Cagan [10] or Chakrabarti et al [11].

In product design, configuration methods mostly involve
heuristics (e.g., axiomatic design [12] and TRiZ [13]), error
avoidance [3, 5], or prescription of specific characteristics
under the ’Design for X’ moniker [14–16]. Configuration
improvement is often prescribed by simply avoiding depen-
dencies among design objectives [3, 12]. Such prescriptions
tend to disregard the effect of active (binding) constraints,
which often link objectives indirectly through their activity,
a situation common in mechanical design.

Dependencies and active constraints are inevitable in
practice. Organizations generally remain competitive by in-
tegrating more features while improving performance in each
new product generation [17], preferably with as little produc-
tion complexity as possible. Increased dependency comes
with increased integration, leading to more trade-offs be-
tween objectives [3] and a need for more design iterations
[18], ultimately influencing development time and cost.

Formal design optimization techniques offer a rigorous
route to the study of trade-offs. Their utility in the design
process beyond the identification of the optimum is often
touted [19–21]. Yet, they provide little systematic support
in identifying when and how to improve the problem formu-
lation by changing the configuration design, as they mostly
deal with proportional or parametric changes. In this context,
the application of Monotonicity Analysis (MA) [22] might
further such understanding. MA is an opportunistic approach
used to identify active constraints and allow model reduction
by revealing dependencies in the design that are unique to the
optimum. Although some work has been done on the appli-
cation of MA in aiding configuration design (c.f. [21, 23]),
its potential remains relatively unexplored.

In view of the above limitations, successful configura-
tion design in practice is largely dependent on the proficiency
and experience of the designer [24, 25]. Mnagement of trade-
offs [24] and constraints [26, 27] is a key differentiator be-
tween novice and experienced designers. Ahmed et al. [24]
found that experienced designers were intuitively aware of
the trade-offs they need to deal with and were focused on
doing so upfront, while novice designers were more prone
to trial and error. Without an understanding of how to con-
figure a system in a way that limits trade-offs, inexperienced
designers are thus left at a disadvantage. We hypothesize that
the methodical approach presented here can provide such in-
sights and guide configuration redesign.

This article presents a systematic, analytical founda-
tion for configuration redesign using Pareto-set Dependency
Analysis [28]. This analysis relies on multiobjective mono-
tonicity analysis to identify dependencies in the Pareto-set
that cause trade-offs while also accounting for the con-
straints. It derives relationships necessary at optimality and
thus helps the designer identify configuration design changes
that yield performance improvements beyond what could be
reached by mere size and parameter changes. Section 2
presents the theoretical foundations of this work, followed
by a description of the methodology in Section 3. Section 4
presents the case study; the Self-Orienting Millimeter-Scale
Applicator (SOMA), which is a mechanical pill for the oral
delivery of insulin and other drugs [29]. Finally, a discussion
and conclusion is offered in Sections 5 and 6, respectively.

2 Theoretical Foundation
Multiobjective design optimization problems are stated

in negative-null form as ([19]:

min f(x) (1)
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subject to g(x)≤ 0 (2)
h(x) = 0 (3)
x ∈ X (4)

where f(x) is a vector of objectives fi, i = [1,2, ...,k]T to be
minimised, x is a vector of real-valued design variables, h(x),
g(x) are the equality and inequality constraints respectively,
and X is the set constraint that may include additional restric-
tions besides those of Eq. (2) and (3). If the set constraint
is in just the real space, then X denotes the feasible domain
consisting of the x values fulfilling(2) and (3). The attainable
set A contains all feasible values of f(x). A point f(x∗) ∈ A
is said to be Pareto-optimal if and only if there exists no other
point f(x) ∈ A such that f(x) ≤ f(x∗) ∧ fi(x) < fi(x∗). The
Pareto set C containing all Pareto-optimal points lies on the
boundary of A facing the origin, hence it is also referred to
as the Pareto frontier. The utopia point F0 is a k-dimensional
point consisting of all the single-objective minima, which
lies outside of A and is often used as a reference for eval-
uating Pareto points.

The upper-bound formulation is one way of identifying
the Pareto set (see e.g. [30]). It creates a scalar substitute
problem by splitting f(x) into a single objective function f (x)
and a vector of (upper) bound objectives, c(x;ε):

min f (x) (5)
s.j.t c(x;ε)≤ 0 (6)

g(x)≤ 0 (7)
h(x) = 0 (8)

x ∈ X ,ε ∈ R k−1, (9)

where c is a k−1 dimensional vector of bound objectives ex-
pressed in the form ci(x;εi) = fi+1(x)− εi ≤ 0 or ci(x;εi) =
εi− fi+1(x)≤ 0, i = [1,2, ..,(k−1)]; ε is a vector of parame-
ters εi in the real space R k−1 for the bound objectives. When
f (x) is minimised for given values of εi, then the solution
x∗ is Pareto optimal if all of the bound objectives are active
with non-zero Lagrange multipliers. Pareto points are thus
identified by varying ε systematically between lower and up-
per limits εL. See [30, 31] for an overview of the upper
bound formulation (also known as ε-constraint), the underly-
ing mathematics, and how to define limits for ε. As discussed
in [28], this formulation has some computational limitations
but its use here benefits the proposed analysis.

Monotonicity Analysis [22] leverages any monotonic be-
haviour in objective- and constraint functions to reduce op-
timization models and check their boundedness. A scalar
function is monotonically increasing with respect to a vari-
able x, if it holds that f (x2)> f (x1) for any x2 > x1, denoted
as f (x+), and is said to be monotonically decreasing w.r.t.
x, if it holds that f (x2) < f (x1), denoted as f (x−). In the
presence of monotonicity, the following principles [19] can
be used to find active inequality constraints without needing
to find the optimum first and prior to any computation:

First Monotonicity Principle (MP1): In a well-constrained
minimization problem, every increasing variable is bounded
below by at least one non-increasing active constraint.

Second Monotonicity Principle (MP2): In a well-constrained
minimization problem every nonobjective variable is
bounded both below by at least one non-increasing semi-
active constraint and above by at least one non-decreasing
semi-active constraint.

If an active constraint can be identified, it can be used
to ’partially minimize’ the model; namely, solve the con-
straint function with respect to one of its dependent variables
and back-substitute the solution for that variable into the ob-
jective and remaining constraint functions, thus reducing the
model dimensionality. This process reveals the relationships
that necessarily exist at the optimum as a consequence of
the constraint activity. For simplification and consistency
with typical design situations, it is customary in monotonic-
ity analysis to assume that the set constraint is the strictly
positive real space P . Hence, from here on, we assume that
the feasible domain X is a subset of P .

In [28], these principles were applied to derive the Mul-
tiobjective Monotonicity Analysis (MOMA) process for rig-
orous identification of the dependencies that cause trade-offs
between objectives in problems of the form shown in Eqs.
6-9. In well-bounded problems, a set of theorems and def-
initions specific to MOMA can be used to simultaneously
reduce multiple objectives so that the degrees of freedom re-
maining in the Pareto set, and the constraints that shape it,
are revealed. For the analysis in the present paper, we need
the following definition and theorem:

Definition 1 Trade-off and Harmonious Variables
If an objective pair f and ci have a variable x1 in common,
but differ in monotonicity w.r.t. x1, e.g., f (x+1 ) and ci(x−1 ),
then x1 is said to be a trade-off variable, denoted x1. Cor-
respondingly, an objective pair of like monotonicity w.r.t. a
common variable, indicates that the variable is harmonious
and can be used to partially minimise both simultaneously.

Theorem 1 Influence of Monotonic Trade-off Variables
In the presence of monotonic trade-off variables, no domi-
nant minimum exists, resulting in a Pareto set. The proof for
this is a corollary to MP1.

Proof. Let f1 be monotonically increasing w.r.t. x ∈ P and
f2 monotonically decreasing, and let x be well bounded
from above and below. Then by MP1, argminf1(x) = x,
and argminf2(x) = x, meaning that the minimizers for the
two objectives are respectively defined by the greatest lower
bound (glb)and the least upper bound (lub) of x . Hence any
feasible value of x will yield a unique Pareto point. �

Using this basic insight, along with other theorems that
ensure correct model reduction [28], MOMA allows iden-
tification of the conditions under which the bound objec-
tives are active, i.e., the values of ε that affect the feasi-
ble domain of x, as illustrated in Fig. 1. This in turn al-
lows reduction of multiobjective problems to reveal depen-
dencies existing at the Pareto set. Furthermore, determining
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Fig. 1: MOMA allows the partial identification of the Pareto
set, finding the values of ε where the bound objectives are
active, semi-active, and inconsistent [28].

a bound objective to be active, i.e., c j(x,ε j) = 0, can be used
to optimize out a trade-off variable xn, meaning f (x) and
g(x),ci(x;ε)∈Ds(xn), i 6= j become dependent on ε j through
back-substitution. If all ci(x,εi) are found to be active, i.e.,
in trade-off with f1, then the problem is reduced to:

min. U( f+1 , ε̃) (10)
f1(x, ε̃) (11)

s.j.t g(x, ε̃)≤ 0 (12)
h(x) = 0 (13)

Here, the bound objectives have been optimized out,
causing the back-substitution of ε into the primary objec-
tive function f1 and the inequality constraints g. Treating
these parameters as variables, denoted ε̃, we can apply the
ε-monotonicity analysis (εMA) procedure [28] to further our
understanding of the Pareto set. The εMA process involves
introducing the symbolic cost function U( f1, ε̃), which is
monotonically increasing w.r.t. the minimization objectives
and decreasing w.r.t. maximization objectives, meaning that
we can study the bounds of ε̃ across the Pareto set.

The multiobjective expression f (x, ε̃) describes the
trade-off between f (x) and ε̃. The constraints dependent on
ε̃, g(x, ε̃), referred to as Pareto constraints, determine the fea-
sible values of each ε̃i. When active, the Pareto constraints
bound the Pareto set (hence their name) and they express the
trade-offs between the eliminated bound objectives, e.g., in
a multiobjective form g(x, ε̃i, ε̃ j), or if they share any of the
remaining design variables x.

Given that the activity of g(x, ε̃) can be conditional on
values of ε̃ relative to each other, these constraints can be
regionally or globally active. Thus, a case-based approach
[19] can be applied to look at the local frontiers and vertices
of the Pareto set, where the implications of constraint activity
can be assessed. Solving gi(x, ε̃) = 0 w.r.t ε̃ j yields trade-
off expressions revealing the dependencies that exist between
the objective specific to different extremities of the Pareto-
set. For an objective pair in trade-off, these can be of the

form ε̃i
∗(x, ε̃ j

−) and ε̃ j
∗(x, ε̃i

−), or ε̃i
∗(x) and ε̃ j

∗(x) where
x⊂ x, thus revealing the dependencies that cause trade-off
between the objectives. In this article, we use these theorems
and developments of monotonicity analysis to derive a novel
configuration redesign methodology.

3 Configuration Redesign Methodology
We introduce an opportunistic configuration redesign

methodology where the designer uses Pareto set dependency
analysis to identify directions for improvement. We start
with a discussion on how the formal treatment of Pareto set
dependency results [28] gives rise to a set of design princi-
ples. We then present the redesign methodology as the sys-
tematic application of these principles to eliminate depen-
dencies and relax the constraints that limit optimality.

First, a formal definition of design improvement is nec-
essary. We employ the notion of meta-Pareto optimality [32]:

Definition 2 Meta-Pareto Set
Given Pareto sets C1,C2, ...,Cp for p configuration solutions
for a given design problem, the meta-Pareto set C̆ consists of
points within the union of these sets, CU = C1∪C2,∪...∪ Cp,
that are Pareto-optimal with respect to the set C̆. A point f∗ is
meta-Pareto-optimal if and only if there exists no point f∈CU
such that fi ≤ fi∗ for all i and that fi < fi∗ for at least one i.

Definition 3 Design Improvement
If a configuration with Pareto set C0 is redesigned, resulting
in a new Pareto set C1, the redesign is said to be an improve-
ment, if and only if the meta-Pareto set of C0 and C1 is identi-
cal to C1, namely, C̆ =C1, which implies that all of the Pareto
points of the original design are at least weakly dominated
by the Pareto points of the redesign.

The definition implies that the achievable performance
in the new design is at least equal to or better than that of
the previous design, w.r.t. all criteria, exemplified in Fig.
2. This formal definition is independent of the design con-
text and the relative importance of the objectives, and it uses
quantifiable properties we can employ in deriving rigorous
redesign principles. Since optimality is defined only in the
context of the particular optimization model [19], there is an
implicit assumption that improvement comparisons are made
for designs derived from models of similar fidelity.

3.1 Implications of Pareto Set Dependency Analysis
Application of MOMA and εMA uncovers the relation-

ships in the Pareto set that limit optimality and drive trade-
offs. Looking more deeply, we can uncover causalities for
the shape and position of Pareto sets through key outputs of
Pareto-set dependency analysis, as illustrated in Fig.3.

We start by noting that the trade-off variables defined
earlier stem either from an inherent dependency between the
objective functions or a dependency that exists at the opti-
mum due to active constraints. They have a substantial influ-
ence on the Pareto set, which can be understood by consid-
ering the effect of their absence in a design problem:

4 Copyright c© by ASME
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Fig. 2: The difference between constraint satisfaction (1),
optimization (2), and configuration improvement (3). In this
example the meta Pareto set is identical to C ∗

Theorem 2 Existence of Pareto set
If no trade-off variables exist (globally or regionally) after
back-substitution of active constraints, then the optimum is
a point F∗, rather than a set. Therefore, a Pareto set cannot
exist without trade-off variables.

Proof. If xi /∈ x, for any design variable i, then follow-
ing Theorem 1 and MP1, argmin fi(x) = argmin f j(x) for
i∧ j = 1..k, i 6= j. Hence, dim(x∗) = [n,1], meaning a sin-
gle dominant optimum exists. �

Thus, the more trade-off variables exist in a design prob-
lem, the larger the distance between the utopia point F0, and
C . Furthermore, recall from Theorem 1 that the optimum
of each objective dependent on a trade-off variable xi, exists
at either xi or xi depending on the objective’s monotonicity,
with any other feasible value of xi yielding a Pareto point. As
a result, the size of the feasible domain of trade-off variables
contributes to the size of the Pareto set.

Finally, being oppositely monotonic, the partial deriva-
tives of an objective pair in trade-off w.r.t xi will have an
opposite sign across the entire Pareto-set. The larger the dif-
ference between these, the larger the slope of the frontier.
Thus, the impact of xi on the trade-offs between objectives
can be worsened by multipliers and divisors.

In summary, the trade-off variables in an optimization
problem cause the existence of the Pareto set, determining its
span and to some extent its shape. From this observation, we
can derive several corollaries which reveal design principles
to guide generation of an improved Pareto set.

Corollary 2.1 Separation of Trade-off Variables
If the trade-off variable x1 affecting the objectives fi(x+1 ) and
f j(x−1 ), is substituted through design change in one objective
by a new variable x2, such that f̂i(x+2 ),x2 /∈ f j, and min f̂i ≤
min fi, then argmin f̂(x) = {x1,x2} while argmin f(x1) = x1 ∈
X . As a result f̂(x)< f(x1) for any value of x1.

The same would also apply if x2 were substituted into
the problem such that f̂ j(x−2 ), or if the influence of x1 upon
one of the objectives in a multivariate problem was simply
eliminated without the introduction of another variable. In
such problems, it follows that such changes would result in a
new Pareto set C2 that at least weakly dominates the original
Pareto set, C1. The term separation here is used in the same
spirit as in TRiZ [13], reflecting the removal of a dependency.

Correspondingly, the same would occur if a design
change is introduced that makes x1 a harmonious variable
without otherwise affecting the objective functions. In fact,
any modification of the design problem which eliminates or
reduces the influence of the trade-off variable on one objec-
tive may result in a new, weakly dominant Pareto set. This is
stated formally with the following corollaries.

Corollary 2.2 Flipping Trade-off Variables
If the monotonicity of a trade-off variable xn affecting the ob-
jectives fi(x+n ) and f j(x−n ), is flipped in one objective through
design change, such that f̂i(x−n ), and min f̂i ≤ min fi , then
argmin f̂(x) = xn whereas argmin f(xn) = xn ∈ X . As a result
f̂(xn)< f(xn).

Corollary 2.3 Scaling Trade-off Variables
If the influence of a trade-off variable xn affecting the objec-
tives fi(x+n ) and f j(x−n ) is scaled through the introduction of
an independent variable xn1 in fi such that ∂ f̂i/∂xn < ∂ fi/∂xn
then min f̂i < min fi for any value of xn, reducing the trade-
off between fi and f j. Correspondingly, if ∂ f̂ j/∂xn > ∂ f j/∂xn
then min f̂ j < min f j.

As mentioned, harmonious variables are shared between
objectives of like monotonicity, denoted x when the objec-
tives are monotonically decreasing, and x when they are in-
creasing. For such variables, the glb (for x) or lub (for x)
is active at all Pareto points. They might be optimized out
using MOMA if globally active constraints are identified, or
remain in the model if there are regionally active constraints.
While trade-off variables create the Pareto set, identifying
harmonious variables reveals other useful information:

Theorem 3 Position of Pareto Set C
Harmonious variables, x and x, affect the position of the
Pareto set C relative to the origin. Thus design changes that
widen their feasible domains in an improving direction, yield
a new strongly dominant Pareto set, Ci+1 < Ci.

Proof. Let fi and f j depend on x1, x
2
, x3, i.e., fi(x−1 ,x

+
2 ,x

+
3 ),

f j(x−1 ,x
+
2 ,x
−
3 ) where x1,x2,x3 ∈ P . If the problem is well

bounded, then by MP1 and Theorem 1, argmin fi(x) =
{x1,x2,x3} and argmin f j(x) = {x1,x2,x3}. If the active con-
straints are modified or relaxed, such that x1 < x̂1 and/or
x̂2 < x2 , then f̂∗(x) < f∗(x) for any value of x3, given the
monotonicity of fi and f j. Hence, C̆ = C ∗. The reverse is
true if the active constraints are tightened, such that x1 > x̂1
and/or x̂1 > x1 . Hence, the harmonious variables and their
bounds influence the position of C . �

Whereas changing the bounds of trade-off variables only
enlarges the Pareto set and moves its utopia point, relax-
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Fig. 3: The relation between analysis outputs and the Pareto set. (Left): Trade-off variables result in an optimum that is a set
rather than a point; eliminating the underlying dependency brings the set closer to utopia. (Center): Harmonious Variables
affect the position of the Pareto set; relaxing their constraints shift the set. (Right:) Pareto constraints introduce regional
relationships that affect the Pareto set; eliminating or relaxing them changes the shape of the set

ing the constraints of harmonious variables results in an im-
proved Pareto set. Furthermore the slope of C will be af-
fected as well, unless x1 and x2 influence fi and f j equally.

Lastly, Pareto-constraints are a consequence of the sys-
tematic reduction of multiobjective problems modelled in an
upper bound formulation. When globally active, i.e., for any
ε̃L ≤ ε̃≤ ε̃U, Pareto constraints allow the derivation of terms
of the form ε̃i(x, ε̃), revealing additional trade-off variables
while describing the relationship that exist between the ob-
jectives at the Pareto-set. In this case, they are merely a
representation of trade-off variables, albeit one which may
significantly impact the Pareto set. When they are region-
ally active, however, Pareto constraints reveal regional trade-
off variables. This occurs when some of the constraints in
the non-reduced model become active for specific values of
ε, causing discontinuous trade-offs. In higher dimensional
problems, k ≥ 3, regionally active Pareto constraints might
cause a Pareto frontier between an objective pair. Such situ-
ations can be studied through a case analysis procedure de-
scribed in [28]. Thus, Pareto constraints may, when stud-
ied, reveal additional trade-off variables or discontinuous re-
lationships such as variables that are in trade-off in specific
regions of the Pareto-set, thereby affecting its shape.

In summary, Pareto-set dependency analysis helps ex-
plain the relationship between the design problem and the
shape of the Pareto set. Thus, we can utilise these theorems
and corollaries to derive a set of redesign principles.

3.2 Configuration Redesign Principles
Insights into the relationship between the design prob-

lem and the shape of the Pareto set is of substantial value
in the synthesis and improvement of configuration designs.
As discussed in [28], the Pareto set is created by variables
and constraints that are shared between objectives. Some
shared variables can be used to improve upon several ob-
jectives simultaneously, while others cannot. To a large ex-
tent, these relationships are determined by decisions made in
conceptual and configuration design. Designers hence need
to identify and manage global (i.e. shared variables) and
regional dependencies (i.e., shared active constraints) at an
early stage to reach good configuration designs. We posit

that experienced designers apply tacit knowledge of con-
straints [26] and trade-offs [24] to synthesise and improve
configurations. They use this knowledge to configure the
components of a system in a way that leverages harmonious
variables to achieve a high performance, e.g., placing rotat-
ing components as far inside an assembly as possible and
load-bearing components as far outside. Similarly, they will
attempt to avoid trade-off variables or obviate them through
design changes.

Reaching the required insights is not trivial, especially
in highly interdependent systems. Pareto set dependency
analysis bridges this gap, providing a causal link between
optimality and configuration design limitations. This under-
standing allows more informed and deliberate identification,
prioritisation, and handling of the dependencies that cause
trade-offs. The introduced theorems, proofs, and corollar-
ies demonstrate how certain types of model transformation
based on the results of this analysis lead to an improved
Pareto set. Translating these transformations into specific de-
sign changes would mitigate the dependencies that create the
Pareto set and relax the constraints that position it, just as
experienced designers do through tacit knowledge.

In this spirit, we state four reconfiguration design prin-
ciples, illustrated in Figs. 4-6, stemming from the theorems
and corollaries presented in Section 3.1. When employed
in configuration redesign, these principles lead to an asso-
ciated improvement of the Pareto set. Within each princi-
ple, we state a number of more specific strategies stemming
from basic model transformations that result in an improved
Pareto set. Each represents an alternative way of implement-
ing the principles and corresponds to certain forms of design
change. The figures illustrate each of the four principles and
the available strategies within each principle:

1. Align Trade-off Variables. Reduce or eliminate the ef-
fect of trade-off variables on the objectives without im-
pacting their single-objective optima, thereby improving
their alignment and the Pareto set, c.f. Theorem 2. This
involves eliminating the dependency, making the vari-
able harmonious, or scaling it, c.f. Corollaries 2.1-2.3.

2. Leverage Harmonious Variables.Widening the feasi-
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Mathematical transformation

Any design change that makes an  
objective independent of a trade-off 
variable - either through substitution 
or elimination, mitigates the trade-off, 
unless the objectives share additional 
trade-off variables. 

SCALE

Example: Siemens-Maag Gearbox [2]
This gearbox drive shaft design described 
by Pahl and Beitz [2], is a prime example 
of this principle. The drive shaft has been 
split in two to eliminate a trade-off be-
tween efficiency and wear; the stiff outer 
shaft transmits the torque from the gears, 
while the flexible inner shaft is free to 
absorb oscillations, protecting the gears. 

FLIP  
MONOTONICITY

SEPARATE

Typical design changes
Trade-offs can be reduced through a 
wide range of design changes that scale 
one objective but not the other, ranging 
from the addition of lubrication to new 
subsystems, features, and interfaces. The 
introduction of gearing and mechanical 
leverage in general, load balancing, 
lubrication, and intermittent kinematic  
constraints (e.g. for nonlinear stiffness), 
are all examples of scaling solutions.

Related heuristics: Amplification and fil-
tering [32], manage friction [3,5,13], local 
quality in TRIZ [12], decoupling [11], and 
leverage/gearing [2,5].

Example: Fridge door mechanisms
To ensure efficient cooling, refrigerator 
doors are tightly sealed when closed, 
which is achieved with pretension of the 
door with a rubber seal. Combined with 
negative pressure inside the fridge due 
to cooling, this results in a high opening 
force. Several designs scale down this 
efficiency vs. opening force trade-off e.g. 
with auxiliary opening mechanisms and 
pivoting lever handles.

Example: Dyson Vacuum
Bag-based vacuum 
cleaners are generally 
affected by a trade-off 
between filtration quality 
and suction pressure; 
the tighter the filter 
the larger the pressure 
loss. Vacuums that rely 
on cyclonic separation 
where filtration increas-
es with the pressure, get 
around this issue.
While the example is 
conceptual, as it relates 
to a change in filtration 
principle, it illustrates 
the general idea.

Mathematical transformation 

Any design change that inverts the 
monotonicity of one objective w.r.t. a 
trade-off variable, while the rest are 
unchanged, effectively makes the variable 
harmonious. In nonlinear terms this might 
be achieved by changing the bounds of 
other variables that act as multipliers or 
divisors to the trade-off variable.

Typical design changes
While somewhat challenging, making 
a trade-off variable harmonious can be 
achieved in certain circumstances, espe-
cially if the dependency stems from an 
active constraint. Changes such as the 
inversion of components and interfaces, 
“self-helping” systems, redistribution 
of sub-functions, changes in working 
directions and load paths, or the use of 
a different working principle, can result 
in a change in monotonicity. 

Related heuristics: “The other way 
round”, nested doll, and self-help [12] 
Principles of self-help and force trans-
mission [2],

Mathematical transformation 
Any design change adding a multiplier 
or divisor (a parameter or variable) to a 
trade-off variable in one objective allows 
scaling of the trade-off. Examples of such 
transformations include:

xi

f1(xi
-)

f2(xi
+)

f1(xi
-)

xi

f2*(xj
+)

xj

Typical design changes
Separation is a widely used principle, 
involving changes such as the splitting  
parts, change in working axis and load 
direction, parallel subsystems, asymme-
try, or the avoidance of “unintended“ 
dependencies through exact constraint 
design. It may result in an increased 
number of parts, but can also involve the 
redistribution of functionality amongst 
the parts of the system. Unlike in other 
frameworks, the approach here is to only 
apply separation to trade-off variables. 
Related heuristics: Independence axiom 
[11], division of tasks [2], separation in 
space, time, or condition [12].

Align Trade-off Variables

xi

f1(xi
-)

f2(xi
+)

f1(xi
-)

f2*(xi
-)

xi

f1(xi
-)

f2*(xi
+)

xixi

f1(xi
-)

f2(xi
+)

Patent nr.  
EP 1786568 B1

Patent nr. 
KR101350018B1

Fig. 4: The strategies within Principle 1: Reduce or eliminate the impact of a trade-off variable upon an objective pair
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SHIFTED 
BOUNDS

CONSTRAINT 
RELAXATION 

NEW FUNCTIONAL 
FORM

Typical design change
In configuration design terms, these 
changes are specific to the type of 
constraint. Generally speaking this is oft 
matter of positioning components in an 
assembly in the most beneficial way - e.g. 
locating parts with decreasing variables 
as far inside an assembly as possible and 
increasing variables on the outside. 
Further, it involves designing to avoid 
unnecessary contributors to the active 
constraint, e.g. stress concentrations and 
associated loads in structural constraints.  

Related heuristics: Reduce information 
content [11], Principle of balanced forces 
[2], Minimise tolerance paths [5]

Mathematical transformation 
When a harmonious variable is actively  
(but not critically) constrained, we 
might try to change the configuration 
design in a way that eliminates the  
active constraint. This shifts the glb or 
lub of the variable to the next con-
straint, improving the optimum of all its  
dependent objectives. 

Typical design changes
As with shifted bounds, the changes re-
quired to eliminate a constraint, are con-
textual. Examples include changes aimed 
at redirection of force paths to eliminate 
a load case, a new part structure to avoid 
certain parts being bound by limiting 
geometric constrains (e.g. one part inside 
another), a change in assembly sequence 
to avoid some alignment constraint.

Related heuristics: Vary the structure of 
main elements [14,], redirect load path 
[5], merge parts [5,13], shielding [33].

Example: Spring strength at block
A well known example of load path  
redirection, compression springs are self- 

Mathematical transformation
Any design change that shifts the glb/
lub of a harmonious variable, improves 
the optimum of its dependant objectives. 
This involves eliminating increasing con-
tributors, introducing additional decreas-
ing contributors, or scaling parts of the 
constraint. This can also scale a trade-off, 
when the harmonious variable is a multi-
plier or divisor of a trade-off variable.

Mathematical transformation
A complete change in functional form 
of an active constraint, may yield a 
widened feasible domain. This is distinct 
from shifted bounds, in that it involves 
the entire function, and may hence 
result in changed constraints, mono-
tonicity, exponents, and so on.

Typical design changes
Such a drastic model change will  
most likely probably require subs- 
tantial design change, e.g. a change 
in components, working principles, 
and/or the physics of the problem. 
Examples of such include a change 
in production process, the sepa-
ration or combination of parts, a 
change in the realisation of a given 
sub-function, a change in load type 
and distribution, and so on. 

Related heuristics: Design for pure 
compression and tension [5],  Select 
rotary over linear motion [3,5] Self-
help [3,12]

Leverage Harmonious Variables 
 

xixi

f1(xi
-)

f2(xi
-)

f1(xi
-)

f2(xi
-)

g1
*(xi

+)

g1(xi
+,xj

+,xk
-
 )=0 g1

*(xi
+,xk

-)=0

xixi

f1(xi
-)

f2(xi
-)

g2(xi
+)

g1(xi
+)=0 g2(xi

+)

f1(xi
-)

f2(xi
-)

g1(xi
+)

g2(xi
+)

g2(xi
+)=0

xixi

f1(xi
-)

f2(xi
-)

g1
*(xi

+)

g1(xi
+)=0 g1

*(xi
+)=0

reinforcing when deformed to their 
block length. In design applications 
where a maximum load resistance is 
desired, a spring design that is de-
formed to its’ block length rather than 
to its’ elastic yield limit is far stronger. 
Introducing such a change to a design, 
is equivalent to eliminating the yield 
constraint driven by shear stress.

Example: Rotary to linear movement
A rack and pinion and a lead screw funda-
mentally meet the same functional purpose 
- to convert rotation into linear motion, or 
vice versa. Yet, what is superior, depends 
on the objectives, primarily due to quite 
different constraints involved in their de-
sign. For instance, the rack for instance only 
slides, and as a result the mechanical stress 
expressions are quite different, compared 
to the rotating screw, which is why they are 
commonly used for high load applications.

f1(xi
-)

f2(xi
-)

g1
*(xi

+)

Example: Mazda Skyactiv-G [33]
In the design of combustion engines, 
thermal efficiency increases with 
the compression ratio. Yet, this ratio 
cannot be increased beyond a point 
where knocking occurs, which is in  
part driven by residual gas after 
combustion. Most petrol engines 
hence have a ratio between 8:1-12:1. 
In the Skyactiv engine, Mazda pushed 
this ratio 14:1, using a longer exhaust 
manifold, increasing gas scavenging, 
and shifting the knocking constraint. 

Fig. 5: The strategies within Principle 2: Increase the influence of harmonious variables
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-

Mathematical transformation 
This category is too broad to provide a 
universal mathematical transformation, 
but all the sub-types of transformations 
are well known. These are the removal of 
parametric and scalar contributions which 
increase the optimal value of one or more 
objectives (without decreasing any), and 
the elimination of harmonious variables 
that are bound in such a way that they 
cannot be leveraged. These may be 
unintended contributions (i.e. from design 
error), or contributions involving active 
constraints with little room to introduce 
further relaxation (e.g. a wall thickness 
constraint).

Example: Overconstrained axle [34]
An oft cited example in kinematic  
design, over-constrained axles cause 
major issues w.r.t. production and 
efficiency. The typical design error is to 
increase system stiffness by introduc-
ing more radial bearings, resulting in 
statical indeterminacy. This issue can 
be reduced or resolved entirely by 
using fewer or different bearings.

SHIFTED PARETO
CONSTRAINT

Typical design changes
In many ways, the design changes 
and model transformations involved 
here, resemble those of Leverage 
Harmonious variables. Shifting Pareto 
constraints is tantamount to reducing 
the equilibrium that exists between the 
objectives in certain (or all) regions of 
the Pareto set, due to the activity of 
constraints. Thus, this might involve 
rearrangement of parts, change in load 
distribution, and so forth.

Related heuristics: Reduce information 
content [11], principle of balanced forc-
es [3], vary the structure of elements 
[14], redirect load path [5]

Example - Additive Manufacturing and 
Topology Optimization (TO) 
In industrial practice, TO efforts are 
usually actively constrained by material 
and the manufacturing constraints. 
In this context, the utility of additive 
manufacturing is broadly cited, as it 
essentially shifts several manufactur-
ing constraints, e.g. allowing hollow 
geometry and undercuts, and shaping 
not being limited by tooling directions. 
This has allows increasingly light load 
bearing components, reducing the 
trade-off between stiffness and mass. 
While this is more a process change 
than a design change, it serves to  
illustrate the model transformation.

to withstand substantial loads when users  
unknowingly attempt to get beyond this 
limit. Ultimately, this affects the achieva-
ble combination of device size and dose 
setting torque (which is important to  
users with limited dexterity). In the Flex-
TouchR device, the dial is connected to 
the dose setting mechanism via a flexible 
spline connection, which disengages if the 
user attempts to set a dose beyond what 
is left. No load is transferred, protecting 
the pen from overloading, and eliminat-
ing a dependency between the size and 
torque caused by the yield constraint.

Mathematical transformation 
Reduction of the dependencies between 
Pareto constraints, that either result in 
trade-off variables, variables with empty 
feasible domains beyond the Pareto set 
(i.e. two-sided failure), or regional bounds 
for ε, will change the optimal set. An  
example of such a transformation is:

Typical design changes
The design changes and model trans- 
formations involved here, resemble those 
of Align trade-off variables. The difference 
is that these might be regional trade-off 
variables. Hence, it is equally impactful to 
introduce changes to the eliminated active 
constraints that contribute to the Pareto 
constraint, creating the dependencies.  
Examples include inverting components 
and interfaces, eliminating load cases, 
change in working axis and load direction.

Example: FlexTouch Safety Mechanism 
Insulin pens cannot be dialled to a dose 
setting beyond the amount of insulin left. 
An “end of content” locking mechanism 
prevents the user from receiving a smaller 
dose than has been set. Such locks need 

Mathematical transformation 
The elimination of increasing contributions 
to Pareto constraints shifts the frontier 
regionally or globally. Transformations 
include the elimination of parametric-,  
variable-, or objective contributions, e.g.:

Typical design changes
There are many types of contributions 
that are parasitic. Examples the negative 
impact of undesired vibrations, electro-
magnetic fields, heat, parasitic loads, 
friction, unintended contact points, and 
manufacturing and assembly features. 
Design changes mostly involve efforts to 
remove these effects from performance 
critical part geometries or locations in the 
assembly. E.g relocating assembly features 
to another cross section.

Related heuristics: Exact constraint design 
[3], reduce information content [11], avoid 
associated loads [13], shielding [34].

Relax Pareto Constraints

Eliminate Parasitic Contributions

DEPENDENCY 
REDUCTION

εj

A

C

~

εi
~ g2(x i ,εi,εj)

~~

C *  

εj
~

εi
~

εj
~

εi
~

A
AC

C *  

g2
*(εi,εj)

~~

~

Fig. 6: The strategies within Principles 3 & 4: Reduce regional trade-offs and eliminate parasitic contributions
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ble domains of harmonious variables in the improving
direction, per Theorem 3. This involves design changes
that modify or delete the constraints that bound harmo-
nious variables, striving towards letting x→ ∞∧ x→ 0.

3. Relax Pareto Constraints. Relax globally active Pareto
constraints, thereby aligning trade-off variables. Relax
regionally active Pareto constraints, or eliminate the in-
consistencies that exist between them beyond the Pareto
set (i.e., in the infeasible region). This might change or
eliminate the Pareto frontiers between certain objectives.

4. Eliminate Parasitic Contributors. Consider situations
where it is not possible to widen the feasible domain
of harmonious and independent variables; e.g. when
their bounds represent unmodelled objectives or phys-
ical phenomena that cannot be circumvented. Such sit-
uations can introduce parametric or scalar contributions
to the objectives that worsen their optima. Therefore, it
may be better to eliminate the influence of these vari-
ables on the objectives rather than relax the constraint.

These principles and associated strategies relate to specific
variables and constraints. They can be applied recursively to
improve a configuration beyond the identified optima. Recall
that Pareto constraints are representations of trade-off vari-
ables. Furthermore, parasitic contributions are harmonious
variables that are bound in a manner that prevents them from
being leveraged to move the Pareto set. As such, Principles
3 and 4 are special cases of Principles 1 and 2 respectively.

The strategies are very general in that they apply to any
design that has been studied through Pareto set dependency
analysis. Their specificity becomes evident when consider-
ing a specific design problem. Just as design ’goodness’ is
contextual to the objectives at hand, so are the design im-
provements. Hence, the strategies are not intended for use
in initial configuration design; rather, they motivate design-
ers to identify improvements after careful analysis. Thus, the
process of optimization becomes a driver for redesign.

As Figs.4-6 illustrate, the forms of design change in-
volved are common in product design. The redesign strate-
gies are related to well-known design heuristics, albeit with
key differences. First, they are opportunistic but have a rig-
orous foundation and are hence valid independent of context.
Second, they are applied following Pareto-set dependency
analysis, letting designers rely on analysis results rather than
intuition to identify which heuristic to apply where. Heuris-
tics such as separation[13] and independence [12] or division
of tasks [3] for instance, prescribe avoidance of dependency.
As Section 3.1. shows, this is actually only relevant for trade-
off variables when aiming to improve performance.

3.2.1 Sample Problem
In [28], we used a sample problem to demonstrate the

application of MOMA to reveal hidden trade-off variables:

min. f1(x+1 ,x
−
2 ,x

+
3 ) = x2

1− x2 + x3 (14)

s.j.t c1(x−2 ,x
−
4 ,x

+
5 ;ε
−
1 ) =

1
x2
− x2

4 +2x5− ε1 ≤ 0 (15)

g1(x−1 ,x
+
4 ) = 2x4− x1 ≤ 0 (16)

g2(x+2 ,x
−
3 ) = x2

2 +4x2−2x3 ≤ 0 (17)

g3(x+2 ,x
+
4 ) = x3

2 +2x4−P1 ≤ 0 (18)

g4(x−5 ) = 10− x2
5−3x5 ≤ 0 (19)

εL ≤ ε1 ≤ εU (20)
x,ε1 ∈ P (21)

This problem was reduced using MP1 and Theorem 1, re-
vealing that all of the degrees of freedom are trade-off vari-
ables, due to g1, g2, and g4 being critical. The resulting back-
substitution of x∗1 = 2x4, x∗3 =

1
2 x2

2 +2x2, and x∗5 = 2, yields:

min. f1(x+2 ,x
+
4 ) = 4x2

4 +
1
2

x2
2 + x2 (22)

s.j.t c1(x−2 ,x
−
4 ;ε
−
1 ) =

1
x2
− x2

4 +4− ε1 ≤ 0 (23)

g3(x+2 ,x
+
4 ) = x3

2 +2x4−P1 ≤ 0 (24)
εL ≤ ε1 ≤ εU (25)

We can use this same problem to illustrate some of the
underlying model transformations involved in the redesign
principles. In this problem it is clear that the span of the
Pareto set between will be defined by x2, x4 g3 and εL. While
x2 and x4 are trade-off variables, x1, x3 and x5 are harmonious
variables, albeit not shared between objectives. The activity
of g1 makes x4 a trade-off variable, the activity of g2 makes
x2 a trade-off variable, while the activity of g4 introduces a
parasitic contribution of +4 to c1. Thus, following the opti-
mality principles, there are different routes improvement to
be explored in a design change process:

x4 As it is caused by g1, we could either try to apply scale,
flip and separate principles to x4 in g1, or to x1 in f1.

x2 As it is caused by g2, we could either try to apply the
scale, flip and separate principles to x2 in g2, or to x3
and x2 in f1.

x5 We can either remove its influence on c1 or relax g4.

There are many options available and, in a design context,
some of these would be more practical than others. If we
imagine that we were able to identify design changes that
substitute x2 in g2 with a new variable, x6, and substitute x4
in g1 with x5, the resulting reduced problem becomes:

min. f1(x−2 ) = 16− x2 +
1
2

x2
6 +2x6 (26)

s.j.t c1(x−2 ,x
−
4 ;ε
−
1 ) =

1
x2
− x2

4 +4− ε1 ≤ 0 (27)

g3(x+2 ,x
+
4 ) = x3

2 +2x4−P1 ≤ 0 (28)
εL ≤ ε1 ≤ εU (29)

With these changes, the problem is now poorly bounded,
meaning a constraint bounding x6 needs to be introduced.
When this is done, it is simple to evaluate whether the
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Fig. 7: Configuration Redesign Process - A redesign procedure supported rigorous analysis

changes are an improvement by inspecting the bounds. So
long as 16 ≤ 4x4

2 , and x6 ≤ x2, not only is the optimum of
the new design a dominant minimum rather than a set, it also
dominates the Pareto set of the old design. This illustrates
how we utilise the configuration redesign principles to steer
the exploration of design changes and the output of the orig-
inal MOMA to evaluate the effect of said changes, namely,
the concurrent evaluation and exploration of design changes.

3.3 Configuration Redesign Process
The previous sections may seem excessively formal

compared to many design frameworks. However, without
the insights MOMA and εMA provide, one might introduce
changes to eliminate dependencies or relax constraints that
have no bearing on the Pareto set or even accidentally worsen
the set. Ultimately, the above principles come down to a
more targeted approach for dependency reduction and con-
straint relaxation. These are design practices that are already
widely advocated [2, 3, 12, 13, 18, 26].

As alluded to, the strategies within the same principle
are mutually exclusive. For example, we cannot make an ob-
jective function independent of a trade-off variable through
separation while also scaling the same variable. Depending
on the problem, some design changes are also more influen-
tial or easier to implement than others. Thus, it is beneficial
to map out all options for improvement after analysis and se-
lect the most promising ones, rather than randomly applying
the principles. While the strategies and underlying princi-
ples have a quantitative foundation, the designer must still
determine which principle to apply to each variable and con-
straint, and in which sequence. As summarized in Fig. 7,
we thus propose a systematic configuration redesign proce-
dure involving said mapping and prioritization steps between

analysis and design change. A critical element in this is the
use of a prioritization scheme in Step 3 to identify a redesign
sequence. We suggest the following scheme, which is deter-
mined by two factors; the magnitude of the potential influ-
ence of the change and the ease of implementation:

1. Eliminate parasitic influences.
2. Leverage the harmonious variables, attempting relax-

ation rather than shifted bounds when possible. Only
leverage the variables that:

• influence multiple objectives,
• have a multiplying effect on a trade-off variable.
• are bound by a constraint with a comparatively

high Lagrange multiplier.
• are actively constrained in a manner that intro-

duces a new trade-off variable or a contribution to
a Pareto constraint

3. Relax Pareto constraints that depend on more than one ε̃

variable and/or are globally active
4. Align trade-off variables in an order based on the num-

ber of influenced objectives and on the relationship be-
tween F∗ and x∗. To avoid increasing system complex-
ity, apply flipped monotonicity over the other strategies,
and separate over scale unless separation only is possi-
ble through the introduction of new variables.

5. Leverage remaining harmonious variables and relax re-
maining Pareto constraints

The underlying logic behind this scheme is to ensure that
independent issues and design errors (i.e., parasitic contribu-
tions) are handled first, followed by the changes that result
in the largest improvement to the Pareto set. The step or-
der is defined based on the observation that the globally ac-
tive Pareto constraints and the harmonious variables in Step
2 will, in most cases, exceed the influence of single trade-
off variables. Alternatively, one could base the sequence on
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Fig. 8: An overview of the components and functionality of the SOMA device (adapted from [29])

objective weighting. The overall process is suggested to in-
crease the likelihood of successful redesigns. It can be used
iteratively and requires a combination of analysis, qualitative
reasoning, engineering judgement, and creativity.

4 Case - Design of the SOMA Device
The Self Orienting Milimeter-Scale Applicator

(SOMA), is a medical device for oral delivery of phar-
maceutical protein compounds such as insulin. Such
compounds cannot otherwise be administered orally as the
gastric system breaks down large proteins by its nature, and
are thus administered using needle-based injection devices
today. First described by Abramson et al. [29], SOMA was
still in early development at the time of the present study.
When swallowed, SOMA falls into the stomach, where it
self-orients into a stable position on the lining of the stomach
thanks to its shape and mass distribution. Once oriented,
a compression spring (4 in Fig. 8) injects a milipost of
pure insulin (6) or another Active Pharmaceutical Ingredient
(API), penetrating into a deep enough tissue layer to reach
capillaries, resulting in systemic uptake as the milipost
dissolves. This injection is triggered by a plug (3) which
dissolves upon contact with liquid, allowing the compliant
snap features on the hub component (2) to pass through a
ratchet interface on the top housing (1).

The SOMA device presents a number of interesting de-
sign challenges. It must reliably deliver a large enough
amount of API to meet the dosage needs of patients without
compromising the self-orientation performance or injection
depth, while being small enough to be swallowed without
discomfort. Hence, SOMA was used in [28] to demonstrate
the use of Pareto set dependency analysis, applying it to a
4-objective optimization model in upper-bound form:

min f1(x) =−

p=8

∑
p=1

mp · (Cp +Zp)

(lt1 + lt2 + lb1) ·
p=8

∑
p=1

mp

(30)

s.j.t c1(x;ε1) = dt1− ε1 ≤ 0 (31)

c2(x;ε2) = ε2−ρ
π

4
d2

n1

(
ln1 +

1
3
· ln2

)
≤ 0 (32)

c3(x;ε3) = ε3−

√
2
(

g+
Fs

macc

)
zacc ≤ 0 (33)

g(x)≤ 0 (34)

h(x) = 0 (35)

x,ε ∈ P (36)

where f1 is a self-orientation objective, maximising the nor-
malized distance, Zcm, between the top of the device and the
system centre of mass, Cm. This contains intermediate func-
tions; mp describing the mass of each part in the device, Cp
the centre of mass in each part, and Zp the vertical position of
each part. c1 is the bound size objective, minimizing dt1, as
pill swallowability is proportional with their minor diameter
[36]. c2 is the bound API capacity objective, maximizing the
mass of the needle. Finally, c3 is the bound velocity objec-
tive, maximising the velocity of impact between needle and
tissue. Here, Fs is a nonlinear expression for the accelerat-
ing force, macc the mass that is accelerated, zacc the stroke
between the initial position of the needle tip and the gastric
tissue, and g is gravity. Constraints such as geometric fits,
manufacturability, and structural load cases, are represented
by g(x), while h(x) mostly accounts for the shape of the de-
vice. In this paper, we demonstrate the application of the re-
design methodology, using the analysis results presented in
[28], which are described briefly for the sake of exposition.

4.1 Results of Pareto-set Dependency Analysis
The optimization results [28] (shown in Fig. 11) re-

vealed the trade-offs involved in the design of SOMA. The
size-related trade-offs are of special importance, as the US
FDA recommends that the minor diameters of capsules do
not exceed 8.35mm to avoid medical complications [36].
While this is infeasible in the current design, it is possi-
ble to stay below Ø9.91mm, the largest standard capsule
size. However, this comes at the cost of self-orientation and
impact velocity. Applying MOMA revealed several trade-
off variables, see Table 1, such as the spring wire diame-
ter (dps2), needle length (ln1), position of the split between
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Fig. 9: An overview of the design variables in the SOMA and the key drivers of trade-off identified through analysis in [28]

top housing and base (lt2), and device diameter (dt1). Vari-
ables such as spring coiling diameter (dps1), number of active
windings (na), and trigger arm overlap (δnh) were found to
be harmonious. Combined with εMA post computation, the
causes of the trade-offs (also shown in Fig. 9) become clear:
1. Radial fit: The glb of spring coiling diameter, dps1 is de-
termined by a constraint stemming from that the spring needs
to fit around the trigger, g5 = dp+2δnh+dps2−dps1+6Rcl +
4Rwt ≤ 0. Here, Rcl and Rwt are radial clearance and wall
thickness parameters respectively. Back-substituting this glb
and the bound size objective, c1 = dt1− ε1 ≤ 0, yields:

min. f1(l−t2,d
+
t3,d

+
ps2,δ

+
nh,d

+
p , ε̃1

−) (37)

s.j.t. c3(l−t2,d
−
ps2,d

+
p ,δ

+
nh, ε̃1

−;ε3) (38)

g1(ε̃1
−, l+t2,d

+
ps2,d

+
p ,δ

+
nh) = 2dps2 +2δnh +dp

7mm−

√
2(CT ε̃1− lt2)ε̃1

CT
− (CT ε̃1− lt2)2

C2
T

≤ 0

(39)

where ε̃1 is the device diameter objective-variable and Ct is
the device height-width ratio parameter. The radial fit con-
straint g1 which stems from the fits between the upper and
lower housing, is now a Pareto constraint. When g1 is active,

any increase in spring wire diameter results in an increase
in device size, a reduction in trigger overlap, or a reduction
of lt2. In [28], g1 was indeed found active at the 3-objective
Pareto frontier between f1, c1, and c3, and violated in the re-
gion between the frontier and the utopia point. The constraint
essentially prevents the device size from being minimized
without reducing the space available for the spring and trig-
ger, or shifting the housing snap upward to the widest point
of the device meaning lt2 = lt2 = 0, which in turn moves the
centre of mass upwards, worsening self-orientation.
2. Boundedness of the trigger: Prior to computation, the
harmonious variables dp and δnh were bound by a condition-
ally critical set of constraints. Looking at constraint activity
at the bi-objective Pareto frontier between size and velocity,
revealed a locally active glb of dp, g10 = 2δnh−dp−Rcl ≤ 0,
which prevents the trigger arms from colliding with each
other thereby jamming the device. Further, a stress criterion
for the trigger interface, g11(d+

ps2,δ
−
nh), is globally active and

is now critical w.r.t. δnh. As it has no closed-form solution,
its implicit solution and back-substitution into Eq.39 yields

g1(ε̃1
−, l+t2,d

+
ps2) = 2dps2 +4δnh(d+

ps2;σIF)+7mm

−

√
2(CT ε̃1− lt2)ε̃1

CT
− (CT ε̃1− lt2)2

C2
T

≤ 0
(40)
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where σIF is the allowable interface stress in the trigger. In-
serting this into the glb of the spring coiling diameter yields
dps1 = dps2 + 4δnh(d+

ps2;σIF) + 6Rcl + 4Rwt . This implies
that the activity of g10 and g11 multiplies the influence of
dps2 upon the trade-off of velocity against size and self-
orientation, as any increase in dps2 results in an increase
in both dp and δnh, all contributing to size and mass. Fur-
ther, any decrease in dps1 also decreases the size of the load-
bearing area in the trigger. These dependencies, specific to
the Pareto-set, mean that the spring force can only be in-
creased to a certain point for a given device size. Beyond
this point, the device would fail due to high static interface
stress or simply not fit together radially.
3. Vertical fit of internal components: The impact veloc-
ity is determined by the force profile exerted by the spring,
system mass and frictional resistance, and the acceleration
stroke distance between the tip and tissue (zacc). Given that
the internal parts in the SOMA device are mounted in a ver-
tical series, zacc is involved in the following constraints:

h8 = Rwt +(na +nd)dps2 + lnh2 + lnh1 + ln1 + ln2

+zacc− lb1− lt2− lt1 = 0
g20 = lb3 + lv1 +Ptol− zacc ≤ 0

(41)

Through MOMA and computation, several constraints were
found to be active, meaning that lnh1 = 1.5mm, lnh2 =
5/2Rwt , lt1 = Ctdt1, nd = 1.5 . Following the reductions
introduced previously, na is bound from below by a spring
yield limit criterion, meaning that na = na(d+

ps2,z
+
pre;σps),

where σps is the spring’s yield limit. Solving h8 for zacc and
back-substituting these terms into the expression yields:

zacc =Ctdt1 + lt2 + lb1− (na(d+
ps2,z

+
pre)+1.5)dps2

−ln1− ln2−1.5mm−7/2Rwt
(42)

If one were to disregard the effect of constraints, zacc might
have seemed to be an independent variable to be used to op-
timize the impact velocity. However, these constraint activ-
ities have resulted in an expression that introduces trade-off
variables into c3 upon back substitution, namely ln1 and ln2,
and increases the trade-off through dt1 and dps2. This also
means that g20, a locally active constraint that prevents the
needle from protruding through the valve before injection,
contributes to the trade-offs involving all four objectives.
4. Assembly Features: The housing snap (db4 − db3 =
2Rov = 1.2mm) and the cylinder on the top housing which
seals the valve against the base, are assembly features that
result in parasitic contributions that detrimentally affect the
Pareto set. These contribute to the trade-offs between self
orientation, velocity, and device diameter, given that they af-
fect the relationship between the achievable device size, and
the position of the housing split lt2 (through g1). Similarly,
the needle attachment (lnh1) affects the set through the ax-
ial constraints (g20 and h8). Hence, any design change that
eliminates these contributions would improve the Pareto-set.

dt1 lt2 ln1 dn1 dps1 dps2 na dp δnh

f1 - - + + + + + + +

c1 + (+) (+) (+) (+) (+) (+) (+)

c2 ( -) - - (+) (+)

c3 - + + + - + + +

Table 1: The monotonicities of the objectives w.r.t. variables
of interest, before εMA. Parentheses indicate a local depen-
dency caused by constraint activity.

4.2 Redesign Mapping, Sequencing, and Exploration
Clearly, several dependencies cause trade-offs and

worsen the Pareto set, most notably that the spring fits around
the trigger. Any increase in spring force via dps2 results in a
larger trigger system to increase the load-bearing area, in-
creasing the device’s size. Further, dps1, an otherwise influ-
ential harmonious variable, affects the trade-offs given that
reducing the coiling diameter reduces the space available for
load-bearing geometry. This worsens the influence of dps2
on size and self-orientation. As the optimal device diame-
ter, ε̃1, is determined by a radial fit constraint, it also seems
inopportune that the spring force is absorbed over an area in
the radial direction. As such, a trade-off will always exist be-
tween velocity and size unless we find a more space-efficient
way of distributing the load while making the dps1 less de-
pendant on the trigger design and vice versa.

The serial vertical arrangement of the internal compo-
nents results in several trade-off variables; it also causes a
trade-off between velocity and API payload, as the needle
length ln1 cannot be increased at the optimum without re-
ducing the acceleration stroke zacc or the spring length (and
thereby dps2). Further, na(d+

ps2,z
+
pre;σps) multiplies the nega-

tive influence of dps2 on self orientation, as the spring mass is
mounted at the top of the device. Finally, the parasitic contri-
butions introduced by the assembly features in crucial cross-
sections detrimentally affects the Pareto set. After mapping
out the redesign options to solving these issues, we used the
redesign sequence procedure along with the Lagrange mul-
tipliers and variable-objective plots to identify the following
sequence of changes:

1. Eliminate parasitic contributions: Reduce or elimi-
nate the parasitic contributions of the housing snap and
needle-hub interface upon the radial and axial fits, and
upon the objective functions. Reduce the volume/mass
of the plastic components when possible. Explore alter-
native linear guides for the needle hub and sealing prin-
ciples for the valve component.

2. Shifted bounds: Shift dps1, leveraging its harmonious in-
fluence, which is to the third power w.r.t. velocity.

3. Pareto constraint dependency reduction: In some activ-
ity cases, the trigger interface stress becomes a Pareto
constraint of the form g11(ε̃1

−, ε̃3
+;σIF). Reduce the

geometric dependency between the spring and trigger,
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Design changes
Trigger redesign: Building 
on the changes made in 
iteration 1, the ratchet based 
triggering mechanism has 
been replaced with a wedge 
design which is also loaded 
in tension. Hence the spring 
force is distributed over a 
larger surface than before.

Optimality Strategy
g1

*(ε1
-
 ,dps2

+
 ,lT2

+) -  The radial 
fit constraint is now independent of δnh which is critically 
constrained by the load constraint g42

*(dps2
+

 ,δnh
-) at veloc-

ity Pareto frontiers. g42 is in effect a Pareto constraint, as it 
depends on dps2 .Unless another radial fit constraint actively 
bounds the outer diameter, dt1, the spring force and the load 
bearing surface in the trigger can now be increased, without 
increasing the size of the device beyond the contribution of 
dps2 (Pareto constraint dependency reduction)

Impact
After the 2nd iteration, the combination of size and velocity 
comes down to how much stress the loaded plastic compo-
nents can withstand under long term static loading. Here, this 
issue has drastically been reduced, as the load is distributed 
over an additional dimension. In introducing a new degree of 
freedom affecting the size of the this load bearing area, we 
can effectively decrease the size of the device further, without 
compromising the shelf life of the device.

Design changes
Actuation: The spring has  
been replaced with a 
telescopic tension spring 
to allow the spring coil to 
pass through itself. As this 
spring is self-centering, the 
cylindrical guide can be 
removed, by using the valve 
to prevent tilt, ensuring that 
the needle exits the device.

Optimality Strategy
dps2 - The wire’s influence on f1 is multiplied by na and dps1 
and its mounting height. Inverting the spring scales its’  
negative influence and made it geometrically independent  
of the trigger. (scale trade-off variable and bound shift).

zacc - This inversion also allows the elimination of the contri-
bution of na·dps2 from h8, which determined the achievable 
acceleration stroke, zacc. Hence, we have leveraged a har-
monious variable and shifted g20, which causes a trade-off 
between velocity and API payload.  (bound shift)
Impact
This iteration addresses the trade-off between self orientation 
and velocity. Previously, we have primarily leveraged harmo-
nious variables. Here, we aligned a trade-off variable, by shift-
ing the spring mass downward. We have also radically shifted 
the upper limit of the acceleration stroke which is mass-less. 
Yet, this comes at the cost of a new dependency between the 
amount of spring material and the device diameter.

Design changes
Sealing ring: The layout of 
the top housing, sealing 
ring, and spring, has been 
changed. Instead of creat-
ing a seal against the top 
housing inside the spring, 
the sealing ring fits around 
the spring, allowing a 
stiffer conical spring.

Optimality Strategy
dps1 - The sealing ring 
diameter, ds1, has been re-
moved from the GLB (bound shift). The new conical spring 
coil has the smallest possible coiling diameter beyond 
placing the trigger arms around the spring, which would 
cause molding issues.

Impact
Combined with the changes made in the first iteration, 
this iteration has reduced the trade-off between velocity 
and size, and between velocity and self-orientation. The 
bounds on two important harmonious variables, dps1 and 
Zacc have been shifted. In doing so, two wall layers became 
redundant, meaning two Pareto constraints - g1 (radial fit) 
and g20(axial fit)  - are shifted by the removal of parametric 
contributions. The reduced trade-offs still exist however, 
especially due to the activity of the trigger interface load 
constraint, which increases the size of the trigger overlap, 
affecting device size as the spring force is increased.

Design changes
Trigger: The ratchet arms 
have been inverted to 
work in tension rather than 
compression. 
Assembly: The inter-
face between top and 
base housings has been 
changed to a female-male 
snap feature. The interface 
between needle and hub 
has also been changed 
from a shaft to a hole.

Optimality Strategy
dps1 - The plug diameter, dp, and two wall thicknesses 2Rwt, 
have been removed from its GLB (bound shift). 

wnh - With the trigger arms flipped, the LUB of their width is 
no longer determined by a mold tool constraint  
(constraint relaxation) 
 
g1

*(ε1
-
 ,dps2

+
 ,lT2

+,δnh
+) - The contribution of dp , 2Rwt, 2Rov has 

been removed (Shift Pareto constraint)

Impact
dps2 and lt2 are some of the driving trade-off variables bet-
ween self-orientation, impact velocity, and size. By relaxing the  
multiobjective Pareto constraint, and by shifting the bound 
of their shared harmonious variable, dps1,  the optimum of all 
three is improved. However, the sealing ring diameter, ds1, is 
now a part of the GLB of dps1 and ε1.

1
FLIPPED TRIGGER

2
FLIPPED SEAL

3
WEDGE TRIGGER

4
FLIPPED ACTUATOR

Fig. 10: Redesign iterations supported by the systematic application of the Principles of Optimality Improvement. Note that
these are only principle sketches and do not reflect relative sizing.
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Fig. 11: A head-to-head comparison of the original configuration (grey) against the 2nd redesign (blue), the Flipped Seal.
The 4D Pareto-set is shown with a 2D projection showing the bi-objective Pareto frontiers between each objective pair, which
shows how the redesign is a clear improvement on all accounts. The relative size of the two designs is to scale.

making the radial fit constraint g1(ε̃1
−,dps2

+
, lt2

+
), and

the g11 less interdependent. Attempt this by changing
the working direction of the trigger interface to add ad-
ditional degrees of freedom, resulting in a new interface
stress criterion (which is currently globally active).

4. Scale Trade-off Variable: Reduce the influence of dps2
upon size and self-orientation by to moving the spring
closer to the centre of mass - e.g. using a tension spring.

5. Shifted bounds: Eliminate the contributors to h8 that re-
duce zacc.

6. Eliminate Parasitic Contributions: Reduce the vol-
ume/mass of the plastic components when possible. Ex-
plore alternative linear guides for the needle hub and
sealing principles for the valve component.

The application of this sequence of redesign principles
led to a series of redesigns shown and explained in Figure
10. The design changes are relatively simple, and are essen-
tially analogous to well known redesign heuristics, namely,
inversion [3, 5, 13, 15] and change in working direction/load
path [3, 5, 13], and contributor reduction [3, 12].

In the 1st iteration shown in Fig 9.1, the trigger arms are
inverted to work in tension. The plug can now move upward,
meaning the spring coil can in part be shaped independently
of the plug as the trigger arms are flexible. This allows a
slimmer, stiffer spring and an increased zacc, and eliminates
a mold tool constraint which limits the achievable trigger arm
width. The housing snap and needle-hub interfaces have also
been changed from overlaps to holes. The 2nd iteration shifts
the glb of dps1 further by moving the seal outside the spring.
A stiffer conical spring can thus be used. Now, δnh is de-
termined by the outer shape of the device and the length of
the trigger arms, as they can flex inside the spring during in-

jection. The 3rd iteration replaces the trigger with a conical
wedge-like interface. This change in working direction adds
a degree of freedom to the trigger interface design, changing
the primary loading direction from radial to axial, allowing
the spring to be stiffened without reducing the load-bearing
area. In the 4th iteration, the spring is replaced by a tension
spring, making the trigger and spring geometrically indepen-
dent. This also increases zacc by eliminating the dependency
between spring length and needle length, all the while re-
ducing the impact of the spring’s mass upon self-orientation.
Interestingly, none of these redesign iterations involve dras-
tic changes, such as additional components or a change in
working principle. The use of analysis has guided the identi-
fication of simple changes that will substantially impact the
optimization model and hence the Pareto set.

4.3 Redesign Evaluation
We built an optimization model to compare a redesign

with the original SOMA as a form of validation of improve-
ment according to Definition 3. For brevity, we limited the
comparison to a single design selecting the 2nd redesign. It
required relatively few modelling changes while still em-
bodying influential changes of the configuration design.

The original optimization model was rebuilt with new
constraint functions to reflect the new part fits, updated ex-
pressions for mass distribution to reflect the changes in ge-
ometry, and changes in spring equations to reflect the con-
ical shape. The model structure, governing equations, and
level of detail remained unchanged. This model was run
with 200.000 iterations, with εL = [7mm;1.5mg;10m/s] and
εU = [11.5mm;5mg;45m/s]. The results in Fig. 11 show the
new Pareto set lying beyond the original one. For the union
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of the Pareto sets, CU = C0 ∪ C2 the meta Pareto-set was
found to only consist of solutions from the 2nd redesign, i.e.,
C̆ = C2, and the single-objective optima of self-orientation
has been improved by 2.63%, the size by 12.41 %, API pay-
load by 11.11%, and velocity by 37.68%. We can thus con-
clude that the redesign is, in fact, a design improvement, as
it meets the criteria in Definition 3. For the subsequent re-
designs, it is likely that the achievable combination of impact
velocity and self-orientation is improved even further, as the
design changes are aimed at increasing the load-bearing area
in the trigger system and shifting the centre of mass down-
ward while increasing the acceleration stroke.

5 Discussion
With the methodology presented here, a degree of rigour

is brought into the iterative design process, allowing the de-
signer to utilize optimization to qualify the introduction of
design changes. Thus, it is not singularly a configuration
design or design optimization methodology - it is both. As
seen with the SOMA device, the actual changes required to
achieve an improved Pareto set can be relatively simple. In-
version, change of working direction, and changes to how
the components fit together. Still, the impact on the Pareto
set is substantial, as seen in the dominance of the Flipped
Seal redesign over the original design.

One could argue that the presented methodology is a for-
malization of how experienced designers work, with their de-
cisions largely being based on knowledge of trade-offs [13,
24] and active constraints [2, 26]. They often exhibit a degree
of opportunism in identifying and solving issues by obviat-
ing dependencies that negatively affect performance and fea-
sibility. This may allow them to synthesize designs that are
easier to optimize, merging compatible functionality in cer-
tain subsystems/parts while separating functionality that is
not. The proposed method shows its benefits by forcing de-
signers to identify, understand, and mitigate the weaknesses
of their configuration designs, potentially breaking fixation
in the process. This might be especially useful for design
tasks not met previously.

The methodology has its limitations. The most obvi-
ous one is that the analysis involved would seem onerous
to most designers. Here a cost-benefit mindset comes in: if
the benefit gained through redesign is accrued over a produc-
tion volume counted in millions or billions (as is the poten-
tial with SOMA), then the cost of analysis becomes almost
trivial. Another limitation is that the methodology’s success
depends entirely on whether all objectives and constraints
of importance have been taken into account in the model.
Therefore, the importance of a restrained approach to apply-
ing the redesign principles cannot be understated. If there is
some tacit constraint or objective involved or one which the
model simply does not consider, we must keep those in mind
when introducing design changes.

The redesign procedure is opportunistic, as it is based
on monotonicity analysis. Hence, it may not always be ap-
plicable. For designs with non-monotonic objective and con-
straint functions, the effort involved in understanding the

changes in monotonicity across the design space can be pro-
hibitively time consuming or inconclusive. As noted al-
ready, cases such as SOMA may warrant the effort. Occa-
sionally, one might perform the model reductions in MOMA
and εMA using numerical data (i.e., post-optimality) instead
of formal monotonicity analysis, as discussed in [28]. One
might also handle more complex problems by applying the
redesign principles on a different level of abstraction, e.g., at
the functional architectural level, looking for redesign oppor-
tunities that redistribute functionality across the subsystems
and parts. Alternatively, one might also use the methodology
to explore a part of the system, e.g., to understand a trade-off
issue between a pair of essential objectives.

When introducing design changes, situations might arise
where new trade-off variables are introduced, such as in the
flipped actuator redesign of SOMA. Here, the new spring de-
sign introduces new trade-off variables between impact ve-
locity and device size. Certain changes might also be incom-
patible, resulting in trade-offs between design changes. In
such situations, it would be necessary to quantify the influ-
ence of these changes.

Finally, when introducing configuration design changes
iteratively, there will likely be a degree of path dependency.
Despite it relying on the outputs of analysis and optimization,
our sequencing approach is heuristic, and the final redesigns
will depend on the early iterations. This can be overcome in
part by exploring solutions before implementing them, but
this still does not guarantee compatibility. A pragmatic ap-
proach of letting the relative importance of the objectives af-
fect the sequence can be worthwhile. For example, if there
were no swallowable designs in the Pareto set of the original
SOMA, then it would have made little sense to start mitigat-
ing trade-offs between self-orientation and impact velocity.

6 Conclusion
The question of systematic configuration design is a

challenge for design and optimization research. In practice,
it is mainly driven by the skill and experience of the de-
signer rather than the application of a clear design theory.
In this contribution, we have expanded upon previous work
on multiobjective monotonicity analysis to demonstrate its
application in configuration redesign. The result is a rig-
orously founded methodology that enables the designer to
identify design changes to improve on all objectives and re-
duce or eliminate trade-offs represented in the Pareto set.
When applied systematically, the result is performance be-
yond what is achievable through proportional or paramet-
ric optimization alone. We demonstrated this capability the
SOMA device. A new optimization model comparing the
2nd redesign iteration with the original design was built to
show the method’s validity. This revealed a substantial size
reduction and increase in impact velocity without worsening
self-orientation or API payload. Such analysis and redesign
methodology empowers designers to explore better configu-
ration designs systematically.
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1 INTRODUCTION  

In mechanical engineering design it is generally accepted that trade-offs between design-objectives 

will inevitably need to be made in the development process. Most systems are integrated, meaning that 

their individual components and subsystems each contribute to several functions and requirements, 

and often do so simultaneously. This tendency, which seems to be growing, is driven by two factors:  

1. Competitive pressure - the success of new products is generally reliant on increased functionality 

and/or improved performance, and product developers will therefore commonly strive to add new 

features and sub-functions that bring added value to the user or optimise the existing design. 

2. Associated cost - production companies aim for driving as much functionality with as few 

components as possible, in order to ensure cost efficient and reliable products. 

The result is products that are becoming increasingly complex to develop (Arthur, 1993), given a 

growing amount of constraints and interdependent design objectives. No product can be infinitely 

accurate, durable, efficient, robust, user friendly, manufacturable, cost effective, etc. In order to find 

the correct balance between the many objectives a product is designed toward, numerous trade-offs 

need to be either solved or managed systematically throughout the design process. As a consequence, 

product development can be a highly iterative process, where the design is gradually refined until the 

required functionality has been achieved and an acceptable compromise between all design objectives 

is reached. The aim of this contribution is to show that there is a lack of a comprehensive way for a 

design engineer, faced with a design trade-off, to decide between accepting the trade-off, optimising 

the design, or making a design change to avoid the trade-off. As a consequence, realising the design 

may require tighter tolerances and lesser performance than originally foreseen in the preliminary 

phases, with a design process that is correspondingly more prone to loopbacks that lead to delays. 

2 THEORETICAL BACKGROUND 

The development of new products often follows a structured process (Pahl & Beitz, 1996) with a 

defined set of phases, each becoming more specific and detailed until the product is complete. 

Decisions made early in this process are decisive for the downstream workload. The process of 

geometrically realising the functional intent and layout of the final product - often coined embodiment 

design - determines the limits of its achievable performance (Papalambros & Wilde, 2017), and 

robustness (Andersson, 1997). Yet as discussed by Andreasen & Howard (2012), this process is ill 

supported by existing methodology. As such, it seems that most late design changes and development 

lead-time can be traced back to decisions made during embodiment (Vianello et al., 2012).  

Most optimisation and robust design methods are highly dependent on knowledge that is not 

necessarily available at an early stage of development and are therefore often applied at least after a 

preliminary embodiment has been developed (Papalambros & Wilde, 2017), (Ebro & Howard, 2016). 

As a result, a lot of existing design methodology aimed at the embodiment phase is based on heuristics 

e.g. (French, 1971), (Pahl & Beitz, 1996), (Matthiassen, 1996), (Anderson, 1997), and DfX (Olesen, 

1992). Yet the challenge in most of these is that their application is mostly limited to single functions, 

single domains e.g. structural design, hydraulics, and single dispositions, (c.f. DfX). In the context of 

the embodiment of mechanical systems, there are however several domains (especially in multi-

physical design situations) and dispositions to take into account, and as Mattiassen (1997) remarked, 

no universal design principle can meet all design requirements. This is then further complicated when 

the designer has to realise multiple functions and sub-functions in the same system. 

Few specific embodiment heuristics exist within the question of functional integration, perhaps due to 

the infinite amount of combinations of working principles and design requirements that could feasibly 

exist in the same system. Yet the importance of allocation of functionality amongst the components in 

a system is covered by numerous sources from different perspectives, e.g. division of tasks (Pahl and 

Beitz, 1996), integration and differentiation (Matthiassen, 1997), merging and segmentation 

(Altshüller, 1984). However, none of these answer the question of how or when to integrate 

functionality into fewer components, and when to differentiate. Yet from a production perspective, 

integration can have significant benefits; cf. design for manufacture and assembly (Boothroyd, 2002). 

Functional allocation in a system can have a significant detrimental impact, if the wrong functions are 

integrated into the same subsystems. Integration implicitly involves designing geometrical features or 

system properties that contribute to multiple design objectives - either simultaneously or in different 
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functional states. Increasing integration in other words creates dependencies. A natural consequence of 

integration in design, dependencies can both have a positive and negative impact on a design: 

 Positive in the sense that they allow more functionality to be fulfilled without increasing the 

amount of sub-systems, parts, or even geometrical features. 

 Negative in situations where the dependencies leads to a design trade-off, where two or more 

objectives have conflicting relationships to same geometry 

Herein lies the reason as to why no universal design principle exists to meet all design requirements; 

as argued Pahl and Beitz (1996), it can be difficult or impossible to optimise the “carrier of several 

combined functions”. Implicitly, multifunctional products will always require trade-offs to be made. 

Given that design principles are generally made with few objectives in mind, following these 

otherwise useful recommendations will inevitably come with a cost in form of a trade-off with other 

objectives within the system. Take the commonly cited “Provide short direct force paths” principle 

(French, 1971/Pahl & Beitz, 1996). While it definitely has benefits from a structural design 

perspective, it directly contradicts Matthiassens’ (1997) principle integrate for coordinated outputs 

which aims at ensuring accuracy and coordination between subsystems in machine by using a shared 

power input, which of course results in longer force paths than otherwise. As a result, designers are 

left to rely on experience and intuition to create good designs, as shown by Ahmed et al. (2003), who 

found that experienced designers are much more likely to be aware of trade-offs. 

Several existing frameworks address dependencies between requirements in design. All involve some 

form of dependency identification and assessment, with some aimed at supporting synthesis that aims 

at reducing the negative impacts of dependency. Dependency modelling methods are widely applied in 

design. An example of such, is the design structure matrix (DSM), which is used to qualitatively 

identify dependencies in complex system development, addressing aspects such as modularity, task 

coordination, system optimisation, and system integration (Eppinger & Browning, 2012).  

More quantitative approaches to trade-offs are however widespread in the context of optimization, 

decision support and design space exploration. Examples include hybrid trade-off strategies (Otto et al., 

1991), the compromise decision support (Mistree et al., 1993), and trade-space exploration (Ross et al., 

2004). These however all aim at finding the best solution in a system influenced by trade-offs, rather 

than changing the system itself. The field of optimal design is aimed at identifying the best 

combination of parameter values given a set of objectives, constraints, and dependencies. Dependency 

mapping - for instance functional dependence trees (Wagner, 1993) - is used for model partitioning, 

and decomposition in optimisation, in an effort to simplify model definition and reduce computational 

cost. Optimisation often involves finding the best trade-off between two or more objectives within a 

set of constraints. Yet at the same time, the optimisation field does not necessarily question whether 

the design itself is worth optimising - whether it is sufficiently optimisable, or whether the objectives 

involved are so conflicting and hence limiting, that alternative embodiments might be worth exploring.  

Methods related to design dependency aimed at the support of synthesis also exist. An example of 

such, is Axiomatic Design (AD) (Suh, 2001), which states that any form of dependency - termed 

coupling - is detrimental to how well a system will function, and should therefore be avoided or 

reduced. Another example is TRIZ (Altshuller, 1984), a knowledge-based inventive problem solving 

framework, which aims at supporting invention through identification and removal of so-called 

contradictions, which are incompatibilities between design objectives.  

Interestingly, Ahmed et al. (2003), found that strategies to identifying or avoiding design trade-offs is 

largely based on tacit knowledge in industrial practice. This surely creates additional challenges in 

original design, given that experience is less useful when designers are met with design tasks and 

issues they have not faced before. When designing a multi-functional product, how does a designer 

then ensure that the decisions made during the embodiment phase, do not result in trade-off situations 

at a late stage of development, where the only recourse is constrained optimisation or acceptance? If 

the product could be embodied in such a way, that the aforementioned situation is avoided, then the 

development lead time for new complex products, and the importance of experience would be 

reduced. As discussed, heuristics are not necessarily sufficient in helping designers allocate 

functionality across a system, in a way that secures robustness and high performance. Meanwhile, the 

applicability of methods related to dependency can be limited in mechanical design given that: 

1. Dependency modelling methods such as DSM, are qualitative and knowledge intensive in nature. 

Requiring a substantial insight into the workings of a design, DSM would also result in a 

substantial workload if one were to aim at identifying all the dependencies in a system, across 
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all levels of abstraction. While these methods are certainly valuable in the decomposition of 

complex systems, and the identification of dependencies, they do not necessarily aid the 

designer in then determining the impact of the dependency, and what to do about it. 

2. Design optimisation methods and quantitative trade-off studies are mostly applied after a concept 

and embodiment has been defined, generally only adjusting the parameter design within the 

limits of the embodiment itself. Driving design and redesign activities with these is as such 

relatively time consuming, as it implies an iterative, knowledge intensive approach. 

3. According to the first axiom of AD, the ideal design would be fully differentiated, meaning that 

each functional requirement is met by a unique set of design parameters. This implies little to no 

integration, and would therefore in practice often require a larger number of components to fulfil. 

This in turn increases the information content, in conflict with the second axiom. Similarly, Frey 

et al. (2007) found that increased coupling is not necessarily detrimental, when studying the 

relationship between part count and performance. What AD as such fails to capture, is that 

couplings can in fact have a positive effect on performance and robustness.  

4. Being aimed at invention rather than mechanical design specifically, TRIZ is of a general nature, 

spanning any type of contradiction in any product. It is also fairly limited in its uptake in practice, 

often attributed to its’ perceived enigmatic nature and complexity (Ilevbare et al., 2013). Frey et al. 

(2007) also did not find the law of ideality to be consistent with their observations from practice. 

Given some of these challenges, Göhler and Howard (2015) put forward a metric, the contradiction 

index, introducing the notion that not all couplings need to have a negative impact. Their work 

combines AD, the notion of contradictions with system complexity considerations from DSM. The 

metric was meant as an indicator of robustness to be applied at an early stage of development- Göhler 

et al. (2016) later found a significant correlation between this index and system robustness. This begs 

the question; how can designers avoid distributing functionality in a way that results trade-offs? 

3 TRADE-OFFS IN ROBUST MECHANICAL DESIGN 

Achieving a design where all objectives are independent is unrealistic in practice. Design objectives 

will by interdependent be it due to design integration caused by e.g. manufacturing constraints, or 

simply due to inherent dependencies between physical phenomena. With this in mind, it seems that the 

understanding of how trade-offs between functional objectives arise in mechanical design, and how 

these can be managed, is essential to the embodiment of robust multi-functional products. In the 

following, a theoretical perspective is given on the reason behind the occurrence of robustness and 

performance reducing trade-offs, and what options are available to designers in such situations. 

3.1 Occurrence and implications of trade-offs in mechanical design 

As introduced by Göhler & Howard (2015), functional requirements from AD can be split in three 

categories; min-is-best, nominal-is-best, and max-is-best. This notion is also consistent with optimal 

design, where objective functions are aimed at minimisation, maximisation, while meeting a set of 

constraints. Conversely, when looking at the relationship between two coupled functional 

requirements, they concluded that there are three types of coupling, positive, negative, and nominal. 

Negative couplings always cause a trade-off between the two requirements, which will often result in a 

narrow design space, which in turn reduces both the achievable performance and the allowable variation, if 

both targets are to be met, as illustrated in figure 1. Negative couplings in other words reduce the feasible 

domain of a design, with the bound” stemming from the coupling rather than a constraint. 

 

Figure 1 - The types of dependency between two objective functions F1 and F2, with a 
shared design parameter, x. Adapted from Göhler & Howard (2015) 
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Figure 2 - The two types of functional trade-offs, Left: A narrow feasibility domain (FD12) 
requiring the design parameter x to have tight tolerance in order to stay inside a “sweet-

spot”. Right: An unfeasible design where no value of x exists where both objectives are met 

Building on these notions, design trade-offs between two objective-functions must only be able arise 

in two situations. For two mutually dependant objectives    &    shown in fig 2, a trade-off occurs if: 

1. F1 & F2 are of the same objective type (e.g. min-is-best vs. min is best), but are oppositely 

monotonic, either globally or locally within the feasibility domains of each objective. 

2. F1 & F2 are of different objective type (e.g. max vs. min) but have the same monotonicities 

What is more; these situations can occur in decoupled designs, if the order of the influence of the 

dependant parameter is sufficiently high, or if the independent parameters cannot be adjusted without 

violating other constraints. A wide range of analysis tools could be used to identify design trade-offs at 

a relatively early stage of design, e.g. through the use of monotonicity tables (Papalambros & Wilde, 

1979) or using the DSM-based contradiction-index approach (Göhler & Howard, 2015).  

The implication for mechanical design, is that systems that constrain themselves due to conflicting 

objective functions, must have a smaller feasible domain, than designs that are merely bound by 

geometry constraints. In other words, better optima must be achievable in a design without a trade-off, 

than in a design with one. Designs with positive dependencies also allow optima that can be achieved 

with lessened need for to tight parameter control (as the feasibility domain is wider), meaning that the 

design is more robust to variation. This is not to imply that multi-objective performance trade-offs are 

the same as the oft discussed and omnipresent performance vs. quality trade-offs, but rather that 

designs with performance trade-offs are more prone to being sensitive to variation, and will as such 

more commonly be at risk of variation-driven failure and loss of quality, i.e. that they are optimal but 

not robust. In summation, integrated mechanical systems can hence be made more optimal and robust 

if these negative dependencies are avoided, or their number at least reduced to the bare minimum. 

3.2 Trade-off management strategies 

If a trade-off situation affects a design, what can one then do? Looking at perspectives from prior 

research and industrial practice, a designer can generally speaking either accept the existence and 

influence of a trade-off, attempt to tweak/optimise the design, or change the design itself. Common for 

all three is that it can be difficult to predict the outcome of deciding on one approach rather than 

another. Concept A or B? Optimise or redesign? Accept compromise on objective 1 or objective 2? In 

the authors’ experience, these are all decisions designers can struggle with, and the right approach 

depends on a wide range of factors. Yet, it would seem that the decision on what approach to apply is 

not necessarily made explicitly industrial practice, but rather done through tacit and explorative 

means. As such the management of one or several trade-off scenarios in a design will in some cases be 

handled with simultaneous or parallel activities - e.g. with a team of design engineers implementing 

design changes while also performing parametric updates and investigating the impact of compromise. 

In the following, six generic strategies (c.f. figure 3) available to designers for the management of 

trade-offs between functional objectives are discussed, along with their benefits and limitations, and 

the methodological support available in applying these strategies. They are not necessarily 

independent, and one could as such argue that combinations of otherwise these otherwise different 

strategies exist.  

A trade-off situation between two max-is-best objectives with opposite monotonicities is used as an 

illustrative example, but the strategies are equally applicable to opposite targets and to trade-offs 
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involving other types of objective functions. Real-world examples are used to clarify the nature of 

these strategies. While the examples are somewhat simplistic, they still serve to illustrate the value in- 

and the need for methods that support designers in selecting the best trade-off management strategy 

for a given context, and also point to the potential pitfalls involved.  

 

Figure 3 - Strategies to manage trade-off situations. a) Process control, b) Compromise, c) 
Improve performance d) Improve robustness e) Uncouple f) Change the dependency type 

3.2.1 Trade-off acceptance 

In accepting a trade-off, the designer does not alter the design in any way, rather relying on that the 

design can stay within specification in any conceivable state. In order to do so, it is necessary to ensure  

that the system always stays within the feasibility domain where both targets are met; in other words, 

the design parameter, x, cannot have a variance larger than the feasibility domain. This implies that the 

trade-off is managed through tight tolerances/process control (figure 3.a), the consequence being a 

potential increase in cost and a low robustness to degradation throughout the lifecycle. Entire books 

exist on the subject, with fields such as manufacturing engineering and process optimisation aimed at 

predicting and improving achievable tolerances and process quality. If it is impossible or costly to 

control the parameter sufficiently, an alternative would be to accept a compromise by changing one 

or more of the requirements (fig 3b). In doing so, the feasibility domain and therefore the allowable 

Parameter variance is widened. This implies a reduction in performance of the compromised 

objectives, and therefore potentially quality loss to the user. Methodologies such as compromise 

decision support problem (Mistree et al., 1993) aim to support decision making in these situations, to 

help find the compromise that is most effective in increasing the overall performance. 

 

Figure 4 - LEGO should be easy to assembly and disassemble, yet stable once assembled 

LEGO bricks are a good example where both approaches have been applied in design and production, 

to create a unique product offering. On one hand, LEGOs have to be easy to assemble and take apart, 

yet at the same time be highly stable once assembled. As such regular LEGO bricks are highly 

contradicting in that core objectives, assembly-, holding-, and disassembly force, have opposite 

objectives in relation to four controlling design parameters; pin diameter, thickness, interference fit, 

and material stiffness. Applying TRIZ would reveal that it is a physical contradiction, and solving it 
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involves separation in time, space, condition, or scale (Altshuller, 1984). These would require a 

solution that is vastly different from LEGOS, e.g. introducing a third joining component, some form of 

bi-stability, or a two-directional disengagement movement (e.g. pull and twist). Given that there is 

little added value to the user in achieving a lower assembly force and a higher stability, LEGO instead 

found a sweet-spot between all requirements, and managed it through tight process control and 

interface standardisation. This allows very simple use - single axis movement of two parts - yet in a 

more multi-functional product this would not necessarily be possible. While it is difficult to actually 

assert whether the inventor of LEGO consciously decided upon acceptance of the trade-off, it is still 

clear that the trade-off exists between two essential functional objectives exists. Given that the design 

still functions, variation in manufacture is surely being tightly controlled to ensure consistent quality. 

3.2.2 Trade-off optimisation 

Assuming that independent parameters exist that allow the objective functions to be adjusted 

individually, optimisation can be applied to reduce severity of the trade-off - either through systematic 

and formal optimisation techniques or through an iterative experience-driven approach where the 

designers tweaks and refines parameter values in the design to lessen the impact of the trade-off. Be it 

through formal or tacit means, applying Multi-objective optimisation (fig 3.c) and design 

optimisation techniques would ultimately change the gradients of the two objective functions locally 

within the limits created by the bounds and the trade-off itself. The result is an improved optimum of 

one or both of the objectives but a narrower feasibility domain, corresponding to a reduction in 

robustness. Alternatively, Robust design optimisation (fig 3.d) could widen the feasibility domain, 

but reduce the achievable optimum of one of the objectives. Both approaches are thoroughly described 

in a wide range of sources, yet in both cases, optimisation only changes the parametric design; the 

conflict still exits, and will limit the achievable optimum. The question when considering whether to 

optimise or redesign a system under trade-off, is whether the achievable optimum is sufficient, which 

is difficult to answer without performing the optimisation itself.  

 

Figure 5 - Drug cartridges for medical injection devices are highly optimised designs, with a 
trade-off between avoiding leakage and achieving a low dosing force 

Drug cartridges for medical devices (fig 5) are a simple example of a design where a trade-off has 

been mitigated through robustness- and multi-objective optimization. A dose is delivered by pushing a 

viscoelastic plunger forward, expelling the drug through a needle - the less resistance there is to this 

movement the faster the drug can be expelled. The plunger also acts as a hydraulic seal, preventing the 

drug from leaking out during dosing, with the plunger being pretensioned against the cartridge. 

Amongst the many design objectives in cartridges, are therefore a max-is-best drug sealing objective 

and a min-is-best dose force objective. A potential conflict arises in that the pretension of the plunger 

results in a normal force causing friction between the plunger and cartridge walls, which negatively 

influences the dosing force. This is handled through the minimisation of the coefficient of friction - an 

independent parameter that only influences the dose force - using a lubricant. Furthermore, the 

interface between plunger and cartridge walls has been reduced to three ribs to reduce the variation in 

sealing pressure that would otherwise occur in a continuous interface influenced by shape variation. 

Finally, the shape of the plunger is optimised towards achieving as homogenous a load distribution as 

possible while dosing, permitting an equal distribution of sealing pressure. Some of these features 

have been achieved through formal optimization, while others have been achieved through tweaking 

and experimentation (i.e. DoE), but it is some form of quasi-optimization nonetheless. 

3.2.3 Trade-off mitigation through redesign 

If a trade-off is to be avoided entirely, the design will inevitably need to be changed. This is the basic 

rationale behind theoretical frameworks such as Axiomatic Design and TRIZ. As discussed in section 

2, the most common approach to trade-off avoidance or removal is to strive for designs that are 
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independent, i.e. uncoupled. In this context, the obvious approach to managing a trade-off in a design 

would be to change the design in a way that allows the Separation of design objectives (fig 3.e). By 

designing towards each objective being independent, there is no direct risk of trade-offs. However, this 

approach is not without limitations; sometimes objectives are inherently interdependent and a useful 

uncoupled solution therefore difficult to create. Furthermore, independence can require more 

components and sub-systems, to ensure that no elements of the design are shared between objectives. 

From a mechanical design perspective, this could - but does not necessarily - imply: 1) lowered 

mechanical efficiency and reliability, due to more contributors to losses and more features that can fail 

and 2) increased cost driven by extra components. Robustness wise, more parameters means longer 

tolerance chains, more load paths, and potentially more variation. A degree of integration (and ergo 

dependency) can as such be beneficial. With this in mind, aiming to Change the dependency (fig 3.f) 

between two objectives by design, to a positive dependency instead - thereby removing the trade-off - 

would allow simultaneous of optimisation of both objectives, and result in no reduction in the size of 

the feasibility domain of the system. g 

An oft cited example of separation is the difference between the Newcomen steam engine and the 

Watt steam engine (Suh, 2001). The Newcomen engine (figure 6) is challenged in that the efficiency 

of the expansion and condensation cycles cannot be improved simultaneously, as both cycles occur inside 

the cylinder. Efficient and fast condensation relies amongst others on a high heat transfer through the outer 

wall of the cylinder, while the efficiency of expansion relies on no heat transfer at all; ideally the cylinder 

would always run warm. As such, the cylinder would ideally be infinitely thermally conductive in one state 

and infinitely insulated in another; a physical contradiction when viewed from a TRIZ perspective. In other 

words, this is a case of excessive integration, as two functionalities with opposite targets for the same 

parameter, with the Watt engine separating the condensator and cylinder, thereby separating the two in 

space, vastly improving the optimisability of the system. 

 

Figure 6 - Left) The Newcomen steam Engine (adapted from Suh (2001)), Centre) A bag-
based vacuum cleaner (Right) A cyclonic separator from a Dyson Vacuum. 

Changes in dependency can be difficult to exemplify, given that the design changes involved can be 

quite significant, not to mention the often large amount of design parameters and objectives involved. 

A simple example of positive dependency however, is the difference between vacuum cleaners with 

bags and bag-less vacuums. Regular vacuums created an airflow using an electric motor and fan, 

which then sucks air through a hose, with dust and debris being filtered out by an intermittent bag and 

secondary filter. The filtration in the bag is critical to avoid debris causing damage to the motor, but 

also to ensure that the dust is captured and not blown out again. Looking at two objectives, suction 

pressure and filtration quality which are of the type max-is-best, a trade-off reveals itself. The more 

efficient the bag is at filtration, the more resistance it creates, hindering the flow. In other words, the 

better the filtration, the more powerful a motor is required to generate a given suction pressure at the 

end of the hose. This also means that the suction pressure is reduced, the more the bag is filled. Bag-

less vacuums meanwhile, commonly rely on cyclonic separation - a process that incurs less loss to the 

suction path. In fact, the filtration quality increases with the suction pressure, making the vacuums 

with cyclonic separation more optimisable and robust by design, with regards to these two objectives. 

4 DISCUSSION - IMPLICATIONS OF TRADE-OFFS IN DESIGNS 

As shown and discussed in the prior section, trade-offs can often be handled through process control in 

manufacture, requirement change, and optimisation. Such approaches are widely research and already 

supported by numerous well established methodologies and frameworks, (e.g. Papalambros & Wilde 
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(2017), Marler &Arora (2004), Mistree et al. (1994)). Yet, these are only truly applicable when the 

achievable feasibility domain is sufficiently wide and the achievable performance is sufficient. As 

such, trade-offs between functional objectives cause substantial issues relating to: 

 Tight tolerances or out-of-spec performance - organisations that manufacture products that 

only function within too narrow sweet-spots between design objectives, will either have to rely 

on tight tolerances, or live with scrap, an increased functional dispersion, and the added 

reliability issues given the of two-sided variation driven failure that follows these dependencies. 

 Reduced performance - trade-off situations limit the feasible domains of a design due to 

dependencies rather than constraints, reducing the achievable optimum. 

 Increased lead time - With an increase in functional integration in a system, the risk of trade-

offs grows proportionally. Designing highly integrated products is in the authors’ experience 

often a matter of managing a “system-of-sweets-spots”, where each design change with one 

objective has a negative cascading effect across the system. The result is a highly iterative design 

process where time is spent on tweaking the design to continuously find new sweet-spots. 

In other words, improperly managed trade-offs can result in less robust products that are less 

optimisable and more challenging to design. The decision-making involved in whether to accept, 

optimise or change a design, is in other words a cardinal process in designing high-performance, 

robust products. Yet it does not seem that there is any approach to support this process - i.e. helping the 

designer identify and classify the functional trade-offs in a design, and subsequently decide how to manage 

it (i.e. select one of the outlined approaches). Instead, the only way for the designer to identify the right 

strategy, is to actually apply all of them in parallel, and then compare the outcome. 

Given that this is a time-consuming approach, experience shows that the accept-optimise-redesign decision 

is made based on tacit knowledge, and sometimes based on comparative analysis of the consequences of 

some of the options (e.g. assessing the tolerance required to accept the design, vs. the impact of changing 

the requirement). Based on the authors’ experience from practice in numerous industries, this leads 

development teams to unconsciously applying all three approaches simultaneously in an unstructured 

manner, with substantial coordination complexity to follow. It is for instance not uncommon for parts of a 

team to start investigating the influence of requirement or specification change, while some colleagues 

investigate potential redesigns, and others attempt to tweak parameter values and evaluate the design 

through simulation or experiments. This is further complicated in multi-disciplinary applications such as 

electro-mechanics and mechatronics, where these trade-off scenarios become more multi-dimensional. 

While the strategies discussed could also apply in these cases, they are perhaps not exhaustive, with other 

options existing, given that redesign in e.g. the software or control domains do not necessarily imply radical 

changes to the system itself.  

In lieu of the above, and the obvious benefits in designing functionally integrated products, why not 

attempt to design systems in a way that reduces the risk of functional trade-offs impacting robustness 

and performance? As discussed by Matthiassen (1997), a more comprehensive approach to integration 

is required, but no research has so far pointed to when to integrate and when to separate, beyond to do 

what is beneficial to the system. It would seem obvious that integration should be performed with 

trade-off management in mind, with a focus on embodying systems in a way that avoids severe trade-

offs by design. In this context, the following conclusions can be drawn based on the prior sections: 

 Optimality and robustness by design - A mechanical design will be optimisable and often 

robust, when all the objectives can be improved on without detriment to others. As such, the 

theoretically ideal integrated mechanical system only has positive dependencies. 

 Allocation of functionality - Functionality integration and part reduction should, when possible, 

only be performed when the types and monotonicities of the objective functions are either the 

same, or when both type and monotonicity are simultaneously opposite. 

How is this achieved? Systematic methodological support within this domain is scarce (c.f. sec. 2), 

which is surprising given the amount of methodological support within optimisation and trade-off 

acceptance. While TRIZ and axiomatic design both address the notion of avoiding detrimental 

dependency, they do necessarily not support the designer in deciding between acceptance, 

optimisation, or redesign, both in principle prescribing that all detrimental dependency should be 

solved by design. Furthermore, they primarily focus on approaches to removing the underlying the 

dependency (figure 3.e), rather than changing it (figure 3.f). There is in other words a potential in 

providing methodological support for designers aimed at managing trade-offs, specifically on how to 

decide between acceptance, optimisation, and redesign, and how actually perform said redesign.  
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5 CONCLUSION 

Trade-offs between functional objectives can have a significant impact on the performance of a mechanical 

system and the complexity and lead time of designing it. In the context of ensuring robustness and 

optimisability, six different approaches to managing trade-offs have been identified, falling within one of 

three categories; accept, optimise, or redesign. Yet there is no approach to assist designers in identifying the 

approach that best suits a given design, nor is the aspect of how to perform redesign to remove a trade-off 

well described. This can drive designers to select the wrong approach at the cost of robustness and/or 

optimisability. What this points to, is a vast potential in further research within methods for the 

identification, classification and management of trade-offs between objectives, and embodiment design 

methods that support optimal functional integration in mechanical systems. 
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1 INTRODUCTION
Well-accepted in academia and practice, Robust Design (RD) provides an approach for ensuring the
"insensitivity of products and processes against different sources of variation" without eliminating the
sources of variation themselves (Taguchi, 2005). Seemingly offering a comprehensive development
procedure, based on the three phases of the seminal quality engineering framework (1) System Design,
(2) Parameter Design, and (3) Tolerance Design, RD consequently aims at developing products that
show a consistently high quality and performance despite noise factors such as production variation in
form of tolerances, unintended or variable load scenarios, ambient conditions of use, etc.
However, most authors agree that Taguchi’s work on phase (2), i.e. the optimization of parameter set-
tings by means of suitable experimentation strategies and the corresponding statistical analyses, is the
main thrust in a traditional RD approach (e.g. Jugulum & Frey, 2007; Hasenkamp et al., 2009). Unfortu-
nately, this implies a relatively narrow focus on one single, albeit important, design task in embodiment,
which is the efficient optimization of parameter settings for a previously defined product configuration.
As a consequence, traditional RD almost exclusively focuses on the time-intensive and often com-
putational costly optimisation of parameter settings of a largely matured product solution, and hence
completely ignores the possibility of improvements by design. This question is instead left to qual-
itative, early stage RD principles (Blanding, 1999; Suh, 2001), which oftentimes fail to address the
challenges that come with the increasing level of details in embodiment and configuration design.
This paper seeks to address this decisive gap between early stage design principles and late stage opti-
misation approaches by exploring the value of quantitative Design Space-based indicators for an early
robustness assessment in configuration design. The underlying reasoning, that these indicators could
be applied to evaluate and compare configurations of a chosen concept, has a twofold basis. On the
one hand, corresponding approaches allow for an integrated consideration of a product’s functionality
(objectives) and its structural characteristics (imposed constraints). Examples for the latter are geomet-
ric tolerance chains, which are largely relevant for the overall robustness, but often only considered
towards the end of the development process. On the other hand, they also provide the possibility to
extend conventional RD-thinking towards a rigorous considerations of resulting trade-offs, which have
previously been identified as a largely relevant driver of product robustness (Göhler & Howard, 2015;
Göhler, Frey & Howard, 2016b; Sigurdarson et al., 2019). As a consequence, the overall aim is to enable
the engineering designer to avoid unnecessary iterations and to proceed to the embodiment task with
confidence in the chosen configuration. In other words to improve robustness by design!

2 BACKGROUND AND METHODOLOGY
Design Space Exploration (DSE) is the iteration and exploration of the design or variable space (Fig. 1a)
of feasible design points and the corresponding objective space (Fig. 1b) defined by objective functions
describing the performance of a design configuration. The variable space is defined by the variable
ranges and each design point is a set of variables and objective measures subject to design specific
constraints. The design points fulfilling the constraints are feasible. In the objective space, the design
point performance is evaluated based on optimality, i.e. either maximum or minimum. If two objectives
cannot be optimal at the same time, as can be seen in Fig. 1b, the two objectives are conflicting. The
conflict is represented by the Pareto frontier, or its approximation, on which none of the objectives for
each point can be improved without deteriorating another.
While the variable space represents possible parameter settings, including potential variation, the cor-
relation between variables and objectives represents sensitivity and the objective space represents the
design output possibilities and the trade-offs inherent in the design. The latter, also referred to as contra-
dictions, is of particular interest in the context of this paper. Based on the predictive value of trade-offs
as robustness indicator for early product solutions (Göhler & Howard, 2015; Göhler, Frey & Howard,
2016b), DSE bears the potential to be used as early stage, quantitative RD assessment of configurations,
and in this way to provide a valuable complement to the detailed sensitivity studies of traditional RD
approaches.
The review of existing robustness indicators in the field of DSE started by identifying the relevant body
of literature. Based on an initial literature review, which yielded a collection of 74 publications on indi-
cators, nine publications containing the search terms robust and Pareto were identified. Subsequently,
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(a) Variable space and variable range
for the variables xi and xi+1.

(b) Objective space and Pareto frontier for
minimization of the objectives fi and fi+1.

Figure 1. Visual definitions of the 2D variable and objective spaces.

the indicators were grouped according to their information content, i.e. the necessary information for
their calculation and the output provided, resulting in the classification presented in Sec. 3 below.
In order to discuss the challenges of the listed indicators, an exemplary case study from industry is
presented. This anonymized case involves the design of an angular encoder. The case study is set up as
a sampled design space exploration model to compare two encoder configurations. It was chosen as it
combines multiple engineering disciplines and the design is subject to a range of demanding constraints.
Furthermore, both constraints and objectives require evaluation of analytical expressions as well as
simulations due to the incremental nature of the encoder scale. The chosen variables are also both
continuous and discrete, highlighting the strengths of a design space exploration approach. All of this
makes the case suitable for a discussion of robustness indicator limitations. Variables, objectives and
constraints were identified through semi-structured interviews with design engineers in the development
project, and the results are visualized by their design and objective spaces for easy comparison.
Based on the presented case study, the limitations of the identified indicators are discussed. The dis-
cussion is based on the extend to which the indicators address the challenges of the case, the required
information and the computation effort required.

3 REVIEW OF ROBUSTNESS INDICATORS FOR DESIGN SPACE
EXPLORATION

In Tab. 1 five indicator types are listed and illustrated. In the following, the short descriptions of Tab. 1
is elaborated and the indicators’ implications on robustness is introduced.
The size of the design space represents the ranges of feasible design variables as a function of the
constraints. Opposed to the shortest distance to a constraint, the design space size indicates the room for
maneuver in choosing design points with the achievement of the maximum allowable tolerance at the
center of the design space. The design space size can be evaluated as the full hypervolume of the design
space as indicated in the illustration or as a box of independent variable ranges.
The size of the Pareto set on the other hand, indicates how contradictory the objective functions are
in the feasible design space. It is calculated as the hypervolume between the Pareto frontiers in the
objective space represented by the black edged volume in the illustration. In design space exploration
the Pareto set can only an approximated as this method does not allow an evaluation of whether the set
fulfils mathematical optimality criteria.
Neighbourhood performance provides an extended view on the sensitivity of objective performance to
perturbations in a single variable by evaluating the performance of a specified variable neighbourhood
of a design point. The neighbourhood performance can be evaluated as the average performance of
the neighbourhood, which would allow for inclusion of effects of non-linear objective functions, or the
worst case performance of the neighbourhood.
Failure rate is a measure of how many parts will violate constraints based on the variable distribu-
tion. The failed outcomes are represented by the dark shaded part of the box in the illustration. Rather
than focusing on the worst case scenario as some neighbourhood performance indicators, it relates the
nominal design point statistically to large scale production outcomes.
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The shortest distance from a point to failure indicates the maximum size of a design point tolerance,
which has implications for the required production control. It can be measured either on specific variable
axes or as a Euclidean distance as suggested by the arrows in the illustration.

Table 1. List of identified robustness indicators for design space exploration. References in
right column: [1] (Göhler, Eifler & Howard, 2016a), [2] (Beyer et al., 2007), [3] (Harbrecht
et al., 2019) [4] (Rötzer et al., 2020), [5] (Riquelme et al., 2015), [6] (Barrico et al., 2006),

[7] (Yannou et al., 2007), [8] (Frank et al., 2018), [9] (Deb et al., 2006)

# Indicator & Short Description Illustration Ref.
Indicators on Set Level
I Design Space Size

The n dimensional volume of the design space,
either in terms of range-based, independent
boundaries or the total space size. It indicates the
room for maneuver in choosing a design point and
hence the global robustness of the design. It requires
suggested variable ranges, objective functions and
constraints.

[1][2]
[3][4]

II Pareto Set Dispersion
The n dimensional volume of the objective space
between the Pareto frontiers between all objective
pairs. It indicates how conflicting the objective
functions are for the current design configuration.
It requires suggested variable ranges, objective
functions and constraints.

[5]

Indicators on Point Level
III Neighbourhood Performance

The objective performance of the chosen
neighbourhood of the design point based
on either average, variance or worst
case. This indicates the sensitivity of the
chosen set as it describes the correlation
between the design and the objective
space. It requires a design point, desirable
tolerances as well as the variable set and
the objective functions.

[1][2]
[6][7]
[8][9]

IV Failure Rate
The rate of outcomes failing due to violation of
constraints for the chosen variable space and
variation distribution type. This indicates the scrap
rate of a mass produced product at the chosen,
nominal design point. It requires the design point,
constraints, objective functions and distribution
characteristics.

[1][2]

V Distance to Failure
The distance from the chosen design point to the
closest constraint, either in terms of variable units or
as a Euclidean distance. This indicates the quality
margin of the chosen design point and hence the
local robustness of the design. It requires a design
point, objective functions and relevant constraints.

[1]
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4 ENCODER CONFIGURATION CASE
In the following, a configuration case study for an encoder will be introduced and used to assess the
applicability of the indicators identified in Sec. 3.
The case study focuses on the physical configuration of the reader and scale of an incremental, con-
ductive encoder that is retrofitted into an existing mechanical device to register and transmit angular
displacements. The reader is produced from sheet metal through cutting, bending and punching and the
scale pads are separate conductive pads on the surface of a print board. The displacements correspond
to critical events and the aim of the retrofit is to improve the functionality of the mechanical device by
offering a digital logging of these events. Furthermore, the mechanical device is mass produced and a
robust design is of paramount importance.
The fact that the encoder is an add-on leads to a series of predetermined size and functionality con-
straints. The encoder cannot be serviced, calibrated or replaced, and the cost has to be kept at an absolute
minimum, and needs to be produced in an enormous volume (above 107 units/year). On top of this, the
displacement that needs to be measured, are incremental and have a predefined maximum range, which
means that the outcomes are a known discrete set with its own unit.
Exemplified in Fig. 2, the encoder is of the conductive and incremental type as the registration of
displacement is achieved as a current conducting reader is sliding over a scale consisting of separate
conductive pads representing logically interpretable code digits. Hence, the rotational, mechanical input
is converted to an electrical code, which is interpreted by the software as an angular displacement
corresponding to a number of units belonging to the outcome set.
The configuration should maintain the original mechanical function of the device to the largest extent
possible while ensuring a adequate measuring accuracy including electrical signal quality and logical
code interpretability. These demands cannot be achieved without compromises. Yet, the required degree
of compromise depends on the choice of the encoder configuration.

Figure 2. Encoder working principle.

The aim of this case study is to compare the robustness potential of two encoder configurations. These
are shown in Fig. 3a-3b. Configuration 1 has one scale track, while Configuration 2 has two scale tracks.
The white pads represent the ground connection which is essential for the conduction of current. The
colored pads represent different code pads, like the green and blue pads in Fig. 2.

(a) Configuration 1 with three arms on
one track and different code pads with

grounding in between.

(b) Configuration 2 with two arms on
the four code track and a separate

track and arm for grounding.

Figure 3. Encoder configurations.

5 DESIGN SPACE EXPLORATION FOR ENCODER CONFIGURATION
In this section the model variables, objectives and constraints are described. They are based on a num-
ber of assumptions and therefore the results offer a means of comparison of the two configurations in
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Fig. 3a-3b. The encoder configurations were explored in MATLAB by looping through the objective
functions with two identical sets of random design point samples. Subsequently, the feasible samples
were identified as well as the local Pareto optimal samples for each configuration.

5.1 Variables
The embodiment of the configurations were varied based on the eight design variables illustrated in
Fig. 4. The dimensional variables subject to variation are sampled randomly and uniformly within a
set of chosen limits. They represent both noise factors and control parameters as there is no need to
distinguish between them when analyzing for dependencies (Göhler, 2017). All variables are continuous
except the number of scale pads, m, which divides the configurations into subconfigurations. Design
parameters like material properties, production capabilities etc. are included in the model as well.

Figure 4. Configuration model variables.

5.2 Objectives
The objectives of the encoder design are to impact the original function of the mechanical device as
little as possible, to ensure electronic registration of angular displacement as well as robustness against
variation in the position of reader and scale.
Four of the five design objectives are analytical expressions subject to a multitude of assumptions but
also computationally inexpensive. For modelling of encoder outputs however, simple simulations were
developed. This was possible because the design space is explored by sampling.
The height of the encoder should be minimized to have as small an impact on the existing components
of the mechanical device as possible. Due to the focus on the reader design, the total encoder height
only varies with the thickness of the wiper plate, t, and the distance from the reader plate to the PCB
surface, h (Eq. 1).
Minimization of the frictional torque of the reader due to the scale contact, seeks to ensure as small an
effect on the displacement to be measured due to the addition of the encoder (Eq. 2).
Sensitivity to swash (tilting between reader and scale planes) is undesirable because the signal strength
is a function of the contact force. Assuming a constant tilting angle, φ, to obtain a relative objective,
the difference between the minimum and maximum contact force is a function of the contact radius, r.
The contact forces are calculated assuming a constant tilting angle and assuming that the reader arms
are straight and slender with rectangular cross sections. It is desired that the minimum and maximum
contact forces are equal, which is why the objective function ratio is to be maximized (Eq. 3).
Minimization of constriction resistance is representing the function of the electrical code circuits con-
nected to the scale pads. The lower the resistance the lower the required power. In the interface between
the reader arm and the scale, the contact resistance is a sum of the constriction and the film resistance.
The constriction resistance occurs because the current is constricted to travel through a reduced area
across the rough interface, while film resistance is caused by a thin layer of dirt and oxides on the sur-
faces, which has a higher resistivity than the conductive bulk material. The film and bulk resistances of
the conductive materials are not included in the model as it hard to quantify and will be apply to both
configurations. The constriction resistance is a function of this radius and the resistivities of the reader
and scale pad surfaces, which are the same (Eq. 4).
The maximization of repeatability in terms of the number of pads per unit depending on the starting point
is important in order to avoid ambiguities in the code interpretation. The challenge of repeatability is
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pronounced in the case of this particular encoder, because the encoder can neither be calibrated during
production nor use. The main contributor to the repeatability challenge, apart from dynamic effects,
is the random starting position of the wiper arms on the scale pattern. The repeatability objective is
evaluated by simulating rotations of 1-30 units for a range of starting positions and counting the number
of pads passed. The most frequent pad count per dose, i.e. what the controller would be programmed
to interpret as one specific dose, is used as a reference when calculating the repeatability for each dose.
Because the objective is to be maximized, the lowest calculated repeatability among the doses is chosen
as the objective measure for one particular sample. The number of starting positions where chosen based
on a convergence study (Eq. 5).

min t+ h (1)

min Tµ (2)

max
Fmin

Fmax
(3)

min
ρ

2ra
(4)

max Rep. (5)

5.3 Constraints
The encoder configurations are subject to the following constraints. The configuration embodiment
should:
1. ensure constant grounding.
2. ensure a continuous code signal on a full rotation.
3. ensure any unit interpretation regardless of the starting point on the scale.
4. not exceed the maximum yield stress of the reader arm material.
5. not exceed the minimum requirement for the contact resistance.
6. not exceed the allowable diameter of the retrofit in the mechanical device.
7. be manufacturable in terms of reader and pad dimensions.
8. ensure rotation despite friction loss due to the reader arm contact.

5.4 Results
The DSE model was run with 2 · 106 design points distributed uniformly across a range that complies
with the size requirements and was identified through interviews. The number of feasible solutions for
Configuration 1 and 2 were 562 and 176 respectively. The results are presented in Fig. 5 as selected
variable and objective spaces, respectively, including all eight variables and all five objectives. The
visual interpretation of these will be discussed in Sec. 6.

6 DISCUSSION

6.1 Case Results
Four selected variable spaces for Configuration 1 and 2 can be seen in the upper part of Fig. 5. On the top
left a dependency between the thickness, t, and the deflection, d, can be sensed for both configurations,
though stronger for Configuration 1. The global optima are quite evenly distributed in d, but for t the
optimal tendency is on the low end of the range. On the top right of the variable space plots, the number
of scale pads per revolution can be seen in relation to the reader height. The discrete steps in m each
represent subconfigurations of Configurations 1 and 2 and for Configuration 1 only four out the seven
are feasible due to differences in division of three and four digit codes. Not only does Configuration 2
have one third of the number of feasible solutions compared to Configuration 1, its solution space is
also more dispersed, especially in t and h, and might be discontinuous. The discontinuity can however
not be assessed due to the combination of the sampling size and the inclusion of the discrete variable,
m. On the bottom left of the variable space plots, both feasible and globally optimal design points
are dispersed across the sampled design ranges for both configurations in w and r. This might imply
discontinuity, but also shows little dependency to optimality as the global Pareto points are dispersed
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Figure 5. Variable and objective pairs for Configuration 1 and 2 including infeasible sets,
feasible sets, global Pareto sets and local Pareto sets.

as well. On the bottom right of the variable space plots, the expected dependency induced by one of
the manufacturability constraints (7.) creates a triangle between φ1 and φ2. For both configurations,
clusters of feasible points can be seen, especially the three bands between 100 and 150 degrees for
Configuration 1. This might be related to discontinuity due to either subconfigurations or constraints
related to the discrete encoder scale.
In the lower part of Fig. 5 four selected objective spaces for Configuration 1 and 2 can be seen. On the
top left, the set of grey, infeasible points shows that the objective space is shaped by the relationship
between the Frictional Torque and the Constriction Resistance. On the top right and bottom left of the
objective space plots the infeasible spaces are square, indicating that the concept and configuration does
not predispose a conflict between the objectives. On the top right, however, the Pareto front is placed
very differently in the space for the two configurations due to a difference in the influence of constraints.
In both top right and bottom left, the feasible Swash Sensitivity objective is dispersed along the range
for both Configurations, while this is only the case for the Encoder Height and Frictional Torque for
Configuration 2. This might indicate design space discontinuity or a high sensitivity to variables, but
this cannot be derived from the plots. In the bottom right of the objective space plots the Repeatability
objective is clearly different for the two configurations. The majority of the feasible design points for
Configuration 2 are below 50% repeatability and the Pareto set indicates a conflict, but with the scattered
feasible set the objective space size is hard to assess visually.
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As mentioned in Sec. 2, this case is a challenging design task due to the number of constraints and
objectives, and as shown in the variable space plots of Fig. 5 the constraints and objectives lead to both
conflicts and limited design spaces for both configurations.

6.2 Limitations of Robustness Indicators
The five indicators listed in Tab. 1 each have their strengths and weaknesses and are applicable at
different design stages due to differences in required in- and outputs, as can be seen in Tab. 2. Indicator I
and II requires variable ranges as input, while Indicators III-V requires a design point. While III and IV
requires tolerances as inputs, I and V provides information about feasible tolerances. On the output side,
I and II consider global configuration characteristics, while III-V consider local information directly
related to tolerances as well as sensitivity and scrap. Depending on the defined neighbourhood, III
might however also reflect global characteristics, for example in cases of monotonicity. Based on this,
the set level (I,II) indicators are applicable for coarse exploration of variable feasibility and conflicts,
while the point level (III-V) indicators more often support the evaluation of a chosen design point by
offering a detailed variation performance for more mature designs.

Table 2. Summary of limitations of robustness indicators for design space exploration.

Indicator

In-/Output

I
Design
Space
Size

II
Pareto

Set
Dispersion

III
Neighbourhood

Performance

IV
Failure

Rate

V
Distance

to
Failure

Variable ranges Input Input
Objective Functions Input Input Input Input Input
Constraints Input Input Input Input Input
Design point Input Input Input
Tolerances (Output) Input Input Output
Variation Distributions Input
Sensitivity Output
Scrap Rate Output
Optimality Output Output
Conflict Output

The case and DSE model presented in Sec. 4-5 show discontinuity due to the constraints and the discrete
variable (number of scale pads, m), which will result in issues both for set and point level indicators. The
set level indicators would need to divide the spaces into continuous ones and the point level indicators
would be unsuitable for the identification of alternative spaces. Furthermore, the case study shows two
different kinds of objective conflicts; objective function and constraint induced. None of the indicators
take this difference into account even though it provides important information about how to manipulate
the design space and hence the obtainable robustness, e.g. through changing the configuration. The
objective conflicts are also interesting on the topic of dispersion, i.e. the length of the Pareto frontiers, as
it might indicate the sensitivity of the design depending on the dispersion of the corresponding variable
space. This is not covered in the set level indicators either.
The presented robustness indicators differ from Taguchi’s work on parameter design as they focus on
robustness of multiple configurations in the early embodiment stage based on trade-offs and design flex-
ibility as opposed to optimization of one configuration that has already been matured. This is supported
by the correlation between trade-offs and robustness identified by Göhler, Frey & Howard (2016b)
and its relevance is further highlighted by the multidimensional and discontinuous design spaces of
the exemplary encoder configurations. Exploration of design spaces and conflicts through the reviewed
indicators could increase the predictability of designs for further detailing and optimization.
The presented review and discussion of robustness indicators for DSE was based on theory and the chal-
lenges highlighted by the industrial case. It would however be interesting to implement and evaluate the
indicators quantitatively and maybe even apply them to a set of diverse cases to assess their applicability
based on degree of dispersion, discontinuity or conflict as well as design space size and objective types.
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7 SUMMARY
The gap between early and late stage RD has been addressed through a review and classification of
available indicators for DSE. Five indicators were identified: Two set level indicators, Design Space
Size and Pareto Space Dispersion, and three point level indicators, Neighbourhood Performance, Failure
Rate and Distance to Failure. Based on an industrial case with two encoder configurations highlighting
conflicting objectives and demanding constraints as well as a table showing indicator in- and outputs, a
discussion of the limitations of the five indicators were presented. For early evaluation of configuration
robustness, set level indicators are more suitable than point level indicators, but the available indicators
are limited in their considerations of design space discontinuity, conflicting objectives due to constraints
or objective relationships as well as the robustness implications of the shape of Pareto frontiers.
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