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## Summary (English)

This thesis is dedicated to an investigation of various computational problems associated with algebraic geometry (AG) codes - a diverse class of error-correcting codes among which one finds those that are the most robust to errors. Our main contribution consists of a Guruswami-Sudan style list-decoding algorithm that works for any AG code while being more efficient in this fully general setting than any previously known method. This is achieved by extending an existing technique that relies on row-reduction of polynomial matrices to solve the same problem in a more restricted context of one-point Hermitian codes.

We also consider "improved power decoding" - a completely different decoding paradigm that revolves around certain key equations. Our contribution here consists of formulating these equations for all AG codes, whereas previous work has focused on specific cases. This formulation allows us to show that power decoding likely can correct as many errors as Guruswami-Sudan decoding, which is consistent with our numerical simulations. Although our decoder uses linear algebra and is therefore computationally expensive, its conceptual framework suggests a way of making it as efficient as our main contribution.

Besides decoding, we also investigate encoding of AG codes, albeit in a less general setting, which reduces the problem to that of multi-point evaluation of bivariate polynomials. This allows us to develop algorithms that are extremely efficient for important special cases such as one-point Hermitian codes. We then consider bivariate multi-point evaluation in a setting completely divorced from AG codes, where we contribute with novel and efficient algorithms that utilize precomputation.

## Summary (Danish)

Denne afhandling udforsker diverse beregningsproblemer forbundet med algebraiske geometri (AG) koder. AG koder udgør en mangfoldig klasse af fejlkorrigerende koder, hvoriblandt de mest fejlrobuste findes. Vores største bidrag består af en Guruswami-Sudan type liste-afkodningsalgoritme, der virker for enhver AG kode. Denne generelle algoritme er samtidig hurtigere en nogen tidligere kendt metode. Dette opnås ved at bygge på en eksisterende teknik, der benytter sig af række-reduktion af polynomiumsmatricer for at løse det samme problem i en begrænset kontekst af etpunkts Hermitiske koder.

Denne afhandling omhandler også "forbedret power-afkodning", hvilket er et anderledes afkodningsparadigme baseret på visse nøgleligninger. Vores bidrag her består af formuleringen af disse nøgleligninger for alle AG koder, hvorimod tidligere indsats har fokuseret på specifikke tilfælde. Denne formulering hjælper os med at demonstrere, at power-afkodning sandsynligvis kan korrigere lige så mange fejl som Guruswami-Sudan afkodning, hvilket stemmer overens med vores numeriske simuleringer. Selvom vores afkoder bruger lineær algebra og derfor er beregningsmæssigt langsomt, så indikerer dens konceptuelle ramme, at den kan konstrueres lige så hurtigt som vores hovedbidrag.

Udover afkodning undersøger vi også indkodning af AG koder. Dette gør vi i en mindre generel setting, hvilket reducerer problemet til multi-punkts evaluering af bivariate polynomier. Dette gør det muligt at udvikle algoritmer, der er ekstremt hurtige i vigtige specielle tilfælde, såsom etpunkts Hermitiske koder. Derefter undersøger vi bivariat multi-punkts evaluering i en setting, der er helt adskilt fra AG koder, hvor vi bidrager med nye og effektive algoritmer, der benytter forberegning.
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## Chapter 1

## Introduction

The ability to reliably transmit information over unreliable channels continues to grow in importance as digital communication becomes increasingly embedded into the fabric of the modern world. The ever-expanding list of applications of error-correcting codes includes - but is certainly not limited to-satellite and fiber-optic communication, local and distributed storage systems, network coding as well as post-quantum cryptography. In 1981, V. D. Goppa introduced the astronomically diverse class of algebraic geometry ( $A G$ ) codes, which have since generated a considerable amount of theoretical interest as they lend themselves to deep mathematical analysis and include some of the most error-resilient codes currently known. The benefits of these codes, however, do not come without a price: the computational problems associated with using them in practice are notoriously difficult to solve efficiently, and as a consequence of this, it would be an understatement to say that their current real-world utility is rather limited.

The primary goal of this thesis is to address some of the main computational problems associated with AG codes, aiming to bring their theoretical potential closer to being realized as practical value.

### 1.1 Reader's guide

This thesis adheres to straightforward structure: the current chapter provides context for Chapters $2-5$, all of which can be read independently from each other. There are a few cross references, but they are never essential and are always explicit.

The chapter that you are currently reading has two purposes: The first one is to unify the rest of this thesis under a single overarching "story" as well as to establish the relevant "rules of the game" when it comes to computer algebra and algebraic coding theory-an understanding of this will be expected from the reader later on. The secondary purpose is to contain those technical results and definitions that are needed in more than one of the subsequent chaptersthese may be confidently skipped during a linear reading, as they are explicitly referred to when used.

In Chapter 6 we briefly summarize our results and mention potential future research. Appendix A contains an overview over often used notation.

### 1.2 Complexity model

Since this thesis is primarily concerned with efficient algorithms, we ought to carefully specify what we mean by "efficient". Although it would be perfectly reasonable to measure an algorithm's performance by the amount of time or energy spent while producing the output, we shall instead abide by the more common practice in computational complexity theory and count the total number of fundamental operations carried out during the computation. This notion of performance greatly simplifies complexity analysis as it does not depend on the physical machine on which the algorithm is being executed. Simplifying matters even further, we will only consider the worst-case complexity for any given input size as the workload for an algorithm can vary even across equally sized inputs.

Instead of considering exact complexity bounds, which are often laborious to obtain and impractical to compare, we will focus our attention on asymptotic complexity, utilizing the big- $O$ and the soft- $O$ notation, denoted by $\mathcal{O}(\cdot)$ and
$\widetilde{\mathcal{O}}(\cdot)$ respectively. Formally, for any function $f: \mathbb{Z}_{\geqslant 0} \rightarrow \mathbb{Z}_{\geqslant 0}$

$$
\begin{aligned}
& \mathcal{O}(f)=\left\{\begin{array}{l|l}
g: \mathbb{Z}_{\geqslant 0} \rightarrow \mathbb{Z}_{\geqslant 0} & \begin{array}{l}
\exists c, m_{0} \in \mathbb{R}_{>0} \text { such that } \\
g(m) \leqslant c f(m) \forall m \geqslant m_{0}
\end{array}
\end{array}\right\} \text { and } \\
& \widetilde{\mathcal{O}}(f)=\bigcup_{i=0}^{\infty} \mathcal{O}\left(f \log (f)^{i}\right) .
\end{aligned}
$$

For example: $\left(m^{2}+2 m+3\right) \log (m)^{3} \in \mathcal{O}\left(m^{2} \log (m)^{3}\right) \subset \widetilde{\mathcal{O}}\left(m^{2}\right)$. Intuitively speaking, asymptotic complexity measures how the cost of algorithms scales with input size. From this perspective, an algorithm that costs $10^{100} \mathrm{~m} \in \mathcal{O}(\mathrm{~m})$ operations for input size $m$ is more efficient than one which costs $m^{2}$, even though the former is much slower than the latter for all reasonable input sizes. Consequently, it can be argued that the hunt for asymptotically fast algorithms might sometimes yield results of little practical utility, which is definitely true ${ }^{1}$, but in reality, such cases are exceptions rather than the rule. Before proceeding to a discussion about "fundamental operations", let us mention that we will also sometimes use Donald Knuth's big- $\Omega$ notation, which is defined by the equivalence: $f \in \Omega(g)$ if and only if $g \in \mathcal{O}(f)$.

Let us now specify what we earlier meant by "fundamental operations". Since the algorithms that we will consider mostly deal with algebraic objects constructed over some (finite) field $\mathbb{F}$, it is natural to express their complexity bounds in terms of the required number of basic arithmetic operations in $\mathbb{F}$, i.e. additions, subtractions, multiplications and divisions; as well as zero tests. Although most of these algorithms are field agnostic - and are therefore correct for all fields - this notion of algebraic complexity is a poor proxy for execution time on a physical machine when dealing with fields of infinite cardinality. The reason for this is simple: The unbounded bit-representation size of elements from infinite fields can make the physical cost of a single arithmetic operation arbitrarily high, e.g. due to large denominators in the case of $\mathbb{Q}$.

We conclude this section by mentioning that for certain algorithms it makes sense to conceptualize the computation as being divided into an "online phase" as well as a "precomputation phase". For an illustration of this, consider the hypothetical example where we have a database consisting of a list containing $m$ numbers, and our task is to reply to users who wish to know whether a number of their choosing is to be found in this list. Allowing precomputation, i.e. sorting the list, reduces the cost of each online query from $\mathcal{O}(m)$ checks to $\mathcal{O}(\log m)$ checks - simply using binary search instead of linear search. As far as the user is concerned, the additional cost of precomputation then hardly matters (as long as it terminates before deployment, of course).
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### 1.3 Complexities of fundamental algorithms

In this section we list the computational results that form the bedrock of our algorithms. We will use them extensively throughout the thesis, often without referencing their respective sources. As detailed in Section 1.2, the cost of basic arithmetic operations in our base field $\mathbb{F}$ will be considered to be $\mathcal{O}(1)$.

## Polynomials

The cost of adding two univariate plynomials in

$$
\mathbb{F}[X]_{<m}:=\{f \in \mathbb{F}[X] \mid \operatorname{deg} f<m\}
$$

is clearly $\mathcal{O}(m)$ (actually, it is exactly $m$ ). We denote by $\mathrm{M}(m)$ the cost of multiplying two polynomials in $\mathbb{F}[X]_{<m}$, making the customary assumption that $\mathrm{M}(m) / m$ is a non-decreasing function. If $\mathbb{F}$ supports FFT by containing certain primitive roots of unity, then $\mathrm{M}(m)$ can be taken to be $\mathcal{O}(m \log m) \subset \widetilde{\mathcal{O}}(m)$ [vzGG12, Corollary 8.19]. In the general case, the multiplication algorithm by Shönhage and Strassen gives $\mathrm{M}(m) \in \mathcal{O}(m \log m \log \log m) \subset \widetilde{\mathcal{O}}(m)$ [vzGG12, Theorem 8.23]. Finally, to the best of our knowledge, if $\mathbb{F}=\mathbb{F}_{q}$ is a finite field, then the currently fastest known approach is due to [HvdH19]. The product of any two bivariate polynomials $f, g \in \mathbb{F}[X, Y]$ with $\operatorname{deg}_{X} f<m$ and $\operatorname{deg}_{Y} g<\ell$ can be computed using $\mathcal{O}(\mathrm{M}(m \ell)) \subset \widetilde{\mathcal{O}}(m \ell)$ operations in $\mathbb{F}[$ vzGG12, Corollary 8.28].

For any two polynomials $f, h \in \mathbb{F}[X]$ with $\operatorname{deg} f, \operatorname{deg} h<m$, we can compute the unique remainder $r \in \mathbb{F}[X]$ with $\operatorname{deg} r<\operatorname{deg} h$ such that $f=u h+r$ for some $u \in \mathbb{F}$ using at most $\mathcal{O}(\mathrm{M}(m))$ operations in $\mathbb{F}$ [vzGG12, Theorem 9.6].

Two important non-arithmetic operations for polynomials are multi-point evaluation (MPE) as well as its its inverse problem-interpolation. Given a polynomial $f \in \mathbb{F}[X]_{<m}$ and evaluation points $\alpha_{1}, \ldots, \alpha_{m} \in \mathbb{F}$, MPE computes the evaluations $\left(f\left(\alpha_{1}\right), \ldots, f\left(\alpha_{m}\right)\right) \in \mathbb{F}^{m}$. Interpolation, on the other hand, takes as input the points together with some prescribed evaluations $v_{1}, \ldots, v_{m} \in \mathbb{F}$ and computes the unique polynomial $f \in \mathbb{F}[X]_{<m}$ with $f\left(\alpha_{j}\right)=v_{j}$ for $j=1, \ldots, m$. The cost of MPE as well as of interpolation can be taken to bee $\mathcal{O}(\mathrm{M}(m) \log m) \subset$ $\widetilde{\mathcal{O}}(m)$ operations in $\mathbb{F}$, see [vzGG12, Corollary 10.8] and [vzGG12, Corollary 10.12] respectively.

## Extension fields

Some of our algorithms might require more field elements than what can be provided by $\mathbb{F}=\mathbb{F}_{q}$, i.e. the finite field of cardinality $q$. To accommodate for this, we might need to go to an extension field $\mathbb{F}_{q^{e}}$ for some $e \in \mathbb{Z}_{>0}$. Constructing such an extension field costs $\mathcal{O}(e \mathrm{M}(e) \log e \log (e q)) \subset \widetilde{\mathcal{O}}\left(e^{2} \log q\right)$ operations in $\mathbb{F}_{q}$ [vzGG12, Corollary 14.43]; however, in all of our use cases, this can be done during precomputation without affecting the online complexity. It is easy to see that one multiplication in $\mathbb{F}_{q^{e}}$ costs $\mathcal{O}(\mathrm{M}(e)) \subset \widetilde{\mathcal{O}}(e)$ operations in $\mathbb{F}_{q}$-simply combine polynomial multiplication with remaindering.

## Matrices

Following convention, we denote by $\omega$ the matrix multiplication exponent, i.e. some positive real number $\omega$ such that the product of any two square matrices in $\mathbb{F}^{m \times m}$ can be computed using $\widetilde{\mathcal{O}}\left(m^{\omega}\right)$ operations in $\mathbb{F}$. Often, $\omega$ is defined to be the smallest ${ }^{2}$ such number, but we will consider it as a parameter that the user can choose by using an appropriate matrix multiplication algorithm. A case can be made that this view is more suitable for real-world applications as algorithms with lower values of $\omega$ tend to become less practical in spite of being asymptotically fast. It is clear that $\omega \geqslant 2$ since the input size is $\mathcal{O}\left(m^{2}\right)$, and that it probably never makes sense to choose $\omega>3$ since the cost of the naive algorithm has complexity $\mathcal{O}\left(m^{3}\right)$.

In 1969, likely being inspired by Karatsuba's first subquadratic integer multiplication algorithm [KO64], Strassen demonstrated that a divide-and-conquer approach to matrix multiplication could achieve the exponent $\omega=\log _{2} 7<2.8074$ [Str69], shattering the commonly held belief at the time that $\omega=3$ is optimal. This breakthrough had set in motion a collective search for even faster algorithms - Alman and Williams being the current record holders, showing that it is possible to choose $\omega<2.37286$ [AW21]. It is conjectured that $\omega=2$ is the optimal value, however, Ambainis, Filmus and Le Gall have firmly established that the current paradigm of matrix multiplication algorithms can never achieve $\omega<2.3725$ [AFLG15].
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### 1.4 Algorithms for polynomial matrices

Multiple times throughout this thesis, we will make use of efficient algorithms for $\mathbb{F}[X]$-submodules of $\mathbb{F}[x]^{m}$. This section is dedicated to presenting some of the associated complexity estimates as well as parts of the conceptual framework needed to reason about them-a great resource on this topic is [Nei16]. Since the inner workings of these algorithms are not within the scope of this thesis, we will simply use them as "black boxes".

Now, computational consideration of any object - mathematical or not - requires a way of representing it, and a common way of representing submodules of $\mathbb{F}[X]^{m}$ is using a basis. Indeed, any such submodule is free and has rank $r \leqslant m$ [DF04, Section 12.1, Theorem 4], which means that any of its infinitely many possible bases can be associated with the rows of a full rank matrix $M \in \mathbb{F}[X]^{r \times m}$. This level of generality, however, will not be needed anywhere in the context of this thesis, and so we will assume that $r=m$, and consequently that $\boldsymbol{M} \in \mathbb{F}[X]^{m \times m}$ is nonsingular.

It should be clear that the row space of a matrix $\boldsymbol{N}=\boldsymbol{U} \boldsymbol{M} \in \mathbb{F}[X]^{m \times m}$, i.e. the set of all of the $\mathbb{F}[X]$-linear combinations of its rows, is identical to that of $M$ if and only if $\boldsymbol{U} \in \mathbb{F}[X]^{m \times m}$ is invertible, or equivalently if $\operatorname{det} \boldsymbol{U} \in \mathbb{F} \backslash\{0\}$. In such a case, it is said that $\boldsymbol{N}$ and $\boldsymbol{M}$ are unimodularly equivalent - they describe the same module, albeit possibly using different bases; the matrix $\boldsymbol{U}$ is then said called unimodular. Not all basis matrices are equally suited for computation, however, as demonstrated by the following example:

Example 1.1. Consider the matrices $M, N \in \mathbb{F}[X]^{2 \times 2}$ defined by

$$
\boldsymbol{M}=\left[\begin{array}{cc}
1 & 1 \\
0 & X
\end{array}\right] \quad \text { and } \quad \boldsymbol{N}=\left[\begin{array}{cc}
1 & \sum_{i=0}^{10^{100}} X^{i} \\
0 & X
\end{array}\right]
$$

and note that they have identical row spaces. Indeed, $\boldsymbol{N}=\boldsymbol{U} \boldsymbol{M}$, where

$$
\boldsymbol{U}=\left[\begin{array}{cc}
1 & \sum_{i=0}^{10^{100}-1} X^{i} \\
0 & 1
\end{array}\right]
$$

satisfies $\operatorname{det} \boldsymbol{U}=1$, but $\boldsymbol{M}$ can be represented using only a few elements from $\mathbb{F}$, while $\boldsymbol{N}$ needs roughly $10^{100}$.

In light of Example 1.1, a natural question to ask is how we can find the "best" basis matrix $M \in \mathbb{F}[X]^{m \times m}$ for any given module $\mathcal{M} \subseteq \mathbb{F}[X]^{m}$, or what that would even mean. One thing is clear though, whatever the notion of "best" we
settle upon should result in the entries of $\boldsymbol{M}$ having small degrees - this motivates the following definition, which provides a generalized way of measuring degrees of row vectors:

Definition 1.2. For any polynomial vector $\boldsymbol{v}=\left(v_{1}, \ldots, v_{m}\right) \in \mathbb{F}[X]^{m}$ and any shift $\boldsymbol{s}=\left(s_{1}, \ldots, s_{m}\right) \in \mathbb{Z}^{m}$, we define the $\boldsymbol{s}$-degree of $\boldsymbol{v}$ as

$$
\operatorname{deg}_{s} \boldsymbol{v}=\max _{i}\left\{\operatorname{deg} v_{i}+s_{i}\right\}
$$

Furthermore, if $j \in\{1, \ldots, m\}$ is maximal such that $\operatorname{deg} v_{j}+s_{j}=\operatorname{deg}_{s} \boldsymbol{v}$, then we say that $v_{j}$ is the $s$-pivot of $\boldsymbol{v}$, and $j$ is its $\boldsymbol{s}$-pivot index. If we omit writing $s$ in any of the above notation, then it is to be understood that $\boldsymbol{s}=\mathbf{0}$, i.e. we might write: pivot, pivot index and degree, denoting the latter by $\operatorname{deg} \boldsymbol{v}:=\operatorname{deg}_{0} \boldsymbol{v}$.

Intuitively speaking, the pivot of a polynomial vector is its rightmost entry of maximal degree, and the pivot index is the index of this entry. An analogous statement holds for the $s$-pivot as well as the $s$-pivot index, provided that one accounts for the shift $s$. Sometimes, the entries of $s$ are referred to as weights, and one might speak of e.g. degree or pivot index with respect to certain weights.

Having familiarized ourselves with the notion of shifted degrees of (row) vectors, we are ready to define the "best" basis matrix for any submodule of $\mathbb{F}[X]^{m}$, that is, with respect to given weights. As the following definition of (shifted) Popov form might come across as somewhat arbitrary to an unfamiliar reader, let us first quickly motivate it by revealing two of its most convenient properties: that any submodule of $\mathbb{F}[X]^{m}$ admits a unique basis matrix in Popov form, and that the degrees of the rows in this matrix are minimal - we will come back to these properties shortly.

Definition 1.3. For any shift $s \in \mathbb{Z}^{m}$, a nonsingular matrix $\boldsymbol{P} \in \mathbb{F}[X]^{m \times m}$ is said to be in $s$-Popov form if all of the $s$-pivots of its rows lie on the diagonal, are monic and have degrees strictly greater then all other entries in their respective columns. Furthermore, if such a $\boldsymbol{P}$ is unimodularly equivalent to some matrix $\boldsymbol{M} \in \mathbb{F}[X]^{m \times m}$, then then $\boldsymbol{P}$ is said to be the $\boldsymbol{s}$-Popov form of $\boldsymbol{M}$.

We end this section by listing some of the results that make Popov forms extremely useful - for this, we will need a few more definitions:

Definition 1.4. For any matrix $\boldsymbol{M} \in \mathbb{F}[X]^{m \times m}$ and any shift $s \in \mathbb{Z}^{m}$, we define the $\boldsymbol{s}$-row degree of $\boldsymbol{M}$ as the tuple $\operatorname{rdeg}_{\boldsymbol{s}}(\boldsymbol{M})=\left(d_{1}, \ldots, d_{m}\right) \in \mathbb{Z}^{m}$, where $d_{i}$ denotes the $s$-degree of the $i$-th row of $\boldsymbol{M}$. Similarly, we define the column degree as $\operatorname{cdeg}(\boldsymbol{M})=\operatorname{rdeg}\left(\boldsymbol{M}^{\top}\right)$; in this case we will not need shifts. Finally, for any $\boldsymbol{t} \in \mathbb{Z}_{\geqslant 0}$, we denote by $|\boldsymbol{t}|$ the sum of the entries in $\boldsymbol{t}$.

Proposition 1.5 ([Nei16, Theorem 1.11]). If $\boldsymbol{P} \in \mathbb{F}[X]^{m \times m}$ is in $\boldsymbol{s}$-Popov form for some shift $\boldsymbol{s} \in \mathbb{Z}^{m}$, then $\boldsymbol{P}$ is $\boldsymbol{s}$-row reduced, which is to say that is satisfies all of the following equivalent assertions:

1) $\operatorname{rdeg}_{\boldsymbol{s}}(\boldsymbol{P}) \leqslant \operatorname{rdeg}_{\boldsymbol{s}}(\boldsymbol{U} \boldsymbol{P})$ for all unimodular matrices $\boldsymbol{U} \in \mathbb{F}[X]^{m \times m}$, where the inequality is taken entrywise after sorting in non-decreasing order;
2) if $\boldsymbol{\lambda}=\left[\lambda_{1}, \ldots, \lambda_{m}\right] \in \mathbb{F}[X]^{1 \times m}$ with $\lambda_{i}=1$ for some $i$, and $\boldsymbol{p}^{(i)} \in \mathbb{F}[X]^{1 \times m}$ is the $i$-th row of $\boldsymbol{P}$, then $\operatorname{deg}_{s}\left(\boldsymbol{p}^{(i)}\right) \leqslant \operatorname{deg}_{s}(\boldsymbol{\lambda P})$;
3) predictable degree property: for any $\boldsymbol{\lambda}=\left[\lambda_{1}, \ldots, \lambda_{m}\right] \in \mathbb{F}[X]^{1 \times m}$

$$
\operatorname{deg}_{\boldsymbol{s}}(\boldsymbol{\lambda} \boldsymbol{P})=\max _{i}\left\{\operatorname{deg} \lambda_{i}+\operatorname{deg}_{\boldsymbol{s}}\left(\boldsymbol{p}^{(i)}\right)\right\}=\operatorname{deg}_{\boldsymbol{d}}(\boldsymbol{\lambda})
$$

where $\boldsymbol{d}=\operatorname{rdeg}_{\boldsymbol{s}}(\boldsymbol{P})$;
4) $\left|\operatorname{rdeg}_{s}(\boldsymbol{P})\right|=\operatorname{deg}(\operatorname{det}(\boldsymbol{P}))+|\boldsymbol{s}|$.

Proposition 1.6 ([Nei16, Lemma 1.17]). If $\boldsymbol{P} \in \mathbb{F}[X]^{m \times m}$ is in $\boldsymbol{s}$-Popov form ${ }^{3}$ for some $\boldsymbol{s} \in \mathbb{Z}^{m}$ and $\boldsymbol{p} \in \mathbb{F}[X]^{1 \times m}$ is a nonzero vector in the row space of $\boldsymbol{P}$ having s-pivot index $i$, then $\operatorname{deg}_{s} \boldsymbol{p} \geqslant \operatorname{deg}_{s} \boldsymbol{p}^{(i)}$, where $\boldsymbol{p}^{(i)} \in \mathbb{F}[X]^{1 \times m}$ denotes the $i$-th row of $\boldsymbol{P}$.

Proposition 1.7 ([Kai80, Theorem 6.3-15] $]^{4}$ ). If $\boldsymbol{P} \in \mathbb{F}[X]^{m \times m}$ is in $\boldsymbol{s}$-Popov form for some $\boldsymbol{s} \in \mathbb{Z}^{m}$, then for any vector $\boldsymbol{v} \in \mathbb{F}[X]^{1 \times m}$, there exist unique $\boldsymbol{q}, \boldsymbol{u} \in \mathbb{F}[X]^{1 \times m}$ satisfying $\boldsymbol{v}=\boldsymbol{q} \boldsymbol{P}+\boldsymbol{u}$ and $\operatorname{deg}_{-\boldsymbol{\delta}}(\boldsymbol{u})<0$, where $\boldsymbol{\delta}=\operatorname{cdeg}(\boldsymbol{P})$.

In the context of Proposition 1.7, we will adopt the notation $\boldsymbol{u}=\boldsymbol{v}$ rem $\boldsymbol{P}$.
Proposition 1.8 ([NV17, Theorem 1.3]). There is a deterministic algorithm which for any shift $\boldsymbol{s} \in \mathbb{Z}^{m}$ and any nonsingular matrix $\boldsymbol{M} \in \mathbb{F}[X]^{m \times m}$ computes the $\boldsymbol{s}$-Popov form of $\boldsymbol{M}$ using $\widetilde{\mathcal{O}}\left(m^{\omega-1}|\operatorname{cdeg}(\boldsymbol{M})|\right) \subseteq \widetilde{\mathcal{O}}\left(m^{\omega} \operatorname{deg} \boldsymbol{M}\right)$ operations in $\mathbb{F}$, where $\operatorname{deg} \boldsymbol{M}$ denotes the maximal degree across the entries of $\boldsymbol{M}$.

### 1.5 Communication model

Before we formally introduce AG codes, let us take a moment to put them into context. In the most general form of digital communication over an unreliable channel, a sender and a receiver agree upon a finite alphabet $\Sigma$ (prior to communication). The elements of $\Sigma$, called symbols, can be transmitted over a channel

[^4]capable of replacing any symbol with another element of $\Sigma$ due to random or adversarial noise. Of course, if every single sent symbol is randomly replaced during transmission, then communication is impossible; however, if the channel provides some guarantees on its reliability, then error-correcting codes can to some extent mitigate the noise.

A common reliability assumption on the channel is that it can corrupt at most $\tau$ symbols in every sent block consisting of $n>\tau$ symbols. This assumption is often used in block codes, where any message $\boldsymbol{m} \in \Sigma^{k}$, with $k<n$, is encoded by the sender using some injective map Enc : $\Sigma^{k} \rightarrow \Sigma^{n}$ which is also known to the receiver. The resulting codeword $\boldsymbol{c}=\operatorname{Enc}(\boldsymbol{m}) \in \Sigma^{n}$ is then transmitted over the channel with the hope that the introduced redundancy will protect the encoded message against potential errors. This brings us to the first computational problem that we wish to solve efficiently:

Problem 1.9 (Encoding). Given a message $\boldsymbol{m} \in \Sigma^{k}$ and an injective encoding map Enc : $\Sigma^{k} \rightarrow \Sigma^{n}$, compute the corresponding codeword $\boldsymbol{c}=\operatorname{Enc}(\boldsymbol{m})$.

The set of all codewords, which we denote by $\mathcal{C}=\operatorname{Enc}\left(\Sigma^{k}\right) \subset \Sigma^{n}$, is known as the code; and $\Sigma^{n}$, whose elements are called words is commonly referred to as the ambient space. The number of symbols in which two words differ is called Hamming distance, i.e. for any two words $\boldsymbol{u}=\left(w_{1}, \ldots, w_{n}\right)$ and $\boldsymbol{u}^{\prime}=$ $\left(w_{1}^{\prime}, \ldots, w_{n}^{\prime}\right)$ in $\Sigma^{n}$ the Hamming distance between $\boldsymbol{u}$ and $\boldsymbol{u}^{\prime}$ is defined as

$$
d\left(\boldsymbol{w}, \boldsymbol{w}^{\prime}\right)=\left|\left\{i \mid w_{i} \neq w_{i}^{\prime}\right\}\right| .
$$

Equipped with this notion of distance we can formally define the unique decoding problem for block codes:

Problem 1.10 (Unique decoding). Given a received word $r \in \mathbb{F}^{n}$ find the unique closest codeword $\boldsymbol{c} \in \mathcal{C}$ to $\boldsymbol{r}$ with respect to the Hamming distance if such a unique codeword exists.

It is hardly surprising that Problem 1.10 can't always be solved uniquely ${ }^{5}$, since the received word might be equally close to more than one codeword. This situation being the only possible cause for failure, however, makes it easy to precisely quantify the necessary and sufficient for conditions success. The minimum distance of a code, commonly denoted by $d$, is defined as the smallest Hamming distance between any two distinct codewords, i.e.

$$
d=\min \left\{d\left(\boldsymbol{c}, \boldsymbol{c}^{\prime}\right) \mid \boldsymbol{c}, \boldsymbol{c}^{\prime} \in \mathcal{C} \text { such that } \boldsymbol{c} \neq \boldsymbol{c}^{\prime}\right\}
$$

[^5]As long as, and only if, the number of errors introduced during transmission is bounded by $\tau \leqslant\lfloor d / 2\rfloor$, then we are guaranteed that there is exactly one codeword within distance $\tau$ from the received word.

An easier problem than decoding is unencoding, which asks to find the message that was used to generate a given codeword. This is the inverse problem of encoding and can also be seen as decoding a received word containing no errors. There are at least two reasons to consider this problem: The first reason is that a decoder that solves Problem 1.10 by definition returns a codeword, and since in practical applications one is typically interested in the corresponding message, an unencoder is needed. Some decoders, however, obtain the message without first computing the codeword, making unencoding unnecessary. Moreover, systematic encoding, i.e. encoding that simply concatenates redundancy to the message without changing it, renders unencoding trivial; but this brings us to the second reason for why unencoding is a worthwhile problem to consider: that for some codes like Reed-Solomon codes, unencoding can be used to transform a non-systematic encoder into a systematic one. In order to refer to unencoding later, we state the problem below:
Problem 1.11 (Unencoding). Given a codeword $\boldsymbol{c} \in \mathcal{C}$ find a message $\boldsymbol{m} \in \Sigma^{k}$ such that $\boldsymbol{c}=\operatorname{Enc}(m)$.

AG codes belong to a special class of block codes called linear codes, where the alphabet $\Sigma$ is replaced with a finite field $\mathbb{F}$, and were any $\mathbb{F}$-linear combination of codewords (as vectors in $\mathbb{F}^{n}$ ) is required to be a codeword. Imposing this structure on the code allows us to take advantage of tools from linear algebra, since the (now linear) encoding map can be represented by a full rank matrix $\boldsymbol{G} \in \mathbb{F}^{k \times n}$, i.e. any codeword $\boldsymbol{c} \in \mathbb{F}^{n}$ can be written as $\boldsymbol{c}=\boldsymbol{m} \boldsymbol{G}$, where $\boldsymbol{m} \in \mathbb{F}^{k}$ is some message. This representation immediately gives rise to the naive encoding algorithm for linear codes: simply carry out the vector-matrix multiplication. In general this requires $\mathcal{O}(n k)$ operations in $\mathbb{F}$, which becomes $\mathcal{O}\left(n^{2}\right)$ under the customary assumption that $n / k \in \mathcal{O}(1)$, however, for special classes of matrices we can do much better. For example, if $\boldsymbol{G}$ is a Vandermonde matrix, i.e. for some $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}$

$$
\boldsymbol{G}=\left(\begin{array}{ccc}
1 & \cdots & 1 \\
\alpha_{1} & \cdots & \alpha_{n} \\
\vdots & \ddots & \vdots \\
\alpha_{1}^{k-1} & \cdots & \alpha_{n}^{k-1}
\end{array}\right)
$$

as is the case with Reed-Solomon ( $R S$ ) codes, then computation of $\boldsymbol{m} \boldsymbol{G}$ can be reinterpreted as evaluation of a univariate polynomial with coefficients in $\mathbb{F}$ and degree less than $k$ at the points $\alpha_{1}, \ldots, \alpha_{n}$. This evaluation problem is known as univariate multi-point evaluation (MPE) and can be solved using $\mathcal{O}(\mathrm{M}(n) \log (n)) \subset \widetilde{\mathcal{O}}(n)$ operations in $\mathbb{F}$, as mentioned in Section 1.3. AG codes


Figure 1.1: Schematic illustration of a linear code. The blue dots are the codewords, while the orange ones are possible received words containing at least one error. Euclidean distance in the image represents Hamming distance. The green circle around each codeword represents a Hamming ball with radius $\lfloor d / 2\rfloor$, meaning that there is no ambiguity about how to decode the words inside. In a non-linear code there would be less regularity in the codewords.
generalize RS codes by replacing $\boldsymbol{G}$ with a potentially more complicated, though still highly structured generator matrix. This generalization has the advantage of being able to describe codes with higher minimum distance than that of RS codes, however, the increased complexity in the matrix structure gives rise to more difficult computational problems.

### 1.6 Algebraic geometry codes

This section is dedicated to a brief introduction of AG codes; for a detailed presentation, the reader is referred to [Sti09, Chapter 2]. In the remainder of this thesis, we will denote by $F$ some fixed function field having constant field $\mathbb{F}$, and for any divisor $A$ of $F$, we denote its support by $\operatorname{supp}(A)$. The Riemann-Roch space associated with $A$ will be denoted by $\mathcal{L}(A)=\{f \in F \mid(f)+A \geqslant 0\} \cup\{0\}$, where $(f)$ is the principal divisor of $f$, and the $\mathbb{F}$-dimension of $\mathcal{L}(A)$ will be written as $\mathfrak{l}(A)$. Finally, for any place $P$ of $F$, we let $v_{P}$ denote the valuation at $P$. All of these concepts can be found in [Sti09, Chapter 1], although the font in the notation might differ slightly. Without further ado, we formally present AG codes in the following definition:

Definition 1.12. For any divisors $G$ and $D=P_{1}+\cdots+P_{n}$ of $F$, where
$P_{1}, \ldots, P_{n}$ are pairwise distinct rational places and $\operatorname{supp}(D) \cap \operatorname{supp}(G)=\varnothing$, the algebraic geometry ( $A G$ ) code associated with $D$ and $G$ is defined as

$$
\mathcal{C}_{\mathcal{L}}(D, G)=\left\{\operatorname{ev}_{D}(f) \in \mathbb{F}^{n} \mid f \in \mathcal{L}(G)\right\},
$$

where $\operatorname{ev}_{D}(f)=\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right)$. We will sometimes refer to $\mathcal{L}(G)$ as the message space.

The ordering of the places $P_{1}, \ldots, P_{n}$ in Definition 1.12 has no impact on the interesting properties of the code such as length, dimension and minimum distance. When convenient, therefore, we will allow ourselves to index the entries of codewords using the places in $\mathcal{D}:=\operatorname{supp} D$ instead of the integers $1, \ldots, n$, writing

$$
\mathcal{C}_{\mathcal{L}}(D, G)=\left\{(f(P))_{P \in \mathcal{D}} \in \mathbb{F}^{\mathcal{D}} \mid f \in \mathcal{L}(G)\right\},
$$

where $\mathbb{F}^{\mathcal{D}} \approx \mathbb{F}^{n}$ is the $\mathbb{F}$-vector space of all maps $\mathcal{D} \rightarrow \mathbb{F}$. This notation will only be used in Chapter 2, however.

It is well known that the AG code $\mathcal{C}_{\mathcal{L}}(D, G)$ has minimum distance at least $d^{\star}:=n-\operatorname{deg}(G)$ and dimension $k=\mathfrak{l}(G)-\mathfrak{l}(G-D)$; the latter follows from the fact that the evaluation map $\mathrm{ev}_{D}$ has kernel $\mathcal{L}(G-D)$. Using [Sti09, Theorem 1.5.17], we see that $k=n$, i.e. $\mathcal{C}_{\mathcal{L}}(D, G)=\mathbb{F}^{n}$, whenever $\operatorname{deg} G \geqslant n+2 g-1$, and because of this, we may assume that $0 \leqslant \operatorname{deg}(G) \leqslant n+2 g-1$.

We conclude this section by showing how $\mathcal{C}_{\mathcal{L}}(D, G)$ can be represented using a generator matrix.

Proposition 1.13. If $f_{1}, \ldots, f_{k}$ is an $\mathbb{F}$-basis of $\mathcal{L}(G)$ with $\operatorname{deg} G<n$, then

$$
\boldsymbol{G}=\left(\begin{array}{ccc}
f_{1}\left(P_{1}\right) & \cdots & f_{1}\left(P_{n}\right) \\
\vdots & \ddots & \vdots \\
f_{k}\left(P_{1}\right) & \cdots & f_{k}\left(P_{n}\right)
\end{array}\right) \in \mathbb{F}^{k \times n}
$$

is a generator matrix of $\mathcal{C}_{\mathcal{L}}(D, G)$.

Proof. It is clear that the row space of $\boldsymbol{G}$, i.e. the set of all of the $\mathbb{F}$-linear combinations of its rows, is contained in $\mathcal{C}_{\mathcal{L}}(D, G)$ since $f_{1}, \ldots, f_{k} \in \mathcal{L}(G)$. For the opposite inclusion, let $\boldsymbol{c}=\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right) \in \mathcal{C}_{\mathcal{L}}(D, G)$, where $f \in \mathcal{L}(G)$, and observe that writing $f=\sum_{j=1}^{k} m_{j} f_{j}$, where $\boldsymbol{m}=\left(m_{j}\right)_{j=1}^{k} \in \mathbb{F}^{k}$, implies that

$$
\boldsymbol{m} \boldsymbol{G}=\sum_{j=1}^{k} m_{j}\left(f_{j}\left(P_{1}\right), \ldots, f_{j}\left(P_{n}\right)\right)=\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right)=\boldsymbol{c}
$$

The constraint $\operatorname{deg} G<n$ ensures that $\boldsymbol{G}$ has full rank.

### 1.7 Some properties of function fields

In this section, we present some definitions and facts about function fields, which will be used later in this thesis.

Definition 1.14. For any rational place $P$ and any divisor $A$, let

$$
Я_{P}(A)=\bigcup_{m=-\infty}^{\infty} \mathcal{L}(m P+A) .
$$

Furthermore, for any function $f \in Я_{P}(A)$, let $\delta_{A}^{(P)}(f)$ be the smallest integer $m \in \mathbb{Z}$ such that $f \in \mathcal{L}(m P+A)$, i.e. $\delta_{A}^{(P)}(f)=-v_{P}(f)-v_{P}(A)$. We will use as convention that $\delta_{A}^{(P)}(0)=-\infty$. As a shorthand, we will write $Я_{P}=Я_{P}(0)$ and $\delta^{(P)}(f)=\delta_{0}^{(P)}(f)$.

In the context of Definition 1.14, it is not hard to see that $Я_{P}$ is a ring. Moreover, this ring is intimately related with the Weierstrass semigroup at $P$ :

Definition 1.15. The Weierstrass semigroup at a rational place $P$ of $F$ is

$$
\mathcal{W}(P)=\left\{\delta^{(P)}(f) \mid f \in Я_{P}\right\}
$$

The following proposition allows us to conveniently describe $\AA_{P}$ using $\mathcal{W}(P)$ :
Proposition 1.16 ([SH95]). If $P$ is a rational place and $x_{1}, \ldots, x_{t} \in Я_{P}$ are functions whose pole orders at $P$ generate $\mathcal{W}(P)$, i.e.

$$
\left\langle\delta^{(P)}\left(x_{1}\right), \ldots, \delta^{(P)}\left(x_{t}\right)\right\rangle_{\mathbb{Z} \geqslant 0}=\mathcal{W}(P),
$$

then $Я_{P}=\mathbb{F}\left[x_{1}, \ldots, x_{t}\right]$.

Proof. It is clear that $\mathbb{F}\left[x_{1}, \ldots, x_{t}\right] \subset Я_{P}$. For the opposite inclusion, with the aim of reaching a contradiction, let $f \in Я_{P} \backslash \mathbb{F}\left[x_{1}, \ldots, x_{t}\right]$ be such that $\delta^{(P)}(f)$ is minimal, and write

$$
\delta^{(P)}(f)=\sum_{i=1}^{t} n_{i} \delta^{(P)}\left(x_{i}\right)=\delta^{(P)}\left(\prod_{i=1}^{t} x_{i}^{n_{i}}\right)
$$

where $n_{i} \in \mathbb{Z}_{\geqslant 0}$. Since $\delta^{(P)}(f)>0$ (otherwise $f \in \mathbb{F}$ ), at least one of the $n_{i}>0$, which guarantees existence a constant $c \in \mathbb{F}$ such that $\delta^{(P)}(h)<\delta_{p}(f)$, where

$$
h=f-c \prod_{i=1}^{t} x_{i}^{n_{i}} \in Я_{P}
$$

and due to the minimality of $f$, then necessarily $h \in \mathbb{F}\left[x_{1}, \ldots, x_{t}\right]$. However, this is a contradiction as it implies that

$$
f=h+c \prod_{i=1}^{t} x_{i}^{n_{i}} \in \mathbb{F}\left[x_{1}, \ldots, x_{t}\right]
$$

We end this introductory chapter with two convenient lemmas on multi-point evaluation and interpolation in the context of function fields.

Lemma 1.17. Let $P, E_{1}, \ldots, E_{N}$ be pairwise distinct rational places, and let $E=E_{1}+\cdots+E_{N}$ and $A$ be divisors with $\operatorname{supp}(E) \cap \operatorname{supp}(A)=\varnothing$. Denoting by $\operatorname{ev}_{E, A}: \mathcal{L}(A) \rightarrow \mathbb{F}^{N}$ the restriction of the evaluation map $\operatorname{ev}_{E}$ to $\mathcal{L}(A)$, we have the following:

1. $\mathrm{ev}_{E, A}$ is injective when $\operatorname{deg} A<\operatorname{deg} E$,
2. $\mathrm{ev}_{E, A}$ is surjective when $\operatorname{deg} A \geqslant \operatorname{deg} E+2 g-1$.

Proof. For the first item, simply note that the dimension of the kernel of $\mathrm{ev}_{E, A}$ is $\mathfrak{l}(A-E)=0$, since $\operatorname{deg}(A-E)<0$. For the second item, observe that the dimension of the image of $\mathrm{ev}_{E, A}$ is

$$
\mathfrak{l}(A)-\mathfrak{l}(A-E)=\operatorname{deg} A-g+1-(\operatorname{deg} A-\operatorname{deg} E-g+1)=\operatorname{deg} E=N,
$$

since $\operatorname{deg} A \geqslant 2 g-1$ and $\operatorname{deg}(A-E) \geqslant 2 g-1$, see [Sti09, Theorem 1.5.17].
Lemma 1.18. If $P, E_{1}, \ldots, E_{N}$ are pairwise distinct rational places, and if $A$ and $E=E_{1}+\cdots+E_{N}$ are divisors with $\operatorname{supp}(E) \cap \operatorname{supp}(A)=\varnothing$, then for any $\left(w_{1}, \ldots, w_{N}\right) \in \mathbb{F}^{N}$ there exists a function $a \in \boldsymbol{Я}_{P}(A)$ satisfying

$$
\begin{aligned}
\delta_{A}^{(P)}(a) & \leqslant \operatorname{deg} E+2 g-1-\operatorname{deg} A \quad \text { and } \\
a\left(E_{j}\right) & =w_{j} \quad \text { for } j=1, \ldots, N
\end{aligned}
$$

Proof. Letting $A^{\prime}=(\operatorname{deg} E+2 g-1-\operatorname{deg} A) P+A$ we get that

$$
\operatorname{deg} A^{\prime} \geqslant \operatorname{deg} E+2 g-1
$$

which according to Lemma 1.17 implies that $\mathrm{ev}_{E, A^{\prime}}$ is surjective.

## Chapter 2

## Encoding and unencoding of one-point AG codes over $C_{a, b}$ curves

This chapter is based on [BRS20] and investigates encoding and unencoding of one-point AG codes defined over special plane curves called $C_{a, b}$ curves. First introduced in [Miu93, MK93], and also occurring as a special case of curves studied in [FR94, HvLP98], they have been shown to give rise to codes that can be described using bivariate polynomials over $\mathbb{F}$, making them considerably simpler to work with than general AG codes - especially from the computational point of view. Taking advantage of this, we design algorithms that efficiently solve Problem 1.9 on page 9 and Problem 1.11 on page 10, achieving quasilinear complexity for important cases of $C_{a, b}$ curves such as the Hermitian curve and norm-trace curves. We also beat the naive algorithms for encoding and unencoding when working over curves that have many rational points, although in this case we do not always achieve quasi-linear cost.

## 2.1 $C_{a, b}$ curves and their codes

### 2.1.1 Geometry and defining polynomial

The family of $C_{a, b}$ curves consists of well behaved plane algebraic curves. In the projective setting, they have exactly one point at infinity, which, if singular is a cusp; all other points are nonsingular. In the affine setting a $C_{a, b}$ curve is defined by the set of zeroes of a bivariate polynomial $Q \in \mathbb{F}[X, Y]$ with a carefully constrained monomial support, where for any $Q=\sum_{i, j} c_{i, j} X^{i} Y^{j} \in \mathbb{F}[X, Y]$ with $c_{i, j} \in \mathbb{F}$ its monomial support is $\operatorname{supp} Q=\left\{X^{i} Y^{j} \mid c_{i, j} \neq 0\right\}$. Curve points whose coordinates belong to $\mathbb{F}$ are called rational (in contrast to points over extension fields). Below we define $C_{a, b}$ curves in full detail.

Definition 2.1. Let $a, b \in \mathbb{Z}_{>0}$ be such that $\operatorname{gcd}(a, b)=1$. An algebraic curve is called a $C_{a, b}$ curve if it is defined by an equation of the form $Q(X, Y)=0$, where $Q \in \mathbb{F}[X, Y]$ satisfies the following properties:

1) $X^{b}, Y^{a} \in \operatorname{supp} Q$,
2) $X^{i} Y^{j} \in \operatorname{supp} Q \Longrightarrow a i+b j \leqslant a b$,
3) $\left\langle Q, \frac{\partial Q}{\partial X}, \frac{\partial Q}{\partial Y}\right\rangle_{\mathbb{F}[X, Y]}=\mathbb{F}[X, Y]$.

We will refer to $Q$ as the defining polynomial of the curve.
Remark 2.2. As we will see later in the chapter, our algorithms are not invariant under swapping of $X$ and $Y$, as their complexities typically depend only $a$ and not $b$. It is therefore sensible to assume without loss of generality that $a<b$ by simply swapping the variables accordingly. Note that the case $a=b$ is only possible when $a=b=1$, since $a$ and $b$ are coprime. We will disregard this degenerate case.

For any polynomial $f \in \mathbb{F}[X, Y]$ we denote by $\delta(f)$ the $(a, b)$-weighted degree of $f$, i.e. $\delta\left(X^{i} Y^{j}\right)=a i+b j$ for any $i, j \in \mathbb{Z} \geqslant 0$ (which extends to the whole of $\mathbb{F}[X, Y]$ in the obvious way). The first two conditions in Definition 2.1 imply that $Q=\alpha X^{b}+\beta Y^{a}+\widehat{Q}$ with $\widehat{Q} \in \mathbb{F}[X, Y]$ having $\delta(\widehat{Q})<a b$, which due to [HvLP98, Corollary 3.18] guarantees that $Q$ is absolutely irreducible. The theory of Newton polygons, i.e. the convex hull of $\left\{(i, j) \mid X^{i} Y^{j} \in \operatorname{supp} Q\right\}$, can also be used to conclude this [Gao01].

Example 2.3. The polynomial

$$
\begin{aligned}
Q= & Y^{4} \\
& +4 X Y^{3} \\
& +2 Y^{2} \\
& +X Y^{2}+3 X^{2} Y^{2} \\
& +2 X Y+3 X^{2} Y+5 X^{3} Y \\
& +4+X \quad+6 X^{2}+5 X^{3}+4 X^{4}+X^{5} \in \mathbb{F}_{7}[X, Y]
\end{aligned}
$$

defines a $C_{a, b}$ curve with $a=4$ and $b=5$. It has 21 rational points, which are depicted in Figure 2.1. It was obtained by randomly sampling the space of valid $C_{a, b}$ curves more than $10^{6}$ times, searching for curves with many points.


Figure 2.1: To the left: Allowed monomial support for a defining polynomial of a $C_{a, b}$ curve with $a=4$ and $b=5$. The monomials $X^{5}$ and $Y^{4}$ (orange) are compulsory.
To the right: The 20 finite rational points on the $C_{a, b}$ curve from Example 2.3. The underlying field is $\mathbb{F}_{7}$.

### 2.1.2 One-point codes

For any $C_{a, b}$ curve with defining polynomial $Q$ we construct the corresponding function field $F=\mathbb{F}(x, y)$ by extending the rational function field $\mathbb{F}(x)$ with a new element $y$ satisfying $Q(x, y)=0$, which means that

$$
\mathbb{F}(x, y) \approx \operatorname{Frac}(\mathbb{F}[X, Y] /\langle Q\rangle)=\left\{\left.\frac{f}{h} \right\rvert\, f, g \in \mathbb{F}[X, Y] /\langle Q\rangle \text { with } g \neq 0\right\}
$$

Since $Q$ is absolutely irreducible, $\mathbb{F}$ is the full constant field of $F$. For the remainder of this chapter we consider $F$ to be fixed, and we list some of its well-known properties in the following proposition without giving proof, though details can be found in [Miu93, MK93, HvLP98]

Proposition 2.4. $F$ has genus $g=\frac{1}{2}(a-1)(b-1)$. There is exactly one rational place $P_{\infty}$ such that $\delta_{P_{\infty}}(x), \delta_{P_{\infty}}(y)>0$, and if $P_{\infty}$ is such a place, then $\delta_{P_{\infty}}(x)=a, \delta_{P_{\infty}}(y)=b$ and $\mathcal{W}\left(P_{\infty}\right)=\langle a, b\rangle_{\mathbb{Z} \geqslant 0}$.

We will treat the rational place $P_{\infty}$ from Proposition 2.4 as fixed, referring to it as the place at infinity; all the remaining rational places will be referred to as finite. The codes that we consider are of the form $\mathcal{C}_{\mathcal{L}}\left(D, m P_{\infty}\right)$, where $m \in \mathbb{Z}_{\geqslant 0}$, $D=P_{1}+\cdots+P_{n}$ and $P_{1}, \ldots, P_{n}$ are finite rational places. Efficient algorithms for encoding and unencoding will consequently require a practical way of representing elements from the message space $\mathcal{L}\left(m P_{\infty}\right)$, which, as we have alluded to in the beginning of the chapter, can be done using bivariate polynomials in $\mathbb{F}[X, Y]$. We describe this representation in full detail below, starting from the allowed exponents in the monomial support of these polynomials: For the remainder of this chapter let

$$
\mathcal{B}_{m}=\left\{(i, j) \in \mathbb{Z}_{\geqslant 0}^{2} \mid j<a \text { and } a i+b j \leqslant m\right\} .
$$

Lemma 2.5. If $(i, j),\left(i^{\prime}, j^{\prime}\right) \in \mathcal{B}_{m}$ are such that $a i+b j=i^{\prime} a+j^{\prime} b$, then $(i, j)=\left(i^{\prime}, j^{\prime}\right)$.

Proof. Since $a$ and $b$ are coprime, then $\operatorname{lcm}(a, b)=a b$. If $\left(i-i^{\prime}\right) a+\left(j-j^{\prime}\right) b=0$, then necessarily $\left(i-i^{\prime}\right) \mid b$ and $\left(j-j^{\prime}\right) \mid a$. However, by definition of $\mathcal{B}_{m}$ it holds that $0 \leqslant j, j^{\prime}<a$, which implies that $j=j^{\prime}$, and consequently also $i=i^{\prime}$.

Proposition 2.6. $\mathcal{M}_{m}:=\left\{x^{i} y^{j} \mid(i, j) \in \mathcal{B}_{m}\right\}$ is an $\mathbb{F}$-basis of $\mathcal{L}\left(m P_{\infty}\right)$. Furthermore, assuming that $m<n$, if $\varphi: \mathcal{B}_{m} \rightarrow\{1, \ldots, k\}$ is some bijection and $\boldsymbol{G} \in \mathbb{F}^{k \times n}$, where $k=\left|\mathcal{B}_{m}\right|=\mathfrak{l}\left(m P_{\infty}\right)$, is the matrix with the $\varphi(i, j)$-th row being

$$
\left(x\left(P_{1}\right)^{i} y\left(P_{1}\right)^{j}, \ldots, x\left(P_{n}\right)^{i} y\left(P_{n}\right)^{j}\right) \in \mathbb{F}^{n} \quad \text { for }(i, j) \in \mathcal{B}_{m}
$$

then $\boldsymbol{G}$ is a generator matrix for $\mathcal{C}\left(D, m P_{\infty}\right)$.

Proof. According to Proposition 2.4, $\mathcal{W}\left(P_{\infty}\right)=\left\langle\delta_{P_{\infty}}(x), \delta_{P_{\infty}}(y)\right\rangle_{\mathbb{Z} \geqslant 0}$, which by Proposition 1.16 implies that $Я_{P_{\infty}}=\mathbb{F}[x, y]$, and consequently that

$$
\mathcal{L}\left(m P_{\infty}\right)=\left\{f \in \mathbb{F}[x, y] \mid \delta_{P_{\infty}}(f) \leqslant m\right\} .
$$

Since $\mathbb{F}[x, y] \approx \mathbb{F}[X, Y] /\langle Q\rangle$, where $Q=\alpha X^{b}+\beta Y^{a}+\widehat{Q} \in \mathbb{F}[X, Y]$ is the curve polynomial with $\alpha, \beta \in \mathbb{F} \backslash\{0\}$ and $\widehat{Q} \in \mathbb{F}[X, Y]$ satisfying $\delta(\widehat{Q})<a b$, and therefore $\operatorname{deg}_{Y} \widehat{Q}<a$, it is not hard to see that

$$
\mathbb{F}[x, y]=\left\{f \in \mathbb{F}[x, y] \mid \operatorname{deg}_{y} f<a\right\}
$$

It follows that $\mathcal{L}\left(m P_{\infty}\right)$ is generated by $\mathcal{M}_{m}$ over $\mathbb{F}$, and since Lemma 2.5 guarantees that for any distinct $x^{i} y^{j}, x^{i^{\prime}} y^{j^{\prime}} \in \mathcal{M}_{m}$ it holds that $\delta_{P_{\infty}}\left(x^{i} y^{j}\right) \neq$ $\delta_{P_{\infty}}\left(x^{i^{i}} y^{j^{\prime}}\right)$, then $\mathcal{M}_{m}$ is indeed an $\mathbb{F}$-basis.

The claim that $\boldsymbol{G}$ is a generator matrix is then a direct consequence of Proposition 1.13.

The following lemma, due to [MK93, SH95], allows us to represent every message in $\mathcal{L}\left(m P_{\infty}\right)$ using a polynomial in $\mathbb{F}[X, Y]$, and every rational place $P$ using a point in $\mathbb{F}^{2}$, thereby avoiding the computationally challenging language of function fields in our algorithms.

Lemma 2.7. If $P$ is a finite rational place and

$$
f=\sum_{(i, j) \in \mathcal{B}_{m}} m_{i, j} x^{i} y^{j} \in \mathcal{L}\left(m P_{\infty}\right) \quad \text { with } m_{i, j} \in \mathbb{F},
$$

then $f(P)=\widehat{f}(\widehat{P})$, where $\widehat{P}=(x(P), y(P)) \in \mathbb{F}^{2}$ is a zero of $Q$ and

$$
\widehat{f}=\sum_{(i, j) \in \mathcal{B}_{m}} m_{i, j} X^{i} Y^{j} \in \mathbb{F}[X, Y] .
$$

Armed with Lemma 2.7 we can reinterpret our setting in the following way: The message space, which used to be $\mathcal{L}\left(m P_{\infty}\right)$, will be replaced by

$$
\begin{aligned}
\mathfrak{L}(m) & :=\left\{\sum_{(i, j) \in \mathcal{B}_{m}} m_{i, j} X^{i} Y^{j} \mid m_{i, j} \in \mathbb{F}\right\} \\
& =\left\{f \in \mathbb{F}[X, Y] \mid \operatorname{deg}_{Y} f<a \text { and } \delta(f)<m\right\},
\end{aligned}
$$

while the code $\mathcal{C}_{\mathcal{L}}\left(D, m P_{\infty}\right)$, being technically unchanged, will henceforth be described as

$$
\mathcal{C}_{Q}(\mathcal{P}, m):=\left\{\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right) \in \mathbb{F}^{n} \mid f \in \mathfrak{L}(m)\right\}
$$

where $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\} \subset \mathbb{F}^{2}$ is now a subset of the rational points on the underlying $C_{a, b}$ curve. Notice in particular that for any $f(X, Y) \in \mathfrak{L}(m)$ it holds that $f(x, y) \in \mathcal{L}\left(m P_{\infty}\right)$ with $\delta(f(X, Y))=\delta_{P_{\infty}}(f(x, y))$. Under this interpretation, encoding and unencoding become respectively as follows:

Problem 2.8 (Encoding). Given a message $f \in \mathfrak{L}(m)$ compute the codeword $\boldsymbol{c}=\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right) \in \mathcal{C}(m, \mathcal{P})$.

Problem 2.9 (Unencoding). Given a codeword $\boldsymbol{c}=\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C}(m, \mathcal{P})$ compute the unique message $f \in \mathfrak{L}(m)$ satisfying $f\left(P_{i}\right)=c_{i}$ for $i=1, \ldots, n$.

From the perspective of computer algebra, Problems 2.8 and 2.9 can be recognized as special cases of bivariate polynomial multi-point evaluation (MPE) and interpolation respectively. We will favor this point of view throughout the chapter, only recalling the AG context when advantageous for analysis.

### 2.2 Related work

### 2.2.1 Encoding

For the particularly simple case of RS codes, it is well known that encoding can be done with quasi-linear cost [Jus76] using fast univariate MPE. Certain AG codes have been shown to admit a space-efficient encoding algorithm using Gröbner bases and high-order automorphisms of the code instead of storing a $k \times n$ generator matrix [HLS95]; the computational cost of this approach, however, is quadratic.

It has been demonstrated that one-point Hermitian codes can be encoded with sub-quadratic complexity by interpreting them as concatenated RS codes [YB92]. The Hermitian curve, which gives rise to these codes, is a $C_{a, b}$ curve over $\mathbb{F}=\mathbb{F}_{q^{2}}$ with $a=q, b=q+1$ and defining polynomial $Q=Y^{q}+Y-X^{q+1}$. Consequently, any message $f \in \mathfrak{L}(m) \subseteq \mathbb{F}[X, Y]$ can be written as $f=\sum_{i=1}^{\kappa} f_{i}(X) Y^{i}$, where $\kappa=\min \{q-1,[m /(q+1)]\}$ and where each $f_{i} \in \mathbb{F}[X]$ can be regarded as a message in an RS code, giving rise to the codeword

$$
\boldsymbol{c}^{(i)}=\left(f_{i}\left(\alpha_{1}\right), \ldots, f_{i}\left(\alpha_{q^{2}}\right)\right) \in \mathbb{F}^{q^{2}}
$$

where $\left\{\alpha_{1}, \ldots, \alpha_{q^{2}}\right\}=\mathbb{F}$ is the set of all $X$-coordinates occurring on the Hermitian curve. There are exactly $q$ points on the curve for every one of these $X$-coordinates, meaning that the evaluations of $f_{i} Y^{i}$ on all of the points can be obtained by a $q$-fold concatenation of $\boldsymbol{c}^{(i)}$ with itself, scaling each entry by the $i$-th power of the $Y$-coordinate of the point corresponding to that entry. Summing these concatenated (and entry-wise scaled) codewords for $i=1, \ldots, \kappa$, the sought codeword $\boldsymbol{c}=\operatorname{Enc}(f) \in \mathcal{C} \subset \mathbb{F}^{q_{3}}$ of the one-point Hermitian code is obtained. Using fast RS encoding, the cost of this approach is $\widetilde{\mathcal{O}}\left(\kappa q q^{2}\right) \subseteq \widetilde{\mathcal{O}}\left(q^{4}\right)=$ $\widetilde{\mathcal{O}}\left(n^{4 / 3}\right)$. Though the underlying principle of our algorithm has similarities with this approach, our algorithm is a factor $\mathcal{O}\left(n^{1 / 3}\right)$ faster for the Hermitian curve.

In [RM01] the results of [YB92] were generalized to arbitrary one-point AG codes, though the complexity is never quasi-linear.

### 2.2.2 Bivariate multi-point evaluation

In Section 2.1.2 we observed that encoding of one-point codes over $C_{a, b}$ curves can be formulated as Problem 2.8, which is but a variant of bivariate MPE. Since any algorithm for bivariate MPE can be applied to our encoding problem, let us mention some of the existing work on this well studied topic.

Given a point set $\mathcal{P} \subseteq \mathbb{F}^{2}$ and a polynomial $f \in \mathbb{F}[X, Y]$ with $\operatorname{deg}_{X} f=d_{X}$ and $\operatorname{deg}_{Y} f=d_{Y}$, bivariate MPE seeks to compute $(f(P))_{P \in \mathcal{P}} \in \mathbb{F}^{n}$, where $n=|\mathcal{P}|$. In the context of one-point codes over $C_{a, b}$ curves we are interested in the case where $d_{X} d_{Y}<n$ and $d_{Y} \ll d_{X}$. The former assumption is common in the literature, however, the latter is frequently replaced with $d_{X} \approx d_{Y}$, which would often result in poor performance in our use case.

Existence of a quasi-linear solution to univariate MPE continues to persuade the computer algebra community to entertain the hope for a bivariate (and multivariate) algorithm with complexity $\widetilde{\mathcal{O}}\left(d_{X} d_{Y}+n\right)$, though finding such an algorithm-devoid of restrictive assumptions on the input-remains an open problem. As in the univariate case, the naive approach computes all of the evaluations individually using a bivariate form of Horner's rule. Each evaluation costs $\mathcal{O}\left(d_{X} d_{Y}\right)$ operations in $\mathbb{F}$, amounting to a total complexity $\mathcal{O}\left(n d_{X} d_{Y}\right) \subseteq$ $\mathcal{O}\left(n^{2}\right)$, assuming that $d_{X} d_{Y}<n$.

## Pan

One of the first major improvements on the naive algorithm was due to Pan [Pan94], who demonstrated that quasi-linear complexity could be achieved for the special case of $\mathcal{P}=\mathcal{P}_{X} \times \mathcal{P}_{Y}$ with $\mathcal{P}_{X}, \mathcal{P}_{Y} \subseteq \mathbb{F}$, i.e. when $\mathcal{P}$ is a grid, see Figure 2.2. His algorithm is frequently refereed to as a "tensored" form of univariate MPE and in its general form works in any number of variables. The assumption that $\mathcal{P}$ is a grid can be removed by executing the algorithm on the smallest grid $\widehat{\mathcal{P}}$ containing all of $\mathcal{P}$, discarding the extraneous evaluations from the output; however, in the worst case it can happen that $|\widehat{\mathcal{P}}|=n^{2}$, resulting in the complexity $\widetilde{\mathcal{O}}\left(d_{X} d_{Y}+n^{2}\right)$, i.e. quadratic in the input size when $d_{X} d_{Y}<n$. It is by no means the case that all interesting $C_{a, b}$ curves fall into this worst case category: for the Hermitian curve $n=q^{3}$ and $\widehat{\mathcal{P}}=\mathbb{F}_{q^{2}}^{2}$, resulting in the cost $\widetilde{\mathcal{O}}\left(n^{4 / 3}\right)$, as in [YB92]. Our MPE algorithm, presented in Section 2.4, essentially generalizes the bivariate form of Pan's algorithm in a way which achieves quasilinear cost on point sets with a semi-grid structure; see Figure 2.2. A semi-grid is a weaker notion than a grid, so our algorithm never has worse complexity than Pan's. On the other hand, there are important families of $C_{a, b}$ curves-including
the Hermitian curve-whose points do in fact form a semi-grid, allowing us to achieve encoding with quasi-linear cost.


Figure 2.2: To the left: a grid $\mathcal{P}=\mathcal{P}_{X} \times \mathcal{P}_{Y} \subset \mathbb{F}_{7}^{2}$, where $\mathcal{P}_{X}=\{0,1,3,5,6\}$ and $\mathcal{P}_{Y}=\{1,2,4,6\}$.
To the right: a semi-grid over $\mathbb{F}_{7}$. For each $X$-coordinate there are exactly 4 points having that $X$-coordinate. The points with a gray cross do not lie on the curve from Example 2.3. Since there are only few of these points, encoding over this curve can be done quite fast. The smallest grid that covers the curve is $\mathbb{F}_{7}^{2}$.

## Nüsken \& Ziegler

A completely different approach to bivariate MPE was due to Nüsken \& Ziegler [NZ04]. By demonstrating that the problem can be reduced to a variant of bivariate modular composition, they managed to avoid restrictive assumptions on the underlying point set, albeit at the cost of increased complexity. It turns out that MPE can be solved in full generality by first considering the simpler case where $\mathcal{P}=\left\{\left(\alpha_{1}, \beta_{1}\right), \ldots,\left(\alpha_{n}, \beta_{n}\right)\right\}$ with the $\alpha_{i}$ being pairwise distinct. Letting $h=\prod_{i=1}^{n}\left(X-\alpha_{i}\right) \in \mathbb{F}[X]$ and $p \in \mathbb{F}[X]$ with $p\left(\alpha_{i}\right)=\beta_{i}$ for $i=1, \ldots, n$, it is easy to see that if $r=f(X, p)$ rem $h \in \mathbb{F}[X]$, then $r\left(\alpha_{i}\right)=f\left(\alpha_{i}, p\left(\alpha_{i}\right)\right)=f\left(\alpha_{i}, \beta_{i}\right)$ for each $i$. Computing $h$ and $p$ costs $\widetilde{\mathcal{O}}(n)$ operations in $\mathbb{F}$-the same goes for the evaluations $r\left(\alpha_{1}\right), \ldots, r\left(\alpha_{n}\right) \in \mathbb{F}$. Whether the modular composition problem of computing $r$ admits a solution with quasi-linear cost remains an open problem, however, for any $\epsilon>0$, Nüsken \& Ziegler achieve

$$
\mathcal{O}\left(\left(d_{X} d_{Y}^{\omega_{2} / 2}+n d_{Y}^{\omega_{2} / 2-1}\right)^{1+\epsilon}\right) \subset \mathcal{O}\left(d_{X} d_{Y}^{1.6284}+n d_{Y}^{0.6284}\right),
$$

where $\omega_{2}<3.2567$ [Le 12] is such that the cost of multiplying a $t \times t$ matrix with a $t \times t^{2}$ matrix is $\widetilde{\mathcal{O}}\left(t^{\omega_{2}}\right)$.

We can reduce the general problem of bivariate MPE to the aforementioned case with the $\alpha_{i}$ pairwise distinct by shearing the points in a degree 2 extension field $\mathbb{K} / \mathbb{F}$ using the map $\left(\alpha_{i}, \beta_{i}\right) \mapsto\left(\alpha_{i}+\theta \beta_{i}, \beta_{i}\right) \in \mathbb{K}^{2}$, where $\theta \in \mathbb{K} \backslash \mathbb{F}$. By replacing $f$ with $\tilde{f}:=f(X-\underset{\sim}{\theta} Y, Y) \in \mathbb{K}[X, Y]$ we can then obtain the sought evaluations of $f$ by evaluating $\tilde{f}$ on the sheared points, since

$$
\tilde{f}\left(\alpha_{i}+\theta \beta_{i}, \beta_{i}\right)=f\left(\alpha_{i}+\theta \beta_{i}-\theta \beta_{i}, \beta_{i}\right)=f\left(\alpha_{i}, \beta_{i}\right)
$$

The total cost of shearing all of the points is $\mathcal{O}(n)$, and since each operation in $\mathbb{K}$ costs $\mathcal{O}(1)$ operations in $\mathbb{F}$, this strategy makes no impact on the asymptotic complexity of the algorithm except for the following issue: Generically, it will be the case that $\operatorname{deg}_{Y} f=\max \left\{d_{X}, d_{Y}\right\}$, which means that the cost of computing (and storing) $\tilde{f}$ will be high when $d_{Y} \ll d_{X}$. If, for example, $d_{X} \approx n^{1-\delta}$ and $d_{Y} \approx n^{\delta}$ for some $0<\delta \ll 1$, then the number of coefficients in $\mathbb{K}$ needed to represent $\tilde{f}$ is roughly $n^{2-2 \delta}$, i.e. nearly quadratic in the input size. In our running example of one-point Hermitian codes, where $d_{X}<q^{2}$ and $d_{Y}<q$, for any $\epsilon>0$ the shearing strategy results in the complexity

$$
\mathcal{O}\left(\left(q^{2} q^{\omega_{2}}+q^{3} q^{\omega_{2}-2}\right)^{1+\epsilon}\right)=\mathcal{O}\left(\left(q^{2+\omega_{2}}\right)^{1+\epsilon}\right) \subset \mathcal{O}\left(q^{5.2567}\right)=\mathcal{O}\left(n^{1.7523}\right)
$$

which is better than the naive approach, but not as good as Pan's algorithm with $\operatorname{cost} \widetilde{\mathcal{O}}\left(n^{4 / 3}\right) \subset \mathcal{O}\left(n^{1.3334}\right)$. Of course, we can always avoid the case $d_{Y}<d_{X}$ by simply swapping the variables in the input polynomial as well the coordinates of the points, preserving the sought evaluations while guaranteeing that $d_{Y} \geqslant$ $d_{X}$. However, instead of nullifying it, this approach merely substitutes the computational penalty of shearing with another one-caused by the asymmetry of the cost bound with respect to the two variables. Doing this for one-point Hermitian codes gives complexity

$$
\mathcal{O}\left(\left(q q^{\omega_{2}}+q^{3} q^{\omega_{2}-2}\right)^{1+\epsilon}\right)=\mathcal{O}\left(\left(q^{\omega_{2}+1}\right)^{1+\epsilon}\right)=\mathcal{O}\left(q^{4.2567}\right)=\mathcal{O}\left(n^{1.4189}\right)
$$

for any $\epsilon>0$, which is a notable improvement, though still inferior to Pan's algorithm.

## Kedlaya and Umans

Last but not least, we mention the celebrated result [KU08] by Kedlaya and Umans, which in the bivariate ${ }^{1}$ setting gives an MPE algorithm with complex-

[^6]ity $^{2}$
$$
\mathcal{O}\left(\left(\max \left\{d_{X}, d_{Y}\right\}^{2}+n\right)^{1+\epsilon}\right)
$$
for any $\epsilon>0$. In outline, the algorithm works over prime fields by lifting the data to integers, performing MPE several times modulo many small primes, and then reassembling the result using the Chinese Remainder theorem. This technique is then generalized to also work for extension fields. Although the cost of this approach is for all intents and purposes quasi-linear when $d_{X} \approx d_{Y}$, in the case of one-point Hermitian codes it is $\mathcal{O}\left(n^{4 / 3+\epsilon}\right)$, which is ever so slightly worse than for Pan's algorithm. Another unfortunate, but not insignificant drawback is that the asymptotic complexity seems to be hiding an impractically large constant factor [vdHL19, Conclusion], making Kedlaya and Umans' algorithm less interesting for real world applications.

Remark 2.10. There is a recent bivariate MPE algorithm by van der Hoeven and Lecerf [vdHL21] which can evaluate any polynomial $f \in \mathbb{F}[X, Y]$ satisfying $\operatorname{deg}_{X} f, \operatorname{deg}_{Y} f<\sqrt{n}$ using $\mathcal{O}\left(\mathrm{M}(n \log n) \log (n)^{3}\right) \subset \widetilde{\mathcal{O}}(n)$ operations in $\mathbb{F}-$ that is if the underlying point set is available for precomputation. No detailed comparison will be made with this results, however, we will mention that the cost of encoding one-point Hermitian codes using this algorithm becomes $\widetilde{\mathcal{O}}\left(n^{4 / 3}\right)$, as is with Pan's.

### 2.2.3 Bivariate interpolation

Having seen in Section 2.2.2 that encoding of one-point codes over $C_{a, b}$ curvesformulated as Problem 2.8 - can be directly solved by any algorithm for bivariate MPE, let us now turn our attention to existing work on bivariate interpolation, which can analogously be used to address Problem 2.9, i.e. unencoding. Our setting here is as follows: we are given a finite set of points $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\} \subseteq$ $\mathbb{F}^{2}$ alongside with some prescribed evaluations $v_{1}, \ldots, v_{n} \in \mathbb{F}$, and we wish to compute a polynomial $f \in \mathbb{F}[X, Y]$ with $f\left(P_{i}\right)=v_{i}$ for $i=1, \ldots, n$. Typically, as in our use case with unencoding, it is of interest to place restrictions on the monomial support of the sought interpolating polynomial $f$. At the time of writing, there is no better way of solving this interpolation problem in its full generality besides interpreting it as a $t \times n$ linear system over $\mathbb{F}$, where $t$ is the cardinality of the allowed monomial support. Assuming that $t \leqslant n$, Gaussian elimination then yields the $\operatorname{cost} \mathcal{O}\left(n^{\omega}\right) \subset \mathcal{O}\left(n^{2.3729}\right)$. In the context of codes, we can instead multiply the codeword with the $n \times k$ inverted generator matrix at the improved $\operatorname{cost} \mathcal{O}(n k) \subseteq \mathcal{O}\left(n^{2}\right)$. We can do notably better by observing that Problem 2.9 gives rise to a linear system with low displacement

[^7]rank, namely $a$, allowing us to use the algorithm for structured system solving by Bostan et al. [BJMS17] with cost $\widetilde{\mathcal{O}}\left(a^{\omega-1} n\right)$. For one-point Hermitian codes this translates to $\widetilde{\mathcal{O}}\left(q^{\omega-1} n\right)=\widetilde{\mathcal{O}}\left(q^{2+\omega}\right) \subset \mathcal{O}\left(n^{1.4577}\right)$ which is inferior to the quasi-linear complexity of our algorithm; however, for general one-point codes over $C_{a, b}$ curves this is our main contender. We compare the two approaches in Section 2.5.3, and - as we will see - for most parameters of interest, our algorithm seems to be faster.

Other noteworthy interpolation techniques include Pan's [Pan94], which assumes that the underlying point set forms a grid, and its generalization by van der Hoeven and Schost [vdHS13], which works on certain structured subsets of grids. Both of these algorithms have quasi-linear cost in the input size, however, they are unable to guarantee that the returned interpolating polynomial will satisfy the monomial support requirements mandated by Problem 2.9. Fortunately, our setting allows us to address this issue in the following way: Given a polynomial $\widehat{f} \in \mathbb{F}[X, Y]$ which correctly evaluates to the prescribed interpolation values but has incorrect monomial support, we can always find the sought $f$ in the coset $\hat{f}+\Gamma(\mathcal{P})$ of the vanishing ideal $\Gamma(\mathcal{P})$ of $\mathcal{P}$ by reducing $\hat{f}$ with respect to a Gröbner basis of $\Gamma(\mathcal{P})$ under a suitable monomial ordering. As we will see in Section 2.5.2, by carefully ordering these Gröbner basis elements in a sequence we can guarantee that van der Hoeven's division algorithm [vdH15] yields good complexity when applied to the output of our generalization of Pan's interpolation algorithm. This generalization, similarly to the MPE setting, weakens the requirement of $\mathcal{P}$ being a grid to being a semi-grid. The constructed polynomial can be described by a closed form expression (see Lemma 2.15). A similar expression was used for decoding for one-point Hermitian codes in [LO09], and it was shown how in [NB15] how it can be computed fast; that approach can be seen as a special case of our algorithm.

### 2.3 Point sets

The complexity estimates of our algorithms do not explicitly depend on the cardinality of the underlying point set. Instead, they are expressed in terms of two geometric quantities: For any point set $\mathcal{P} \subseteq \mathbb{F}^{2}$ we define

$$
n_{X}=|\mathcal{X}(\mathcal{P})| \quad \text { and } \quad \nu_{Y}(\mathcal{P})=\max _{\alpha \in \mathbb{F}}\left|\mathcal{Y}_{\alpha}(\mathcal{P})\right|
$$

where $\mathcal{X}(\mathcal{P})=\{X(P) \mid P \in \mathcal{P}\} \subseteq \mathbb{F}$ is the set of all $X$-coordinates in $\mathcal{P}$ and $\mathcal{Y}_{\alpha}(\mathcal{P})=\{Y(P) \mid P \in \mathcal{P}$ with $X(P)=\alpha\} \subseteq \mathbb{F}$ is the set of all $Y$-coordinates of those points in $\mathcal{P}$ that have $\alpha$ as their $X$-coordinate. Whenever it is clear from the context which point set $\mathcal{P}$ we are referring to, we may simply write
$\mathcal{X}, \mathcal{Y}, n_{X}, \nu_{Y}$. Note that if all of the points in $\mathcal{P}$ lie on a $C_{a, b}$ curve with defining polynomial $Q \in \mathbb{F}[X, Y]$, then $\nu_{Y}(\mathcal{P}) \leqslant a$, since for any $\alpha \in \mathbb{F}$ the equation $Q(\alpha, Y)=0$ has at most $\operatorname{deg} Q(\alpha, Y) \leqslant \operatorname{deg}_{Y} Q=a$ solutions in $\mathbb{F}$. We will also use the notation $n=n(\mathcal{P})=|\mathcal{P}|$.

As we will see in the following sections, the complexity estimates in our algorithms favor point sets with $\nu_{Y}(\mathcal{P}) \approx a$ and $n_{X}(\mathcal{P}) \nu_{Y}(\mathcal{P}) \approx|\mathcal{P}|$. The following definition captures the latter property:

Definition 2.11. A point set $\mathcal{P} \subseteq \mathbb{F}^{2}$ is a semi-grid if $\left|\mathcal{Y}_{\alpha}(\mathcal{P})\right|=\nu_{Y}(\mathcal{P})$ for each $\alpha \in \mathcal{X}(\mathcal{P})$, or equivalently if $n_{X}(\mathcal{P}) \nu_{Y}(\mathcal{P})=|\mathcal{P}|$.

It is worth noting that any non-singular $C_{a, b}$ curve whose rational points for a semi-grid is a weak Castle curve, see [MUT09].

### 2.4 Fast encoding using multi-point evaluation

Although we primarily seek an efficient solution to Problem 2.8, our algorithm is more naturally expressed in a slightly more general setting: For now, let $\mathcal{P} \subseteq \mathbb{F}^{2}$ be an arbitrary point set (not necessarily related to a $C_{a, b}$ curve) and $f \in \mathbb{F}[X, Y]$ with $\operatorname{deg}_{X} f=d_{X}$ and $\operatorname{deg}_{Y} f=d_{Y}$. Strongly inspired by Pan's MPE algorithm (see Section 2.2.2), our strategy is to write $f=\sum_{i=0}^{d_{Y}} f_{i} Y^{i}$, where $f_{i} \in \mathbb{F}[X]$, and evaluate each $f_{i}$ at $\mathcal{X}(\mathcal{P})$ using fast univariate MPE, thereby allowing us to construct the polynomials $f(\alpha, Y)=\sum_{i=0}^{d_{Y}} f_{i}(\alpha) Y^{i} \in \mathbb{F}[Y]$ for $\alpha \in \mathcal{X}(\mathcal{P})$. Evaluating each $f(\alpha, Y)$ at $\mathcal{Y}_{\alpha}(\mathcal{P})$, again using fast univariate MPE, we obtain the sought evaluations. For a detailed description see the listing of Algorithm 1.

## Algorithm 1 BivariateMPE $(f, \mathcal{P})$

## Input:

- A polynomial $f=\sum_{i=0}^{d_{Y}} f_{i} Y^{i} \in \mathbb{F}[X, Y]$, where $f_{i} \in \mathbb{F}[X]$ with $\operatorname{deg} f=d_{X}$,
- a point set $\mathcal{P} \subset \mathbb{F}^{2}$ with $\mathcal{X}(\mathcal{P})=\mathcal{X}$ and $\mathcal{Y}_{\alpha}(\mathcal{P})=\mathcal{Y}_{\alpha}$ for each $\alpha \in \mathbb{F}$


## Output:

- evaluations $(f(\alpha, \beta))_{(\alpha, \beta) \in \mathcal{P}} \in \mathbb{F}^{\mathcal{P}}$
for $i=0, \ldots, d_{Y}$ do

$$
\left(f_{i}^{(\alpha)}\right)_{\alpha \in \mathcal{X}} \in \mathbb{F}^{\mathcal{X}} \leftarrow\left(f_{i}(\alpha)\right)_{\alpha \in \mathcal{X}} \quad \triangleright \text { using fast univariate MPE }
$$

for each $\alpha \in \mathcal{X}$ do
$f^{(\alpha, Y)} \in \mathbb{F}[Y] \leftarrow \sum_{i=0}^{d_{Y}} f_{i}^{(\alpha)} Y^{i}$
$\left(f^{(\alpha, \beta)}\right)_{\beta \in \mathcal{Y}_{\alpha}} \in \mathbb{F}^{\mathcal{Y}_{\alpha}} \leftarrow\left(f^{(\alpha, Y)}(\beta)\right)_{\beta \in \mathcal{Y}_{\alpha}} \quad \triangleright$ using fast univariate MPE
return $\left(f^{(\alpha, \beta)}\right)_{(\alpha, \beta) \in \mathcal{P}} \in \mathbb{F}^{\mathcal{P}}$

Lemma 2.12. Algorithm 1 is correct and costs

$$
\begin{aligned}
& \mathcal{O}\left(d_{Y} \mathrm{M}\left(d_{X}+n_{X}\right) \log \left(d_{X}+n_{X}\right)+n_{X} \mathrm{M}\left(d_{Y}+\nu_{Y}\right) \log \left(d_{Y}+\nu_{Y}\right)\right) \\
& \subset \widetilde{\mathcal{O}}\left(d_{X} d_{Y}+n_{X}\left(d_{Y}+\nu_{Y}\right)\right)
\end{aligned}
$$

operations in $\mathbb{F}$.

Proof. For correctness, simply observe that for any $(\alpha, \beta) \in \mathcal{P}$

$$
f^{(\alpha, \beta)}=f^{(\alpha, Y)}(\beta)=\sum_{i=0}^{d_{Y}} f_{i}^{(\alpha)} \beta^{i}=\sum_{i=0}^{d_{Y}} f_{i}(\alpha) \beta^{i}=f(\alpha, \beta) .
$$

For the complexity, notice that computational work is performed only in Steps 2 and 5 , while all other steps are memory management and therefore cost no operations in $\mathbb{F}$. The total cost of Step 2 over all values of $i=0, \ldots, d_{Y}$ is

$$
\begin{aligned}
& \mathcal{O}\left(\sum_{i=0}^{d_{Y}} \mathrm{M}\left(\operatorname{deg} f_{i}+n_{X}\right) \log \left(\operatorname{deg} f_{i}+n_{X}\right)\right) \\
& \subseteq \mathcal{O}\left(d_{Y} \mathrm{M}\left(d_{X}+n_{X}\right) \log \left(d_{X}+n_{X}\right)\right)
\end{aligned}
$$

while the total cost of Step 5 over all $\alpha \in \mathcal{X}$ is

$$
\begin{aligned}
& \mathcal{O}\left(\sum_{\alpha \in \mathcal{X}} \mathrm{M}\left(\operatorname{deg} f^{(\alpha, Y)}+\left|\mathcal{Y}_{\alpha}\right|\right) \log \left(\operatorname{deg} f^{(\alpha, Y)}+\left|\mathcal{Y}_{\alpha}\right|\right)\right) \\
& \subseteq \mathcal{O}\left(n_{X} \mathrm{M}\left(d_{Y}+\nu_{Y}\right) \log \left(d_{Y}+\nu_{Y}\right)\right)
\end{aligned}
$$

The total cost of the algorithm follows.

We now specialize Lemma 2.12 to Problem 2.8.
Theorem 2.13. Problem 2.8 can be solved using Algorithm 1 with cost

$$
\mathcal{O}\left(\mathrm{M}\left(m+a n_{X}\right) \log \left(m+a n_{X}\right)\right) \subset \widetilde{\mathcal{O}}\left(m+a n_{X}\right)
$$

Proof. For any $f \in \mathfrak{L}(m)$ it holds by definition that $a d_{X}+b d_{Y} \leqslant m$ and $d_{Y}<a$, where $d_{X}=\operatorname{deg}_{X} f$ and $d_{Y}=\operatorname{deg}_{Y} f$. Consequently $d_{X} \leqslant m / a$, and since $\nu_{Y} \leqslant a$, then according to Lemma 2.12 the cost of encoding becomes

$$
\begin{aligned}
& \mathcal{O}\left(a \mathrm{M}\left(\frac{m}{a}+n_{X}\right) \log \left(\frac{m}{a}+n_{X}\right)+n_{X} \mathrm{M}\left(a+\nu_{Y}\right) \log \left(a+\nu_{Y}\right)\right) \\
& \subset \mathcal{O}\left(\mathrm{M}\left(m+a n_{X}\right) \log \left(m+a n_{X}\right)\right)
\end{aligned}
$$

Note that the encoding cost, as given by Theorem 2.13, depends on the layout of the evaluation points as well as the curve parameter $a$. In the following corollary we bound the worst case complexity for curves satisfying some very mild assumptions. A more refined analysis for special families of $C_{a, b}$ curves will be given in Section 2.6.

Corollary 2.14 (of Theorem 2.13). If $\mathbb{F}=\mathbb{F}_{q}$, then any one-point code of length $n \geqslant q$ over a $C_{a, b}$ curve with genus $g \leqslant n$ can be encoded using at most

$$
\mathcal{O}(\mathrm{M}(q \sqrt{n}) \log (q \sqrt{n})) \subset \widetilde{\mathcal{O}}(q \sqrt{n}) \subset \widetilde{\mathcal{O}}\left(n^{3 / 2}\right)
$$

operations in $\mathbb{F}$.

Proof. Assuming w.l.o.g. that $a<b$ we get that

$$
n \geqslant g=\frac{1}{2}(a-1)(b-1) \geqslant \frac{1}{2}(a-1)^{2},
$$

hence $a \leqslant \sqrt{2 n}+1 \in \mathcal{O}(\sqrt{n})$. Since $m \leqslant n+2 g-1 \in \mathcal{O}(n)$ (otherwise encoding is not injective) and $n_{X} \leqslant q$, then the claim follows from Theorem 2.13.

### 2.5 Fast unencoding using interpolation

In this section we address Problem 2.9, i.e. unencoding, by first considering a slightly more general interpolation problem where we ignore the fact that the underlying points lie on a $C_{a, b}$ curve. Generally, our approach will require two separate stages:

1) interpolation with relaxed monomial support and
2) monomial support reduction.

Stage 2 dominates the cost, however, as we will see in Section 2.6.1, this step is unnecessary for some codes whose evaluation points form a semi-grid. We now proceed by examining the two stages in detail, starting with the former.

### 2.5.1 Interpolation with relaxed monomial support

Instead of immediately seeking a polynomial that satisfies the monomial support constraints of problem Problem 2.9, we first look for one with $X$-degree less than $n_{X}$ and $Y$-degree less than $\nu_{Y}$, since this allows us to obtain it from a closed form expression:

Lemma 2.15. Given a point set $\mathcal{P} \subset \mathbb{F}^{2}$ and a tuple of interpolation values $\boldsymbol{c}=\left(c_{\alpha, \beta}\right)_{(\alpha, \beta) \in \mathcal{P}} \in \mathbb{F}^{\mathcal{P}}$, the polynomial

$$
R_{\mathcal{P}}^{(c)}=\sum_{\alpha \in \mathcal{X}} \prod_{\alpha^{\prime} \in \mathcal{X} \backslash\{\alpha\}} \frac{X-\alpha^{\prime}}{\alpha-\alpha^{\prime}} \sum_{\beta \in \mathcal{Y}_{\alpha}} c_{\alpha, \beta} \prod_{\beta^{\prime} \in \mathcal{Y}_{\alpha} \backslash\{\beta\}} \frac{Y-\beta^{\prime}}{\beta-\beta^{\prime}} \in \mathbb{F}[X, Y],
$$

satisfies $R_{\mathcal{P}}^{(\boldsymbol{c})}(\alpha, \beta)=c_{\alpha, \beta}$ for every $(\alpha, \beta) \in \mathcal{P}$.

Proof. Writing

$$
R_{\mathcal{P}}^{(c)}=\sum_{\alpha \in \mathcal{X}} A_{\alpha} \sum_{\beta \in \mathcal{Y}_{\alpha}} c_{\alpha, \beta} B_{\alpha, \beta},
$$

where

$$
A_{\alpha}=\prod_{\alpha^{\prime} \in \mathcal{X} \backslash\{\alpha\}} \frac{X-\alpha^{\prime}}{\alpha-\alpha^{\prime}} \in \mathbb{F}[X] \quad \text { and } \quad B_{\alpha, \beta}=\prod_{\beta^{\prime} \in \mathcal{Y}_{\alpha} \backslash\{\beta\}} \frac{Y-\beta^{\prime}}{\beta-\beta^{\prime}} \in \mathbb{F}[Y]
$$

it is easy to see that for any $(\widehat{\alpha}, \widehat{\beta}) \in \mathcal{P}$

$$
A_{\alpha}(\widehat{\alpha})=\left\{\begin{array}{ll}
1 & \text { if } \hat{\alpha}=\alpha \\
0 & \text { if } \widehat{\alpha} \neq \alpha
\end{array} \quad \text { and } \quad B_{\alpha, \beta}(\widehat{\beta})=\left\{\begin{array}{ll}
1 & \text { if } \widehat{\beta}=\beta \\
0 & \text { if } \widehat{\beta} \neq \beta
\end{array} .\right.\right.
$$

It follows that

$$
R_{\mathcal{P}}^{(c)}(\widehat{\alpha}, \widehat{\beta})=\sum_{\alpha \in \mathcal{X}} A_{\alpha}(\widehat{\alpha}) \sum_{\beta \in \mathcal{Y}_{\alpha}} c_{\alpha, \beta} B_{\alpha, \beta}(\widehat{\beta})=A_{\widehat{\alpha}}(\widehat{\alpha}) c_{\widehat{\alpha}, \widehat{\beta}} B_{\widehat{\alpha}, \widehat{\beta}}(\widehat{\beta})=c_{\widehat{\alpha}, \widehat{\beta}}
$$

Our strategy for efficiently computing $R_{\mathcal{P}}^{(\boldsymbol{c})}$ from Lemma 2.15 is as follows: We first compute the polynomials $h^{(\alpha, Y)}:=R_{\mathcal{P}}^{(c)}(\alpha, Y) \in \mathbb{F}[Y]$ for $\alpha \in \mathcal{X}$ using univariate interpolation. We then reinterpret the interpolation problem as being in $\mathbb{F}[Y][X]$, i.e. we seek a univariate polynomial $h(X)=R_{\mathcal{P}}^{(c)}$ with coefficients belonging to the ring $\mathbb{F}[Y]$ such that $h(\alpha)=h^{(\alpha, Y)}$ for each $\alpha \in \mathcal{X}$. For clarity and for a slight improvement in complexity (on the level of logarithms) we make the latter interpolation explicit.

Our approach will make use of binary trees, so us establish some notation and terminology: We model a tree $\mathcal{T}$ as a finite, non-empty set of vertices together with a map $\mathcal{T}^{[\cdot]}$ which sends any vertex $v \in \mathcal{T}$ to a subset $\mathcal{T}^{[v]} \subset \mathcal{T}$ containing its children. Clearly $\mathcal{T}^{[v]} \cap \mathcal{T}^{\left[v^{\prime}\right]}=\varnothing$ for any two distinct $v, v^{\prime} \in \mathcal{T}$. The root of $\mathcal{T}$ is the unique vertex $r \in \mathcal{T}$ such that $r \notin \mathcal{T}^{[v]}$ for any $v \in \mathcal{T}$. If a vertex $v \in \mathcal{T}$ has no children, i.e. $T^{[v]}=\varnothing$, then $v$ is a leaf, otherwise $v$ is a non-leaf. Finally, a tree $\mathcal{T}$ is binary if $\left|\mathcal{T}^{[v]}\right| \leqslant 2$ for all $v \in \mathcal{T}$.

Following in the footsteps of [vzGG12, Section 10.1], we define subproduct trees:
Definition 2.16. A partition tree of any finite subset $S \subseteq \mathbb{F}$ is a binary tree $\mathcal{T}$ whose vertices are subsets of $S$ such that:

- $S \in \mathcal{T}$ is the root,
- any leaf $L \in \mathcal{T}$ has $|L|=1$, and
- any non-leaf $V \in \mathcal{T}$ is the disjoint union of its children, and
- if $V_{1}, V_{2} \in T^{[V]}$ for some $V \in \mathcal{T}$, then $\| V_{1}\left|-\left|V_{2}\right|\right| \leqslant 1$.

The corresponding subproduct tree $\mathcal{U} \subset \mathbb{F}[X]$ is a binary tree obtained by replacing each vertex $V \in \mathcal{T}$ with $\varphi(V):=\prod_{\alpha \in V}(X-\alpha) \in \mathbb{F}[X]$, i.e. $\varphi$ is a bijection $\mathcal{T} \rightarrow \mathcal{U}$ such that $\mathcal{U}^{[\varphi(V)]}=\left\{\varphi(C) \mid C \in \mathcal{T}^{[V]}\right\}$ for any $V \in \mathcal{T}$.

Although computing a partition tree for a subset $S \subseteq \mathbb{F}$ technically does not cost any operations in $\mathbb{F}$, simply storing it requires us to hold $\mathcal{O}(|S| \log |S|)$ field elements in memory, which also bounds the computation time in practice. The following lemma enables us to compute the corresponding subproduct tree of $S$ in roughly the same time (up to logarithmic factors).

Proposition 2.17 (Lemma 10.4 from [vzGG12]). There exists an an algorithm which for any subset $S \subseteq \mathbb{F}$ and any partition tree $T$ of $\mathcal{S}$ computes the corresponding product tree of $\mathcal{S}$ using at most $\mathcal{O}(\mathrm{M}(|\mathcal{S}|) \log (|\mathcal{S}|)) \subset \widetilde{\mathcal{O}}(|\mathcal{S}|)$ operations in $\mathbb{F}$.


Figure 2.3: A partition tree for $S=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \subseteq \mathbb{F}$, where $n=2^{k}$.


Figure 2.4: A subproduct tree for the set $S=\left\{\alpha_{1}, \ldots, \alpha_{n}\right\} \subseteq \mathbb{F}$, where $n=2^{k}$.

```
Algorithm 2 Combine \((\boldsymbol{h}, \mathcal{U})\)
    Input:
        - A subproduct tree \(\mathcal{U} \subset \mathbb{F}[X]\) of some \(S \subseteq \mathbb{F}\) with \(|S|=2^{k}\),
        - polynomials \(\boldsymbol{h}=\left(h^{(\alpha, Y)}\right)_{\alpha \in S} \in \mathbb{F}[Y]^{S}\).
    Output:
        - the polynomial \(h=\sum_{\alpha \in S} h^{(\alpha, Y)} \prod_{\alpha^{\prime} \in S \backslash\{\alpha\}}\left(X-\alpha^{\prime}\right) \in \mathbb{F}[X, Y]\).
    if \(S=\{\alpha\}\) for some \(\alpha \in \mathbb{F}\) then
        return \(h_{\alpha}\)
    else
        \(\left\{u_{1}, u_{2}\right\} \leftarrow \mathcal{U}^{[u]}\), where \(u \in \mathcal{U}\) is the root
        for \(t=1,2\) do
            \(h_{t} \in \mathbb{F}[X, Y] \leftarrow \operatorname{Combine}\left(\left(h^{(\alpha, Y)}\right)_{\alpha \in \mathcal{S}_{t}}, \mathcal{U}_{t}\right)\), where
            \(\mathcal{U}_{t} \subset \mathcal{U}\) are the subtrees with roots \(S_{t}\) and \(u_{t}\) respectively
        return \(h \in \mathbb{F}[X, Y] \leftarrow u_{2} h_{1}+u_{1} h_{2}\)
```

Lemma 2.18. Algorithm 2 is correct, and if $\operatorname{deg} h_{\alpha}<r$ for all $\alpha \in S$, then it costs $\mathcal{O}(r \mathrm{M}(s) \log (s)) \subset \widetilde{\mathcal{O}}(r s)$ operations in $\mathbb{F}$, where $s=|S|=2^{k}$.

Proof. We prove correctness by induction on $k$. The base case $k=0$ is clear, since then $S=\{\alpha\}$ for some $\alpha \in \mathbb{F}$ and the algorithm returns $h=h_{\alpha}$. For $k>0$ we know that $S$ is the disjoint union of $S_{1}$ and $S_{2}$, where $\left|S_{1}\right|=\left|S_{2}\right|=2^{k-1}$. By induction hypothesis then

$$
h_{t}=\sum_{\alpha \in S_{t}} h^{(\alpha, Y)} \prod_{\alpha^{\prime} \in S_{t} \backslash\{\alpha\}}\left(X-\alpha^{\prime}\right) \quad \text { for } t=1,2 .
$$

It follows that the output of the algorithm is

$$
\begin{aligned}
h & =\sum_{\alpha \in S_{1}} h^{(\alpha, Y)} \prod_{\alpha^{\prime} \in S \backslash\{\alpha\}}\left(X-\alpha^{\prime}\right)+\sum_{\alpha \in S_{2}} h^{(\alpha, Y)} \prod_{\alpha^{\prime} \in S \backslash\{\alpha\}}\left(X-\alpha^{\prime}\right) \\
& =\sum_{\alpha \in S} h^{(\alpha, Y)} \prod_{\alpha^{\prime} \in S \backslash\{\alpha\}}\left(X-\alpha^{\prime}\right) .
\end{aligned}
$$

For the complexity, let $C(s)$ denote the cost of the algorithm when $|S|=s$. In each recursive step (Step 6), the algorithm solves two subproblems of half the size of the original problem, each having the cost $C(s / 2)$. The computational bottleneck in combining these two solutions in Step 7 comes from carrying out the multiplications $u_{2} \cdot h_{1}$ and $u_{1} \cdot h_{2}$, where $\operatorname{deg}_{X} h_{1}, \operatorname{deg}_{X} h_{2}<$ $s / 2$ and $\operatorname{deg}_{Y} h_{1}, \operatorname{deg}_{Y} h_{2}<r$, and where both of $u_{1}, u_{2} \in \mathbb{F}[X]$ have degree $s / 2$. Each of these multiplications costs $\mathcal{O}(r \mathrm{M}(s))$ operations in $\mathbb{F}$, yielding the recurrence relation $C(s)=2 C(s / 2)+\mathcal{O}(r \mathrm{M}(s))$, which has the solution $\widetilde{\mathcal{O}}(r \mathrm{M}(s) \log (s))+\mathcal{O}(s) C(1)$. At the base case, the algorithm simply returns a univariate polynomial in $Y$ with degree less than $r$, thus $C(1) \in \mathcal{O}(r)$.

```
Algorithm 3 BivariateInterpolate \((\mathcal{P}, \boldsymbol{c})\)
    Input:
        - A point set \(\mathcal{P} \subseteq \mathbb{F}^{2}\)
        - a tuple of interpolation values \(\boldsymbol{c}=\left(c_{\alpha, \beta}\right)_{(\alpha, \beta) \in \mathcal{P}} \in \mathbb{F}^{\mathcal{P}}\).
    Output:
        - the interpolating polynomial \(h=R_{\mathcal{P}}^{(c)} \in \mathbb{F}[X, Y]\) from Lemma 2.15.
    \(\mathcal{U} \subset \mathbb{F}[X] \leftarrow\) a product tree of \(\mathcal{X}\)
    \(u \in \mathbb{F}[X] \leftarrow\) the formal derivative of the root of \(\mathcal{U}\)
    \(\left(u^{(\alpha)}\right)_{\alpha \in \mathcal{X}} \in \mathbb{F}^{\mathcal{X}} \leftarrow(u(\alpha))_{\alpha \in \mathcal{X}} \quad \triangleright\) using fast univariate MPE
    for each \(\alpha \in \mathcal{X}\) do
        \(h^{(\alpha, Y)} \in \mathbb{F}[Y] \leftarrow\) polynomial such that \(h^{(\alpha, Y)}(\beta)=c_{\alpha, \beta}\) for each \(\beta \in \mathcal{Y}_{\alpha}\)
                                \(\triangleright\) using fast univariate interpolation
    return \(h \in \mathbb{F}[X, Y] \leftarrow \operatorname{Combine}\left(\left(h^{(\alpha, Y)} / u^{(\alpha)}\right)_{\alpha \in \mathcal{X}}, \mathcal{U}\right) \quad \triangleright\) Algorithm 2
```

Lemma 2.19. Algorithm 3 is correct and costs

$$
\mathcal{O}\left(\nu_{Y} \mathrm{M}\left(n_{X}\right) \log \left(n_{X}\right)+n_{X} \mathrm{M}\left(\nu_{Y}\right) \log \left(\nu_{Y}\right)\right) \subset \widetilde{\mathcal{O}}\left(n_{X} \nu_{Y}\right),
$$

operations in $\mathbb{F}$.

Proof. Correctness follows from Lemma 2.18, which guarantees that

$$
h=\sum_{\alpha \in \mathcal{X}} \frac{h^{(\alpha, Y)}}{u^{(\alpha)}} \prod_{\alpha^{\prime} \in \mathcal{X} \backslash\{\alpha\}}\left(X-\alpha^{\prime}\right),
$$

where

$$
h^{(\alpha, Y)}=\sum_{\beta \in \mathcal{Y}_{\alpha}} c_{\alpha, \beta} \prod_{\beta^{\prime} \in \mathcal{Y}_{\alpha} \backslash\{\alpha\}} \frac{Y-\beta^{\prime}}{\beta-\beta^{\prime}}
$$

(by univariate interpolation) and $u^{(\alpha)}=u(\alpha)=\prod_{\alpha^{\prime} \in \mathcal{X} \backslash\{\alpha\}}\left(\alpha-\alpha^{\prime}\right)$, since

$$
u=\sum_{\alpha \in \mathcal{X}} \prod_{\alpha^{\prime} \in \mathcal{X} \backslash\{\alpha\}}(X-\alpha),
$$

hence $h=R_{\mathcal{P}}^{(c)}$. It is not hard to see that $u^{(\alpha)} \neq 0$ for $\alpha \in \mathcal{X}$.
Step 1 costs $\mathcal{O}\left(\mathrm{M}\left(n_{X}\right) \log \left(n_{X}\right)\right)$ according to Proposition 2.17, Step 2 costs $\mathcal{O}\left(n_{X}\right)$ and Step 4 costs $\mathcal{O}\left(\mathrm{M}\left(n_{X}\right) \log \left(n_{X}\right)\right)$. The total cost of Step 5 over all values of $\alpha \in \mathcal{X}$ is $\mathcal{O}\left(n_{X} \mathrm{M}\left(\nu_{Y}\right) \log \left(\nu_{Y}\right)\right)$. The cost of the algorithm as a whole follows from the fact that Step 6 costs $\mathcal{O}\left(\nu_{Y} \mathrm{M}\left(n_{X}\right) \log \left(n_{X}\right)\right)$ due to Lemma 2.18.

Notice that if $\mathcal{P}$ is close to being a semi-grid, i.e. $n_{X} \nu_{Y} \approx|\mathcal{P}|$, then Algorithm 3 has quasi-linear complexity. Unfortunately, this is not enough to guarantee quasi-linear unencoding as the returned polynomial $R_{\mathcal{P}}^{(\boldsymbol{c})}$ might fail to satisfy the monomial support constraints imposed by Problem 2.9, requiring us to perform additional computations. In Section 2.5.2 we explain how to efficiently reduce the support of $R_{\mathcal{P}}^{(c)}$, though the cost of doing this will generally be worse than quasi-linear. Fortunately, as we will see in Section 2.6.1, if $\mathcal{P}$ is a semi-grid satisfying certain size constraints, then this additional computational step can be omitted. This is partly due to the fact that if $\mathcal{P}$ is a semi-grid, then the $\mathbb{F}$-vector spaces $\mathcal{R}=\left\{h \in \mathbb{F}[X, Y] \mid \operatorname{deg}_{X} h<n_{X}\right.$ and $\left.\operatorname{deg}_{Y} h<\nu_{Y}\right\}$ and $\mathbb{F}^{\mathcal{P}}$ are isomorphic under the evaluation map on $\mathcal{P}$, implying that $R_{\mathcal{P}}^{(c)}$ is the unique polynomial in $\mathcal{R}$ that interpolates $\boldsymbol{c} \in \mathbb{F}^{\mathcal{P}}$. This is in contrast to the case when $\mathcal{P}$ in not a semi-grid, as we will discuss in the following section.

### 2.5.2 Reducing the monomial support

In Section 2.5 . 1 we have seen that for any finite point set $\mathcal{P} \subseteq \mathbb{F}^{2}$ and any interpolation values $\boldsymbol{c}=\left(c_{P}\right)_{P \in \mathcal{P}} \in \mathbb{F}^{\mathcal{P}}$ we can compute a polynomial $R_{\mathcal{P}}^{(c)} \in$ $\mathbb{F}[X, Y]$ with $\operatorname{deg}_{X} R_{\mathcal{P}}^{(c)}<n_{X}$ and $\operatorname{deg}_{Y} R_{\mathcal{P}}^{(c)}<\nu_{Y}$ satisfying $R_{\mathcal{P}}^{(c)}(P)=c_{P}$ for $P \in \mathcal{P}$, see Lemma 2.15. Now we turn our attention to transforming $R_{\mathcal{P}}^{(c)}$ into a polynomial $f \in \mathbb{F}[X, Y]$ which satisfies the constraints imposed by Problem 2.9 while preserving the evaluations on $\mathcal{P}$. More precisely, we now wish to solve the following problem:

Problem 2.20. Given the polynomial $R_{\mathcal{P}}^{(\boldsymbol{c})} \in \mathbb{F}[X, Y]$ from Lemma 2.15 find the unique polynomial $f \in \mathfrak{L}(m)$, i.e. $\operatorname{deg}_{Y} f<a$ and $\delta(f) \leqslant m$, such that $f(P)=R_{\mathcal{P}}^{(c)}(P)$ for $P \in \mathcal{P}$.

We will solve Problem 2.20 using Gröbner bases (see e.g. [CLO07]), so let us establish some notation: For the remainder of this section we impose the (total) monomial order $\leq_{a, b}$ on $\mathbb{F}[X, Y]$, where

$$
X^{i} Y^{j} \leq_{a, b} X^{j^{\prime}} Y^{j^{\prime}} \Longleftrightarrow \begin{aligned}
& a i+b j<a i^{\prime}+b j^{\prime} \text { or } \\
& a i+b j=a i^{\prime}+b j^{\prime} \text { and } j<j^{\prime} .
\end{aligned}
$$

For any polynomial $h=\sum_{(i, j) \in \mathbb{Z}_{\geqslant 0}^{2}} h_{i, j} X^{i} Y^{j} \in \mathbb{F}[X, Y]$ with $h_{i, j} \in \mathbb{F}$ let $\operatorname{lm} h$ denote the leading monomial of $h$ (with respect to $\leq_{a, b}$ ), and for any monomial $X^{i} Y^{j}$ let $h^{\left[X^{i} Y^{j}\right]}=h_{i, j} X^{i} Y^{j}$. With this notation $h^{[\operatorname{lm} h]}$ denotes the leading term of $h$, i.e. if $\operatorname{lm} h=X^{i} Y^{j}$, then $h^{[\operatorname{lm} h]}=h_{i, j} X^{i} Y^{j}$.

If $\boldsymbol{g}=\left(g_{1}, \ldots, g_{\gamma}\right) \in \mathbb{F}[X, Y]^{\gamma}$ is a Gröbner basis of some ideal such that for $t=1, \ldots, \gamma$ it holds that $\operatorname{lm} g_{t} \nmid w$ for all monomials $w \in \operatorname{supp} h$, then we say that $h$ is reduced with respect to $\boldsymbol{g}$.

Lemma 2.21. Let $f \in \mathfrak{L}(m)$ with $m<n$, and let $\boldsymbol{g}=\left(g_{1}, \ldots, g_{\gamma}\right) \in \mathbb{F}[X, Y]^{\gamma}$ be a Gröbner basis of the vanishing ideal $\Gamma(\mathcal{P})$ of $\mathcal{P}$. If $h \in \mathbb{F}[X, Y]$ is reduced with respect to $\boldsymbol{g}$ and satisfies $h(P)=f(P)$ for $P \in \mathcal{P}$, then $h=f$.

Proof. If $h \neq f$, then $h \notin \mathfrak{L}(m)$, since Lemma 1.17 on page 14 guarantees that the evaluation map $r \in \mathfrak{L}(m) \mapsto(r(P))_{P} \in \mathbb{F}^{\mathcal{P}}$ is injective. Consequently, there exists at least one monomial $w \in \operatorname{supp} h \cap \operatorname{supp}(h-f)$, but since $0 \neq h-f \in \Gamma(\mathcal{P})$, then $h-f=\sum_{t=1}^{\gamma} p_{t} g_{t}$ with $p_{t} \in \mathbb{F}[X, Y]$ not all zero, which implies that $\operatorname{lm} g_{u} \mid w$ for some $u \in\{1, \ldots, \gamma\}$, contradicting that $h$ is reduced with respect to $\boldsymbol{g}$.

An extended reduction of $h$ with respect to $\boldsymbol{g}$ is a tuple $\left(p_{1}, \ldots, p_{\gamma}, f\right) \in \mathbb{F}[X, Y]^{\gamma+1}$ satisfying $h=f+\sum_{t=1}^{\gamma} p_{t} g_{t}$ such that $f$ is reduced with respect to $\boldsymbol{g}$. The naive approach for computing extended reductions is presented in the listing of Algorithm 4; although it is inefficient, its inner workings are helpful for reasoning about its output, which can also be obtained using faster algorithms.

```
Algorithm 4 ExtendedReduce \((f, \boldsymbol{g})\)
    Input:
        - A polynomial \(h \in \mathbb{F}[X, Y]\),
        - a reduced Gröbner basis \(\boldsymbol{g}=\left(g_{1}, \ldots, g_{\gamma}\right) \in \mathbb{F}[X, Y]^{\gamma}\).
    Output:
        - an extended reduction \(\left(p_{1}, \ldots, p_{\gamma}, f\right) \in \mathbb{F}[X, Y]^{\gamma+1}\) of \(h\)
        with respect to \(\boldsymbol{g}\).
    \(f \in \mathbb{F}[X, Y] \leftarrow h\)
    \(\boldsymbol{p}=\left(p_{1}, \ldots, p_{\gamma}\right) \in \mathbb{F}[X, Y]^{\gamma} \leftarrow(0, \ldots, 0)\)
    while \(f\) is not reduced with respect to \(\boldsymbol{g}\) do
        \(t \in\{1, \ldots, \gamma\} \leftarrow\) minimal index such that \(\operatorname{lm} g_{t} \mid w\) for some \(w \in \operatorname{supp} f\)
        \(r \in \mathbb{F}[X, Y] \leftarrow\) maximal monomial in \(\operatorname{supp} f\) such that \(\operatorname{lm} g_{t} \mid r\)
        \(w \in \mathbb{F}[X, Y] \leftarrow f^{[r]} / g_{t}^{\left[\ln g_{t}\right]}\)
        \(p_{t} \leftarrow p_{t}+w\)
        \(f \leftarrow f-w g_{t}\)
    return \(\left(p_{1}, \ldots, p_{\gamma}, f\right) \in \mathbb{F}[X, Y]^{\gamma+1}\)
```

Remark 2.22. Although an extended reduction is typically not unique, the output of Algorithm 4 is uniquely determined due to the minimal choice of $t$ in Step 4.

Remark 2.23. Actually, there is no reason for Algorithm 4 to require $\boldsymbol{g}$ to be a reduced Gröbner basis; we do so merely for exposition purposes. As detailed in [vdH15], it suffices for $\boldsymbol{g}$ to be autoreduced, which is a weaker constraint.

Proposition 2.24 (Theorem 4 in [vdH15] ). There exists an algorithm, which we name FastExtendedReduce, that computes the output of Algorithm 4 using at most

$$
\mathcal{O}\left(\sum_{t=0}^{\gamma} \mathrm{M}\left(\eta_{X}^{(t)} \eta_{Y}^{(t)}\right) \log \left(\eta_{X}^{(t)} \eta_{Y}^{(t)}\right)^{2}\right) \subset \widetilde{\mathcal{O}}\left(\sum_{t=0}^{\gamma} \eta_{X}^{(t)} \eta_{Y}^{(t)}\right)
$$

operations in $\mathbb{F}$, where for $W \in\{X, Y\}$

$$
\eta_{W}^{(t)}=\left\{\begin{array}{ll}
\operatorname{deg}_{W} h & \text { for } t=0 \\
\operatorname{deg}_{W} p_{t}+\operatorname{deg}_{W} g_{t} & \text { for } t=1, \ldots, \gamma
\end{array} .\right.
$$

Lemma 2.25. Let $\boldsymbol{g}=\left(g_{1}, \ldots, g_{\gamma}\right) \in \mathbb{F}[X, Y]$ be a reduced Gröbner basis with $\operatorname{lm} g_{1}=X^{u}$ and $\operatorname{lm} g_{2}=Y^{v}$, where $g_{1} \in \mathbb{F}[X]$.

If $\left(p_{1}, \ldots, p_{\gamma}, f\right) \in \mathbb{F}[X, Y]^{\gamma+1}$ is the output of Algorithm 4 when computing an extended reduction of some $h \in \mathbb{F}[X, Y]$ with respect to $\boldsymbol{g}$, then

$$
\begin{aligned}
& \operatorname{deg}_{X} p_{t}+\operatorname{deg}_{X} g_{t} \leqslant \max \left\{\operatorname{deg}_{X} h, 2(u-1)\right\} \text { and } \\
& \operatorname{deg}_{Y} p_{t}+\operatorname{deg}_{Y} g_{t} \leqslant \max \left\{\operatorname{deg}_{Y} h, 2(v-1)\right\}
\end{aligned}
$$

Proof. Let $f_{j}, w_{j} \in \mathbb{F}[X, Y]$ and $t_{j} \in\{1, \ldots, \gamma\}$ denote the values of $f, w$ and $t$, respectively, after the $j$-th iteration of the loop, setting $f_{0}=h$. It is clear that

$$
\begin{aligned}
& \operatorname{deg}_{X} f_{j} \leqslant \max \left\{\operatorname{deg}_{X} f_{j-1}, \operatorname{deg}_{X}\left(w_{j} g_{t_{j}}\right)\right\} \text { and } \\
& \operatorname{deg}_{Y} f_{j} \leqslant \max \left\{\operatorname{deg}_{Y} f_{j-1}, \operatorname{deg}_{Y}\left(w_{j} g_{t_{j}}\right)\right\}
\end{aligned}
$$

With the aim of bounding the degrees of $w_{j} g_{t_{j}}$ we consider three cases for the value of $t_{j}$ :

- If $t_{j}=1$, i.e. $\operatorname{deg}_{X} f_{j-1} \geqslant u$, then

$$
\operatorname{deg}_{X}\left(w_{j} g_{t_{j}}\right)=\operatorname{deg}_{X} f_{j-1} \quad \text { and } \quad \operatorname{deg}_{Y}\left(w_{j} g_{t_{j}}\right) \leqslant \operatorname{deg}_{Y} f_{j-1}
$$

since $\operatorname{deg}_{Y} g_{t_{j}}=0$;

- if $t_{j}=2$, i.e. $\operatorname{deg}_{X} f_{j-1}<u$ and $\operatorname{deg}_{Y} f_{j-1} \geqslant v$, then

$$
\operatorname{deg}_{Y}\left(w_{j} g_{t_{j}}\right)=\operatorname{deg}_{Y} f_{j-1} \quad \text { and } \quad \operatorname{deg}_{X}\left(w_{k} g_{t_{j}}\right) \leqslant 2(u-1),
$$

since $\operatorname{deg}_{X} w_{k} \leqslant \operatorname{deg}_{X} f_{k}<u$ and $\operatorname{deg}_{X} g_{t_{j}}<u$ because $\boldsymbol{g}$ is reduced;

- if $t_{j}>2$, i.e. $\operatorname{deg}_{X} f_{k}<u$ and $\operatorname{deg}_{Y} f_{k}<v$, then

$$
\operatorname{deg}_{X}\left(w_{j} g_{t_{j}}\right) \leqslant 2(u-1) \quad \text { and } \quad \operatorname{deg}_{Y}\left(w_{j} g_{t_{j}}\right) \leqslant 2(v-1)
$$

since $\operatorname{deg}_{X} w_{j}, \operatorname{deg}_{Y} g_{t_{j}}<u$ and $\operatorname{deg}_{Y} w_{j}, \operatorname{deg}_{Y} g_{t_{j}}<v$.

By induction it follows that for every $j$

$$
\begin{aligned}
& \operatorname{deg}_{X}\left(w_{j} g_{t_{j}}\right) \leqslant \max \left\{\operatorname{deg}_{X} h, 2(u-1)\right\} \text { and } \\
& \operatorname{deg}_{Y}\left(w_{j} g_{t_{j}}\right) \leqslant \max \left\{\operatorname{deg}_{Y} h, 2(v-1)\right\} .
\end{aligned}
$$

The conclusion follows, since for $W \in\{X, Y\}$ and $t=1, \ldots, \gamma$ it holds that

$$
\operatorname{deg}_{W} p_{t}+\operatorname{deg}_{W} g_{t}=\operatorname{deg}_{W}\left(p_{t} g_{t}\right)=\max _{j \in J_{t}} \operatorname{deg}_{W}\left(w_{j} g_{t_{j}}\right)
$$

where $J_{t}=\left\{j \mid t_{j}=t\right\}$.

Lemma 2.26. If $\boldsymbol{g}=\left(g_{1}, \ldots, g_{\gamma}\right) \in \mathbb{F}[X, Y]^{\gamma}$ is a reduced Gröbner basis, where for some $j \in\{1, \ldots, \gamma\}$ it holds that $\operatorname{lm} g_{j}=Y^{v}$ with $v \in \mathbb{Z}_{\geqslant 0}$, then $\gamma \leqslant v+1$.

Proof. Since $\boldsymbol{g}$ is reduced, then we can relabel its entries such that

$$
v=\operatorname{deg}_{Y} \operatorname{lm} g_{1}>\cdots>\operatorname{deg}_{Y} \operatorname{lm} g_{\gamma} \geqslant 0
$$

from which follows the sought conclusion.

Lemma 2.27. If $\mathcal{P} \subset \mathbb{F}^{2}$ is a subset of the rational points on a $C_{a, b}$ curve and $\boldsymbol{g}=\left(g_{1}, \ldots, g_{\gamma}\right) \in \mathbb{F}[X, Y]^{\gamma}$ is the reduced Gröbner basis of the vanishing ideal $\Gamma(\mathcal{P})$ of $\mathcal{P}$, then FastExtendedReduce $\left(R_{\mathcal{P}}^{(\boldsymbol{c})}, \boldsymbol{g}\right)$ from Lemma 2.15 can be computed using at most

$$
\mathcal{O}\left(a \mathrm{M}\left(a n_{X}\right) \log \left(a n_{X}\right)^{2}\right) \subset \widetilde{\mathcal{O}}\left(a^{2} n_{X}\right)
$$

operations in $\mathbb{F}$.

Proof. It is clear that if $G=\prod_{\alpha \in \mathcal{X}}(X-\alpha) \in \mathbb{F}[X]$, then $G \in \Gamma(\mathcal{P})$ with $\operatorname{lm} G=X^{n_{X}}$, hence we can choose $g_{1}$ such that $g_{1} \in \mathbb{F}[X]$ and $\operatorname{lm} g_{1} \mid X^{n_{X}}$ (by simply permuting the entries of $\boldsymbol{g}$ ). Similarly, if $Q \in \mathbb{F}[X, Y]$ is the defining polynomial of the $C_{a, b}$ curve, then $Q \in \Gamma(\mathcal{P})$ with $\operatorname{lm} Q=Y^{a}$, so we may pick $g_{2}$ such that $\operatorname{lm} g_{2} \mid Y^{a}$. By Lemma 2.26, this immediately implies that $\gamma \leqslant a+1$. If $\left(p_{1}, \ldots, p_{\gamma}, f\right) \in \mathbb{F}[X, Y]^{\gamma}$ is the output of Algorithm 4 when computing an extended reduction of $R_{\mathcal{P}}^{(\boldsymbol{c})}$ with respect to $\boldsymbol{g}$, then Lemma 2.25 guarantees that for $t=1, \ldots, \gamma$

$$
\begin{aligned}
& \operatorname{deg}_{X} p_{t}+\operatorname{deg}_{X} g_{t} \leqslant 2\left(n_{X}-1\right) \in \mathcal{O}\left(n_{X}\right) \text { and } \\
& \operatorname{deg}_{Y} p_{t}+\operatorname{deg}_{Y} g_{t} \leqslant 2(a-1) \in \mathcal{O}(a) .
\end{aligned}
$$

Finally, the stated complexity bound then follows from Proposition 2.24, since $\operatorname{deg}_{X} R_{\mathcal{P}}^{(c)} \leqslant n_{X}$ and $\operatorname{deg}_{Y} R_{\mathcal{P}}^{(c)}<a$.

### 2.5.3 A fast unencoding algorithm

```
Algorithm 5 Unencode \((\mathcal{P}, \boldsymbol{c}, \boldsymbol{g})\)
```

    Input:
    - A subset $\mathcal{P}=\left\{P_{1}, \ldots, P_{n}\right\} \subseteq \mathbb{F}^{2}$ of the rational points on the underlying $C_{a, b}$ curve,
- a codeword $\boldsymbol{c}=\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C}(m, \mathcal{P})$,
- precomputed reduced Gröbner basis $\boldsymbol{g} \in \mathbb{F}[X, Y]^{\gamma}$ of the vanishing ideal $\Gamma(\mathcal{P})$ of $\mathcal{P}$.


## Output:

- The unique message $f \in \mathfrak{L}(m)$ such that $f\left(P_{i}\right)=c_{i}$ for $i=1, \ldots, n$.
$h \in \mathbb{F}[X, Y] \leftarrow$ BivariateInterpolate $(\mathcal{P}, \boldsymbol{c}) \quad \triangleright h=R_{\mathcal{P}}^{(\boldsymbol{c})}$, Algorithm 3
$\left(p_{1}, \ldots, p_{\gamma}, f\right) \in \mathbb{F}[X, Y]^{\gamma+1} \leftarrow$ FastExtendedReduce $(h, \boldsymbol{g}) \quad \triangleright$ Proposition 2.24
return $f$

Theorem 2.28. Algorithm 5 is correct. Its cost is bounded by

$$
\mathcal{O}\left(a \mathrm{M}\left(a n_{X}\right) \log \left(a n_{X}\right)^{2}\right) \subset \widetilde{\mathcal{O}}\left(a^{2} n_{X}\right)
$$

operations in $\mathbb{F}$, assuming that we have precomputed the reduced Gröbner basis $\boldsymbol{g}$ of the vanishing ideal $\Gamma(\mathcal{P})$ of the points $\mathcal{P}$.

Proof. Correctness is clear, since $f\left(P_{i}\right)=h\left(P_{i}\right)=c_{i}$ for $i=1, \ldots, n$, where the latter equality is due to Lemma 2.19 and the former follows from the fact that $g_{j} \in \Gamma(\mathcal{P})$ for $j=1, \ldots, \gamma$. The claim that $f \in \mathfrak{L}(m)$ follows from $\boldsymbol{g}$ being a Gröbner basis with respect to $\leq_{a, b}$.

For the complexity, note that Lemma 2.19 implies that the cost of Step 1 is

$$
\mathcal{O}\left(a \mathrm{M}\left(n_{X}\right) \log \left(n_{X}\right)+n_{X} \mathrm{M}(a) \log (a)\right)
$$

The cost of Step 2 is given by Lemma 2.27 as $\mathcal{O}\left(a \mathrm{M}\left(a n_{X}\right) \log \left(a n_{X}\right)^{2}\right)$, which dominates the total cost of the algorithm.

Similarly to what we have seen in Section 2.4 with encoding, the complexity of unencoding using Algorithm 5 depends on the layout of the evaluation points $\mathcal{P}$ as well as the curve parameter $a$. It should be noted, however, that the cost of unencoding incurs an additional factor of $a$ due to the potentially expensive
monomial-support-reduction step. We will see in Section 2.6.1 that this step becomes trivial for certain well behaved codes, but before we do so let us briefly examine the worst-case complexity for our encoding algorithm under very mild assumptions:

Corollary 2.29. (of Theorem 2.28) Let $\mathcal{P} \subset \mathbb{F}^{2}$ be a subset of the rational points on a $C_{a, b}$ curve defined over $\mathbb{F}_{q}$. If $q, g \leqslant n$, where $n=|\mathcal{P}|$, then Algorithm 5 costs at most $\widetilde{\mathcal{O}}(n q) \subseteq \widetilde{\mathcal{O}}\left(n^{2}\right)$ operations in $\mathbb{F}$.

Proof. Assuming w.l.o.g. that $a<b$, we use the same upper bound

$$
a \leqslant \sqrt{2 n}+1 \in \mathcal{O}(\sqrt{n})
$$

as in Corollary 2.14 to obtain the cost $\widetilde{\mathcal{O}}\left(a^{2} n_{X}\right) \subseteq \widetilde{\mathcal{O}}(n q)$.

Observe that for codes with $n \approx q$, the complexity of our encoding algorithm is no better than multiplying the codeword by the (precomputed) inverted generator matrix. In such cases it is preferable to use structured linear system solving with cost $\widetilde{\mathcal{O}}\left(a^{\omega-1} n\right) \subseteq \widetilde{\mathcal{O}}\left(n^{(\omega-1) / 2+1}\right) \subset \widetilde{\mathcal{O}}\left(n^{1.6865}\right)$, where we have used the best know bound $\omega<2.3729$ by Alman and Williams [AW21]. In practice, however, due to a more manageable constant factor, it is more common to use Strassen's matrix multiplication algorithm [Str69] with $\omega<2.8074$, resulting in the complexity $\widetilde{\mathcal{O}}\left(n^{1.9037}\right)$. More generally, ignoring constant and logarithmic factors, linear system solving will beat our approach when $a^{\omega-1} n<a^{2} n_{X}$, or equivalently

$$
\begin{equation*}
a^{3-\omega}>n / n_{X} \tag{2.1}
\end{equation*}
$$

Continuing use inequalities in the asymptotic sense we observe that in the context of Corollary 2.29 , i.e. with $a \leqslant \sqrt{n}$, (2.1) implies that $n^{(3-\omega) / 2}>n / q$, where we have used that $n_{X} \leqslant q$. Consequently, (2.1) can only be satisfied when $n<q^{2 /(\omega-1)}$, or $n \in \widetilde{\mathcal{O}}\left(q^{2 /(\omega-1)}\right)$ using asymptotic notation. With the $\omega$ bound by Alman and Williams this translates to $n \in \mathcal{O}\left(q^{1.4568}\right)$, while Strassen's algorithm gives $n \in \mathcal{O}\left(q^{1.1065}\right)$. It is safe to say that such codes can be considered (asymptotically) short, at least compared to the one-point Hermitian codes where $n=q^{3}$.

### 2.6 Special curves

In this section we investigate the behavior of our encoding and unencoding algorithms for special families of $C_{a, b}$ curves. As we will see, in many interesting cases we beat the cost $\mathcal{O}\left(n^{2}\right)$, sometimes even achieving $\widetilde{\mathcal{O}}(n)$.

### 2.6.1 Semi-grids

We have mentioned that our algorithms are particularly well suited for certain point sets with a semi-grid structure. Let us now explore this in detail:

Definition 2.30. A code $\mathcal{C}_{Q}(\mathcal{P}, m)$ over a $C_{a, b}$ curve will be called a maximal semi-grid code $\mathcal{P}$ is a semi-grid with $\nu_{Y}(\mathcal{P})=a$, i.e. $n_{X}(\mathcal{P}) a=n$.
Proposition 2.31. Any maximal semi-grid code can be encoded using Algorithm 1 with $\operatorname{cost} \mathcal{O}(\mathrm{M}(n) \log (n)) \in \widetilde{\mathcal{O}}(n)$.

Proof. The claim is a direct consequence of Theorem 2.13, since $a n_{X}=n$.

The complexity of Algorithm 5 for unencoding is dominated by the monomial-support-reduction step. Fortunately, this step can be safely omitted for maximal semi-grid codes:
Lemma 2.32. If $\mathcal{C}_{Q}(\mathcal{P}, m)$ is a maximal semi-grid code, then

$$
\boldsymbol{g}=(G, Q) \in \mathbb{F}[X, Y]^{2}
$$

where $G=\prod_{\alpha \in \mathcal{X}}(X-\alpha) \in \mathbb{F}[X]$, is a Gröbner basis of the vanishing ideal $\Gamma(\mathcal{P})$ of $\mathcal{P}$ with respect to $\leq_{a, b}$.

Proof. It is clear that $\boldsymbol{g}$ is a Gröbner basis of $\langle G, Q\rangle_{\mathbb{F}[X, Y]} \subseteq \Gamma(\mathcal{P})$ with respect to $\leq_{a, b}$, so it suffices to show that $\langle G, Q\rangle_{\mathbb{F}[X, Y]}=\Gamma(\mathcal{P})$, which is necessarily true, since $\operatorname{deg}\left(\langle G, Q\rangle_{\mathbb{F}[X, Y]}\right)=n_{X} a=n=\operatorname{deg}(\Gamma(\mathcal{P}))$, where $\operatorname{deg}(\mathcal{I})$ denotes the degree of any ideal $\mathcal{I} \subseteq \mathbb{F}[X, Y]$.

Proposition 2.33. If $\boldsymbol{c}=(f(P))_{P \in \mathcal{P}} \in \mathbb{F}^{\mathcal{P}}$ is a codeword of some maximal semi-grid code $\mathcal{C}_{Q}(\mathcal{P}, m)$, where $f \in \mathfrak{L}(m)$ with $m<n$, then $R_{\mathcal{P}}^{(c)}=f$.

Proof. By Lemma 2.15 it holds that $\operatorname{deg}_{X} R_{\mathcal{P}}^{(c)}<n_{X}$ and $\operatorname{deg}_{Y} R_{\mathcal{P}}^{(c)}<\nu_{Y}=a$. By Lemma 2.32, if $G=\prod_{\alpha \in \mathcal{X}}(X-\alpha) \in \mathbb{F}[X]$, then $\boldsymbol{g}=(G, Q) \in \mathbb{F}[X, Y]^{2}$ is a Gröbner basis of the vanishing ideal $\Gamma(\mathcal{P})$ of $\mathcal{P}$, and since $\operatorname{lm} Q=Y^{a}$ and $\operatorname{lm} G=X^{n_{X}}$, then $R_{\mathcal{P}}^{(c)}$ is reduced with respect to $\boldsymbol{g}$. The sought conclusion follows from Lemma 2.21, since $R_{\mathcal{P}}^{(c)}(P)=f(P)$ for $P \in \mathcal{P}$.

Proposition 2.34. For any maximal semi-grid code $\mathcal{C}_{Q}(\mathcal{P}, m)$, unencoding can be solved without any precomputation using no more than

$$
\mathcal{O}\left(a \mathrm{M}\left(n_{X}\right) \log \left(n_{X}\right)+n_{X} \mathrm{M}(a) \log (a)\right) \subset \widetilde{\mathcal{O}}(n)
$$

operations in $\mathbb{F}$.

Proof. Simply consider Algorithm 5 without Step 2, i.e. skip the extended reduction. Doing so makes precomputation of the Gröbner basis $\boldsymbol{g}$ superfluous and reduces the total complexity of the algorithm to that of Algorithm 3, given by Lemma 2.19. The conclusion follows, since $n_{X} a=n$.

As we now have seen in Proposition 2.31 and Proposition 2.34, we can encode and unencode maximal semi-grid codes in quasi-linear time without any precomputation. Now is therefore a good time to take a look at some concrete families of $C_{a, b}$ curves that enable construction of such codes.

## Hermitian curve

The Hermitian curve is defined over $\mathbb{F}_{q^{2}}$ by the polynomial

$$
H=Y^{q}+Y-X^{q+1} \in \mathbb{F}_{q^{2}}[X, Y]
$$

It can easily be checked that $H$ defines a $C_{a, b}$ curve with $a=q$ and $b=q+1$. A (one-point) The Hermitian code is simply a code whose evaluation points are solutions to the equation $H(X, Y)=0$.

The Hermitian curve and its function field are well-known and have been studied extensively, e.g. see [Sti09, Lemma 6.4.4]. For instance, using the norm and trace maps of the extension $\mathbb{F}_{q^{2}} / \mathbb{F}_{q}$ it can be shown that for every $\alpha \in \mathbb{F}_{q^{2}}$ there are exactly $q$ distinct elements $\beta \in \mathbb{F}_{q^{2}}$ such that $H(\alpha, \beta)=0$, which is to say that the set $\mathcal{P}_{H}$ of rational points on the Hermitian curve forms a semi-grid with $\mathcal{X}\left(\mathcal{P}_{H}\right)=\mathbb{F}_{q^{2}}$ and $\nu_{Y}\left(\mathcal{P}_{H}\right)=q=a$, amounting to $n=q^{3}$ points in total. Moreover, any Hermitian $\operatorname{code} \mathcal{C}_{H}\left(\mathcal{P}_{H}, m\right)$ is a maximal-semi grid code, allowing us to encode and unencode with quasi-linear cost:

Corollary 2.35 (of Proposition 2.31 and Proposition 2.34). Any Hermitian code $\mathcal{C}_{H}\left(\mathcal{P}_{H}, m\right)$ with $m<n$ can be encoded and unencoded with cost

$$
\mathcal{O}(\mathrm{M}(n) \log (n)) \quad \text { and } \quad \mathcal{O}\left(q \mathrm{M}\left(q^{2}\right) \log (q)\right)
$$

respectively, i.e. $\widetilde{\mathcal{O}}(n)$ in both cases.

Note that the quasi-linear cost of encoding and unencoding is also preserved for subcodes with $n_{X}(\mathcal{P})<q^{2}$ as long as we keep $\nu_{Y}(\mathcal{P})=q$.

## Norm-Trace and other Hermitian-like curves

The Hermitian curve belongs to a larger family of $C_{a, b}$ curves: Let $r$ and $e$ be positive integers satisfying $r \geqslant 2$ and $e \mid\left(q^{r}-1\right) /(q-1)$, and consider the $C_{a, b}$ curve over $\mathbb{F}_{q^{r}}$ with defining polynomial

$$
N_{r, e}=Y^{q^{r-1}}+\cdots+Y^{q}+Y-X^{e} \in \mathbb{F}_{q^{r}}[X, Y]
$$

and with $a=q^{r-1}$ and $b=e$.
We first investigate the case $e=\left(q^{r}-1\right) /(q-1)$, which gives rise to the normtrace curves studied in [Gei03]. It is not hard to see that for $r=2$ this simplifies to the Hermitian curve, i.e. $N_{2, e}=H$. It can be shown that that the set $\mathcal{P}_{N} \subset \mathbb{F}_{q^{r}}^{2}$ of rational points on the curve defined by $N_{r, e}$ forms a semi-grid with $n_{X}\left(\mathcal{P}_{N}\right)=q^{r}, \nu_{Y}\left(\mathcal{P}_{N}\right)=a$ and consequently $n=q^{2 r-1}$. Corollary 2.35 generalizes directly and shows that (one-point) norm-trace codes can be encoded and unencoded with quasi-linear cost:

Corollary 2.36 (of Proposition 2.31 and Proposition 2.34). Any norm-trace code $\mathcal{C}_{N_{r, e}}\left(\mathcal{P}_{N}, m\right)$ with $m<n=q^{2 r-1}$ can be encoded and unencoded with cost

$$
\mathcal{O}(\mathrm{M}(n) \log (n)) \quad \text { and } \quad \mathcal{O}\left(q^{r-1} \mathrm{M}\left(q^{r}\right) \log \left(q^{r}\right)\right)
$$

respectively, i.e. $\widetilde{\mathcal{O}}(n)$ in both cases.

If $e<\left(q^{r}-1\right) /(q-1)$, then the equation $N_{r, e}(\alpha, \beta)=0$ has $q^{r-1}+e\left(q^{r}-q^{r-1}\right)$ solutions in $\mathbb{F}_{q^{r}}^{2}$, where the small term $q^{r-1}$ corresponds to solutions with $\beta=0$ and $\alpha^{q^{r-1}}+\cdots+\alpha=0$. The point set $\mathcal{P}_{N}^{(e)} \subset \mathbb{F}_{q^{r}}^{2}$ which containing the remaining $n=e\left(q^{r}-q^{r-1}\right)$ points forms a semi-grid with $\nu_{Y}\left(\mathcal{P}_{N}^{(e)}\right)=a=e$ and $n_{X}\left(\mathcal{P}_{N}^{(e)}\right)=q^{r}-q^{r-1}$, and gives rise to a maximal semi-grid code. A special case of such curves with $r$ even and $e \mid\left(q^{r / 2}+1\right)$ was considered in [MUT09].

Corollary 2.37 (of Proposition 2.31 and Proposition 2.34). Let $r$, e be positive integers with $r \geqslant 2$ and e a proper divisor of $\left(q^{r}-1\right) /(q-1)$. If $\mathcal{P}_{N}^{(e)} \subset \mathbb{F}_{q^{r}}^{2}$ is the set of solutions to $N_{r, e}(\alpha, \beta)=0$, excluding those with $\alpha^{q^{r}}+\cdots+\alpha=0$ and $\beta=0$, then the code $\mathcal{C}_{N_{r, e}}\left(\mathcal{P}_{N}^{(e)}, m\right)$, where $m<n=e\left(q^{r}-q^{r-1}\right)$, can be encoded and unencoded with cost

$$
\mathcal{O}(\mathrm{M}(n) \log (n)) \quad \text { and } \quad \mathcal{O}\left(e \mathrm{M}\left(q^{r}\right) \log \left(q^{r}\right)\right)
$$

respectively, i.e. $\widetilde{\mathcal{O}}(n)$ in both cases.

### 2.6.2 Maximal curves

We have seen in Section 2.6.1 that maximal semi-grid codes can be encoded and unencoded with quasi-linear cost. In this section we turn our attention to codes over maximal $C_{a, b}$ curves, i.e. those that attain the Hasse-Weil bound:
Theorem 2.38 (Theorem 5.2.3 in [Sti09]). If $N$ is the number of rational places of an algebraic function field $F$ over $\mathbb{F}_{q}$, then $N \leqslant 2 g q^{1 / 2}+q+1$, where $g$ is the genus of $F$.

For $C_{a, b}$ curves we know that $g=\frac{1}{2}(a-1)(b-1)$, and that there is exactly one rational place at infinity (that we don't use for evaluation). Consequently, the length $n$ of a code $\mathcal{C}_{Q}(\mathcal{P}, m)$ over a $C_{a, b}$ curve is bounded by

$$
n \leqslant \operatorname{HW}(a, b):=(a-1)(b-1) q^{1 / 2}+q .
$$

We proceed under the assumption that $n=\operatorname{HW}(a, b)$. A well-known example of a $C_{a, b}$ curve for which this holds is the Hermitian curve, which we have already discussed in Section 2.6.1.

Lemma 2.39. If $\mathcal{P} \subset \mathbb{F}_{q}^{2}$ is the set of all (finite) rational points on a maximal $C_{a, b}$ curve with $a<b$, then

$$
\begin{array}{ll}
a & <\frac{n^{1 / 2}}{q^{1 / 4}}+1 \\
q a<n^{5 / 4}+n & \in \mathcal{O}\left(\frac{n^{1 / 2}}{q^{1 / 4}}\right), \\
q a^{2}<n^{3 / 2}+2 n^{5 / 4}+2 n \in \mathcal{O}\left(n^{5 / 4}\right), \\
& \left(n^{3 / 2}\right) .
\end{array}
$$

Proof. Since $n=\operatorname{HW}(a, b)>(a-1)(b-1) q^{1 / 2}>(a-1)^{2} q^{1 / 2}$, then

$$
(a-1)^{2}<\frac{n}{q^{1 / 2}} \Longleftrightarrow a<\frac{n^{1 / 2}}{q^{1 / 4}}+1
$$

The second bound then follows from $q \leqslant n$, since

$$
q a<q\left(\frac{n^{1 / 2}}{q^{1 / 4}}+1\right)=q^{3 / 4} n^{1 / 2}+q \leqslant n^{5 / 4}+n .
$$

The last bound is obtained by observing that

$$
\begin{aligned}
q a^{2} & <q\left((a-1)^{2}+2 a\right)<q\left(\frac{n}{q^{1 / 2}}+2\left(\frac{n^{1 / 2}}{q^{1 / 4}}+1\right)\right) \\
& =q^{1 / 2} n+2 q^{3 / 4} n^{1} / 2+2 q=n^{3 / 2}+2 n^{5 / 4}+2 n .
\end{aligned}
$$

Corollary 2.40. Any code $\mathcal{C}_{Q}(\mathcal{P}, m)$ with $m<n=\operatorname{HW}(a, b)$ can be, respectively, encoded and unencoded with cost

$$
\begin{aligned}
\mathcal{O}\left(\mathrm{M}\left(n^{5 / 4}\right) \log \left(n^{5 / 4}\right)\right) & \subset \widetilde{\mathcal{O}}\left(n^{5 / 4}\right) \quad \text { and } \\
\mathcal{O}\left(\mathrm{M}\left(n^{3 / 2}\right) \log \left(n^{3 / 2}\right)^{2}\right) & \subset \widetilde{\mathcal{O}}\left(n^{3 / 2}\right)
\end{aligned}
$$

Proof. Combining Lemma 2.39 with Theorem 2.13 and Theorem 2.28, respectively, yields the cost for encoding and unencoding, since $n_{X} \leqslant q$.

Remark 2.41. It is, strictly speaking, not necessary to require $n=\operatorname{HW}(a, b)$ in order to achieve the cost bounds given by Corollary 2.40. Indeed, the asymptotic complexity remains unchanged for any family of codes where $n \geqslant c \cdot \operatorname{HW}(a, b)$ for some (global) real number $c \in(0,1]$. More formally, if $\mathcal{Q}$ is a subset of

$$
\left\{\left(\mathcal{P}, a^{\prime}, b^{\prime}\right) \mid \mathcal{P} \text { is any subset of any } C_{a, b} \text { curve with } a=a^{\prime} \text { and } b=b^{\prime}\right\},
$$

then the cost bounds given by Corollary 2.40 are still valid over $\mathcal{Q}$ as long as there exists a $c \in(0,1]$ such that $|\mathcal{P}| \geqslant c \cdot \operatorname{HW}\left(a^{\prime}, b^{\prime}\right)$ for every $\left(\mathcal{P}, a^{\prime}, b^{\prime}\right) \in \mathcal{Q}$.

Remark 2.42. In the context of Remark 2.41, we can even allow $c$ to depend on the given point set instead of being global over $\mathcal{Q}$ as long as we replace the cost bounds from Corollary 2.40 for encoding and unencoding with $\widetilde{\mathcal{O}}\left(n^{5 / 4} / \sqrt{c}\right)$ and $\widetilde{\mathcal{O}}\left(n^{3 / 2} / c\right)$ respectively. For example, if we are working with a family of point sets where $n^{2} \geqslant \operatorname{HW}(a, b)$, i.e. $c=1 / n$, then encoding costs

$$
\widetilde{\mathcal{O}}\left(n^{5 / 4} \sqrt{n}\right)=\widetilde{\mathcal{O}}\left(n^{7 / 4}\right),
$$

which is still better than the naive approach.

We conclude this chapter by comparing the cost of unencoding, as given by Corollary 2.40, with the alternative approach of structured system solving described in Section 2.2.3, which has the cost $\widetilde{\mathcal{O}}\left(a^{\omega-1} n\right)$. Acknowledging that a completely fair comparison is difficult, we rely on the crude bound $n \leqslant q^{2}$ in combination with Lemma 2.39 to deduce that

$$
a \in \mathcal{O}\left(n^{1 / 2} / q^{1 / 4}\right) \subset \mathcal{O}\left(n^{1 / 2} / n^{1 / 8}\right)=\mathcal{O}\left(n^{3 / 8}\right)
$$

The cost of structured system solving can thus be bounded by $\mathcal{O}\left(n^{1+3 / 8(\omega-1)}\right)$. Using the best known bound $\omega<2.3729$ by Alman and Williams [AW21], this becomes $\mathcal{O}\left(n^{1.5149}\right)$, which is only marginally slower than our approach with cost $\widetilde{\mathcal{O}}\left(n^{1.5}\right)$. The more practical matrix multiplication algorithm by Strassen [Str69], with $\omega<2.8074$, yields the cost $\mathcal{O}\left(n^{1.6778}\right)$. Simply replacing $\omega$ by 3 results in $\mathcal{O}\left(n^{1.75}\right)$.

## Chapter 3

## Generic bivariate algorithms

In Chapter 2 we have seen that encoding and unencoding of certain AG codes is closely related to bivariate multi-point evaluation (MPE) and interpolation respectively. We have also seen how both problems can be solved with quasilinear cost for point sets that conform to a special geometric structure called a semi-grid. Most point sets, however, are not semi-grids, and it is easy to construct examples for which our Pan-inspired [Pan94] algorithms will have quadratic complexity. In this chapter we investigate an alternative technique for bivariate MPE and interpolation called reshaping, which bears more resemblance to the ideas of Nüsken and Ziegler [NZ04] discussed in Section 2.2.2.

### 3.1 Strategy outline

In this section we informally describe the main idea of this chapter.
Recall Nüsken and Ziegler's strategy for evaluating a polynomial $f \in \mathbb{F}[X, Y]$ on a point set $\mathcal{P}=\left\{\left(\alpha_{j}, \beta_{j}\right)\right\}_{j=1}^{n} \subset \mathbb{F}^{2}$ where the $\alpha_{j}$ are pairwise distinct ${ }^{1}$ :

[^8]1) compute $h=f(X, b)$ rem $a$, where $b \in \mathbb{F}[X]$ with $b\left(\alpha_{j}\right)=\beta_{j}$ for $j=1, \ldots, n$ and $a=\prod_{j=1}^{n}\left(X-\alpha_{j}\right) \in \mathbb{F}[X]$,
2) evaluate $h \in \mathbb{F}[X]$ on $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}$.

Note that the modular composition in Step 1 constitutes the computational bottleneck of this approach; the univariate MPE in Step 1 has quasi-linear cost. It is also worth noting that, for the sake of efficient MPE, we could have used any low degree polynomial $h \in \mathbb{F}[X] \cap(f+\Gamma(\mathcal{P}))$, where $\Gamma(\mathcal{P}) \subset \mathbb{F}[X, Y]$ denotes the vanishing ideal of $\mathcal{P}$. Modular composition is merely one way of obtaining such a polynomial, and we can view it as the computation of $h=f$ rem $(a, y-b)$ with respect to the monomial order $<_{\text {lex }}$, where

$$
X^{i} Y^{j}<_{\operatorname{lex}} X^{i^{\prime}} Y^{j^{\prime}} \Longleftrightarrow j<j^{\prime} \vee\left(j=j^{\prime} \wedge i<i^{\prime}\right) .
$$

A natural question then arises: Can we replace $a$ and $y-b$ in this computation with some other polynomials $g_{1}, \ldots, g_{\gamma} \in \Gamma(\mathcal{P})$ so that the remainder

$$
h=f \operatorname{rem}\left(g_{1}, \ldots, g_{\gamma}\right) \in \mathbb{F}[X] \cap(f+\Gamma(\mathcal{P}))
$$

has low degree and can be obtained efficiently? Fortunately, the answer to this question turns out to be: yes, at least most of the time. To see this, suppose that $\operatorname{deg}_{X} f \cdot \operatorname{deg}_{Y} f \approx n$ and that there exists a polynomial $g_{1}=Y^{2 d / 3}-\breve{g}_{1} \in \Gamma(\mathcal{P})$ with $\operatorname{deg}_{Y} \breve{g}_{1}<d / 3$, where $d=\operatorname{deg}_{Y} f+1$ is assumed to be divisible by 3 for the sake of simplicity. Because of its special monomial support, we say that $g_{1}$ is a reshaper - to see why, write $f=Y^{2 d / 3} \widehat{f}+\check{f}$ with $\operatorname{deg}_{Y} \check{f}<2 d / 3$, and observe that

$$
f \mathrm{rem} g_{1}=f-\widehat{f} g_{1}=\check{f}+\widehat{f} \breve{g}_{1} \in f+\Gamma(\mathcal{P}) .
$$

In other words, we can use $g_{1}$ to reshape $f$ into a polynomial whose $Y$-degree is smaller by a factor of roughly $2 / 3$ and whose evaluations on $\mathcal{P}$ coincide with those of $f$. Repeating such reduction for appropriately chosen reshapers $g_{2}, \ldots, g_{\gamma}$, each time reducing the $Y$-degree of the current remainder by a factor of about $2 / 3$, we can obtain $h \in \mathbb{F}[X] \cap(f+\Gamma(\mathcal{P}))$ using only

$$
\gamma \approx \log _{3 / 2}\left(\operatorname{deg}_{Y} f\right) \in \mathcal{O}(\log n)
$$

iterations. Therefore, as long as we can ensure that each iteration has quasilinear cost, then the total cost of this reshaping-based MPE also becomes quasilinear.

To achieve this, however, we need the $X$-degrees of all of the reshapers to be sufficiently small, and unfortunately, not every point set contains such reshapers in its vanishing ideal. For example, the requirement that $g_{1} \in \Gamma(\mathcal{P})$ imposes $n$ linear constraints on the coefficients of $\breve{g}_{1}$, and since not all monomials $u$ in the


Figure 3.1: A schematic representation of one iteration of reshaping. Each colored area bounds the monomial support of a polynomial: Blue is the current remainder, orange is a reshaper and green is the subsequent remainder.
allowed monomial support are linearly independent under the evaluation map $u \mapsto(u(P))_{P \in \mathcal{P}} \in \mathbb{F}^{\mathcal{P}}$, we might therefore sometimes need to use monomials with relatively high $X$-degree - and this could break our quasi-linear target cost. For a random or generic point set, however, these monomials will be linearly independent with high probability, and since $\operatorname{deg}_{Y} \breve{g}_{1} \approx d / 3$, then we may expect to find $g_{1}$ with $\operatorname{deg}_{Y} \breve{g}_{1} \approx 3 n / d$, so that $\operatorname{deg}_{X} \breve{g}_{1} \cdot \operatorname{deg}_{Y} \breve{g}_{1} \approx n$. Informally, we say that a point set is balanced if all of the sought reshapers satisfy such degree constraints.

Example 3.1 (Unbalanced point set). Suppose that we are seeking a reshaper $g=Y^{n / 2}-\breve{g} \in \Gamma(\mathcal{P})$ with $\operatorname{deg}_{Y} \check{g} \leqslant n / 4$, where $\mathcal{P}=\left\{\left(\alpha_{j}, \alpha_{j}\right)\right\}_{j=1}^{n}$ for some pairwise distinct $\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}$ with $n$ divisible by 4 . For efficiency reasons, we wish to have $\operatorname{deg}_{X} \breve{g} \cdot \operatorname{deg}_{Y} \breve{g} \approx n$, i.e. $\operatorname{deg}_{X} \breve{g} \approx 4$ (or some other small constant). However, noting that $\Gamma(\mathcal{P})$ is generated by $Y-X$ and $\prod_{P \in \mathcal{P}}(X-X(P))$, and letting $\operatorname{ev}_{\mathcal{P}}(u)=(u(P))_{P \in \mathcal{P}} \in \mathbb{F}_{q}^{\mathcal{P}}$ for any $u \in \mathbb{F}[X, Y]$, it is clear that all vectors in $\left\{\operatorname{ev}_{\mathcal{P}}\left(X^{k}\right) \mid 0 \leqslant k<n\right\}$ are linearly independent over $\mathbb{F}$. Consequently, the only univariate polynomial $\widetilde{g} \in \mathbb{F}[X]$ with $\operatorname{deg} \widetilde{g}<n$ and $\operatorname{ev}_{\mathcal{P}}(\widetilde{g})=\operatorname{ev}_{\mathcal{P}}\left(Y^{n / 2}\right)$ is $\widetilde{g}=X^{n / 2}$. Furthermore, since for any $i, j, k \in\{0, \ldots, n-1\}$ with $i+j<n$ it holds that $\operatorname{ev}_{\mathcal{P}}\left(X^{i} Y^{j}\right)=\operatorname{ev}_{\mathcal{P}}\left(X^{k}\right)$ if and only if $i+j=k$, then necessarily $\operatorname{supp} \check{g} \subset\left\{X^{i} Y^{j} \mid j \leqslant n / 4 \wedge(i+j=n / 2 \vee i \geqslant n)\right\}$, which implies that $\operatorname{deg}_{X} \check{g} \geqslant n / 4$. But this is nowhere close to the sought $\operatorname{deg}_{X} \check{g} \approx 4$.

Besides the requirement that the underlying point set needs to be balanced, our algorithm pays an additional price for its quasi-linear complexity: Since it is unclear how to obtain the needed reshapers within our target cost, we
have no other choice than to precompute them. Furthermore, the amount of precomputation needed depends on an upper bound of the $Y$-degree of the input polynomial. We discuss the practical implications of these two limitations below.

## Precomputation and balancedness

In potential practical applications of AG codes, it is perfectly reasonable to allow the underlying point set to be available for precomputation prior to the deployment of the communication protocol-it is the computational load during the online phase that is most critical. Furthermore, the choice of the code naturally imposes and upper bound on the $Y$-degree of the message polynomial, which means that we know in advance how many reshapers we need to precompute. As outlined above, if the underlying point set is balanced, then our reshapingbased MPE is particularly well suited for this setting. Unfortunately, however, it is with respect to balancedness that we run into a potential issue: although we know that a random point set is balanced with high probability, we also know that point sets on algebraic curves are not random. As demonstrated by Example 3.1, some curves do indeed give rise to unbalanced points, and it is unknown how frequently this occurs. To complicate things even further, virtually all interesting AG codes contain repeating $X$-coordinates in their underlying point sets, which means that if reshaping-based MPE is to be used, then the points must be sheared in an extension field, and how this shearing affects balancedness is also not understood. So far, we are simply left with having to check each case individually, but since this can be done during precomputation, then we can always resort to other algorithms if the given point set turns out to be unbalanced.

Remark 3.2. As mentioned in Remark 2.10 on page 24, there is a recent bivariate MPE algorithm by van der Hoeven and Lecerf [vdHL21] which can evaluate any polynomial $f \in \mathbb{F}[X, Y]$ satisfying $\operatorname{deg}_{X} f, \operatorname{deg}_{Y} f<\sqrt{n}$ using $\mathcal{O}\left(\mathrm{M}(n \log n) \log (n)^{3}\right) \subset \widetilde{\mathcal{O}}(n)$ operations in $\mathbb{F}-$ not counting precomputation on the points. Their approach has similarities with ours in that it also relies on a notion genericity, however, they can ensure that it is satisfied by using a certain change of variables. It is likely that something similar can be done with our results, but this remains to be investigated. In this sense, their MPE algorithm is strictly better than ours when $\operatorname{deg}_{X} f \approx \operatorname{deg}_{Y} f$.

### 3.2 Reshaping

In this section we formally present the technique of reshaping in full generality. We begin by defining a single reshaper:

Definition 3.3. If $I \subseteq \mathbb{F}[X, Y]$ is an ideal and $g=Y^{\eta}-\breve{g} \in I$ with $\operatorname{deg}_{Y} \check{g}<\eta$, then we say that $g$ is an $\eta$-reshaper in $I$.

Remark 3.4. The only reason for why we have considered a general ideal $I$ in Definition 3.3 instead of the vanishing ideal $\Gamma(\mathcal{P})$ is that this would allow us address the most general form of Nüsken and Ziegler's modular composition problem, i.e. where the modulus is not assumed to split over $\mathbb{F}$. Since this is not directly relevant for the scope of this thesis, this problem has been left out (although the generality is kept). A curious reader is referred to [NRS20].

We proceed by showing that the cost of reducing a polynomial with respect to an appropriately chosen reshaper is quasi-linear in the input size.

Lemma 3.5. If $g=Y^{\eta}-\breve{g} \in I$ with $\check{\eta}:=\operatorname{deg} \check{g}<\eta$ is an $\eta$-reshaper in some ideal $I \subseteq \mathbb{F}[X, Y]$, and if $f=Y^{\eta} \hat{f}+\check{f} \in \mathbb{F}[X, Y]$ with $\operatorname{deg}_{Y} f<2 \eta-\check{\eta}$ and $\operatorname{deg}_{Y} \check{f}<\eta$, then the polynomial $h=\check{f}+\widehat{f} \breve{g} \in \mathbb{F}[X, Y]$ belongs to the coset $f+I$ and satisfies $\operatorname{deg}_{X} h \leqslant d:=\operatorname{deg}_{X} f+\operatorname{deg}_{X} g$ and $\operatorname{deg}_{Y} h<\eta$. Furthermore, we can compute $h$ using no more than $\mathcal{O}(\mathrm{M}(d \eta)) \subset \widetilde{\mathcal{O}}(d \eta)$ operations in $\mathbb{F}$.

Proof. Writing $h=\breve{f}+\widehat{f} \breve{g}=Y^{\eta} \hat{f}+\breve{f}-\widehat{f} \cdot\left(Y^{\eta}-\breve{g}\right)=f-\widehat{f} g$ it is clear that $h \in f+I$. Since $\operatorname{deg}_{Y} f<2 \eta-\check{\eta}$, then $\operatorname{deg}_{Y}(\hat{f} \breve{g}) \leqslant \operatorname{deg} f-\eta+\check{\eta}<\eta$, while the bound on $\operatorname{deg}_{X} h$ is trivial. The claimed cost bound is given by the cost of carrying our the product $\hat{f} \cdot \breve{g}$ [vzGG12, Corollary 8.28].

As in Section 2.3, we will use the notation

$$
\begin{aligned}
& \nu_{Y}(\mathcal{P})=\max _{\alpha \in \mathbb{F}}\left|\mathcal{Y}_{\alpha}(\mathcal{P})\right|, \text { where for any } \alpha \in \mathbb{F} \\
& \mathcal{Y}_{\alpha}(\mathcal{P})=\{Y(P) \mid P \in \mathcal{P} \text { with } X(P)=\alpha\} \subseteq \mathbb{F} .
\end{aligned}
$$

In order to prove existence of reshapers, we will use a folklore result which follows e.g. from [Laz85] and [Dah09, Theorem 3]:

Lemma 3.6. If $\mathcal{P} \subseteq \mathbb{F}^{2}$ is a point set with $|\mathcal{P}|=n$ and $\boldsymbol{b}=\left(b_{1}, \ldots, b_{s}\right) \in$ $\mathbb{F}[X, Y]^{s}$ is the reduced $<_{\text {lex }}$-Gröbner basis of $\Gamma(\mathcal{P})$ ordered by $<_{\text {lex }}$, then $b_{1} \in$ $\mathbb{F}[X]$, and $b_{s}$ is $Y$-monic with $\operatorname{deg}_{Y} b_{s}=\nu_{Y}(\mathcal{P})$.

Using the above, we give degree constraint under which reshapers are guaranteed to exist:

Lemma 3.7. If $\mathcal{P} \subseteq \mathbb{F}^{2}$ is a point set and $\check{\eta} \geqslant \nu_{Y}(\mathcal{P})-1$, then for any $\eta>\check{\eta}$ there exists an $\eta$-reshaper $g=Y^{\eta}-\check{g} \in \Gamma(\mathcal{P})$ with $\operatorname{deg}_{Y} \check{g} \leqslant \check{\eta}$.

Proof. By Lemma 3.6, the reduced $<_{\text {lex }}$-Gröbner basis $\boldsymbol{b} \in \mathbb{F}[X, Y]^{s}$ of $\Gamma(\mathcal{P})$ contains a polynomial with $<_{\text {lex }}$-leading term $Y^{\nu_{Y}(\mathcal{P})}$. It then follows that $\operatorname{deg}_{Y}\left(Y^{\eta}\right.$ rem $\left.\boldsymbol{b}\right)<\nu_{Y}(\mathcal{P})$, which implies that $g=Y^{\eta}-\left(Y^{\eta}\right.$ rem $\left.\boldsymbol{b}\right) \in \Gamma(\mathcal{P})$ is an $\eta$-reshaper.

As outlined in Section 3.1, we will use a sequence of reshapers in order to iteratively reduce the $Y$-degree of the input polynomial. Lemma 3.5 guarantees that each iteration will be efficient as long as the $Y$-degree of the current reshaper is sufficiently large compared to that of the current remainder. As we will see later, choosing the reshapers in accordance with the following definition ensures that this is true.

Definition 3.8. We say that $\boldsymbol{\eta} \in\left(\eta_{i}\right)_{i=0}^{\gamma} \in \mathbb{Z}_{>0}^{\gamma+1}$ is an $\left(\eta_{0}, \eta_{\gamma}\right)$-degree sequence if $\eta_{i-1}>\eta_{i} \geqslant\left\lfloor\frac{2}{3} \eta_{i-1}\right\rfloor$ for $i=1, \ldots, \gamma$. Furthermore, if $I \subseteq \mathbb{F}[X, Y]$ is an ideal, and if $g_{i}=Y^{\eta_{i}}-\breve{g}_{i} \in I$ is an $\eta_{i}$-reshaper with

$$
\begin{equation*}
\eta_{i-1} \leqslant 2 \eta_{i}-\check{\eta}_{i} \tag{3.1}
\end{equation*}
$$

where $\check{\eta}_{i}=\operatorname{deg}_{Y} \check{g}_{i}$ for $i=1, \ldots, \gamma$, then we say that $\boldsymbol{g}=\left(g_{i}\right)_{i=1}^{\gamma} \in I^{\gamma}$ is an $\boldsymbol{\eta}$-reshaping sequence in $I$.

The following is an intermediate result used in the subsequent Lemma 3.10 in order to show that we can always find a reshaping sequence with number of elements being logarithmic in the degree of the first reshaper.

Lemma 3.9. If $\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma}$ is a degree sequence, then

$$
2 \eta_{i}-\eta_{i-1} \geqslant \frac{\eta_{i}}{3}-1 \geqslant 0
$$

for $i=1, \ldots, \gamma$.

Proof. Since $\eta_{i-1}>\eta_{i} \geqslant\left\lfloor\frac{2}{3} \eta_{i-1}\right\rfloor \geqslant \frac{2}{3}\left(\eta_{i-1}-1\right)$, then

$$
2 \eta_{i}-\eta_{i-1} \geqslant \frac{4}{3}\left(\eta_{i-1}-1\right)-\eta_{i-1}=\frac{\eta_{i-1}-4}{3} \geqslant \frac{\eta_{i}}{3}-1>-1
$$

Lemma 3.10. If $\mathcal{P} \subseteq \mathbb{F}^{2}$ is a point set with $|\mathcal{P}|=n$, and if $a, b \in \mathbb{Z}_{>0}$ are such that $n>a>b \geqslant \nu_{Y}(\mathcal{P})$, then there exists an $\boldsymbol{\eta}$-reshaping sequence $\boldsymbol{g} \in \Gamma(\mathcal{P})^{\gamma}$, where $\boldsymbol{\eta} \in \mathbb{Z}_{>0}^{\gamma+1}$ is an $(a, b)$-degree sequence with $\gamma \leqslant \log _{3 / 2}(a)+1 \in \mathcal{O}(\log (a))$.

Proof. Let $v=\nu_{Y}(\mathcal{P})-1$ and let $\eta^{\prime}=\left(\eta_{i}^{\prime}\right) \in \mathbb{Z}_{>0}^{\gamma+1}$ be any $(a-v, b-v)$ degree sequence with $\gamma \leqslant \log _{3 / 2}(a-v)+1$. To see that $\boldsymbol{\eta}^{\prime}$ exists, simply choose $\eta_{i}^{\prime}=\left\lfloor\frac{2}{3} \eta_{i-1}^{\prime}\right\rfloor$ for $i=1, \ldots, \gamma$, setting $\eta_{0}^{\prime}=a-v$. Now, let $\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma} \in \mathbb{Z}_{>0}^{\gamma}$ be such that $\eta_{i}=\eta_{i}^{\prime}+v$ for $i=0, \ldots, \gamma$, and observe that $\boldsymbol{\eta}$ is an $(a, b)$-degree sequence since
$\eta_{i-1}>\eta_{i}=\eta_{i}^{\prime}+v \geqslant\left\lfloor\frac{2}{3} \eta_{i-1}^{\prime}\right\rfloor+v=\left\lfloor\frac{2}{3}\left(\eta_{i-1}^{\prime}+v\right)+\frac{1}{3} v\right\rfloor=\left\lfloor\frac{2}{3} \eta_{i-1}+\frac{1}{3} v\right\rfloor \geqslant\left\lfloor\frac{2}{3} \eta_{i-1}\right\rfloor$.
To show that there exists an $\boldsymbol{\eta}$-reshaping sequence in $\Gamma(\mathcal{P})$ it suffices to show that for $i=1, \ldots, \gamma$ there exists an $\eta_{i}$-reshaper $g_{i}=Y^{\eta_{i}}-\breve{g} \in \Gamma(\mathcal{P})$ with $\operatorname{deg}_{Y} \breve{g}_{i} \leqslant \breve{\eta}_{i}$ satisfying (3.1). But indeed, choosing $\breve{\eta}_{i}=2 \eta_{i}-\eta_{i-1}$ we get from Lemma 3.9 that

$$
\check{\eta}_{i}=2 \eta_{i}^{\prime}-\eta_{i-1}^{\prime}+v \geqslant v=\nu_{Y}(\mathcal{P})-1,
$$

which due to Lemma 3.7 implies that $g_{i}$ exists.

Now we are finally ready to present the reshaping algorithm.

```
Algorithm 6 Reshape \((f, \boldsymbol{g})\)
    Input:
        - A polynomial \(f \in \mathbb{F}[X, Y]\),
        - an \(\boldsymbol{\eta}\)-reshaping sequence \(\boldsymbol{g}=\left(g_{i}\right)_{i=1}^{\gamma} \in I^{\gamma}\), where \(I \subseteq \mathbb{F}[X, Y]\) is some
        ideal and \(\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma} \in \mathbb{Z}_{>0}^{\gamma+1}\) is a degree sequence with \(\operatorname{deg}_{Y} f<\eta_{0}\).
    Output:
        - a polynomial \(h \in f+I\) with \(\operatorname{deg}_{Y} h<\eta_{\gamma}\) and
        \(\operatorname{deg}_{X} h \leqslant \operatorname{deg}_{X} f+\sum_{i=1}^{\gamma} g_{i}\).
    \(h \leftarrow f\)
    for \(i=1, \ldots, \gamma\) do
        \(\widehat{h}, \breve{h} \in \mathbb{F}[X, Y] \leftarrow\) polynomials such that \(h=Y^{\eta_{i}} \hat{h}+\breve{h}\) with \(\operatorname{deg}_{Y} \check{h}<\eta_{i}\)
        \(h \leftarrow \breve{h}+\widehat{h} \check{g}_{i}\), where \(g_{i}=Y^{\eta_{i}}-\breve{g}_{i}\) with \(\operatorname{deg}_{Y} \check{g}_{i}<\eta\)
    return \(h\)
```

Theorem 3.11. Algorithm 6 is correct and has complexity

$$
\begin{aligned}
& \mathcal{O}\left(\mathrm{M}\left(\gamma \operatorname{deg}_{X} f \operatorname{deg}_{Y} f+\gamma \sum_{i=i_{0}}^{\gamma} \eta_{i} \operatorname{deg}_{X} g_{i}\right)\right) \\
& \subseteq \widetilde{\mathcal{O}}\left(\gamma \operatorname{deg}_{X} f \operatorname{deg}_{Y} f+\gamma \sum_{i=i_{0}}^{\gamma} \eta_{i} \operatorname{deg}_{X} g_{i}\right)
\end{aligned}
$$

for the smallest $i_{0}$ such that $\eta_{i_{0}} \leqslant \operatorname{deg}_{Y} f$.

Proof. Let $h_{i}, \widehat{h}_{i}$ and $\breve{h}_{i}$ respectively denote the values of $h, \widehat{h}$ and $\check{h}$ at the end of iteration $i$, and let $\check{\eta}_{i}=\operatorname{deg}_{Y} \breve{g}_{i}$. Since $f \in f+I$ and $\operatorname{deg}_{Y} f<\eta_{0} \leqslant 2 \eta_{1}-\check{\eta}_{1}$, then applying Lemma 3.5 inductively guarantees that $h_{i} \in f+I$ with

$$
\operatorname{deg}_{X} h_{i} \leqslant d_{i}:=\operatorname{deg}_{X} f+\sum_{j=1}^{i} \operatorname{deg}_{X} g_{j} \quad \text { and } \quad \operatorname{deg}_{Y} h_{i}<\eta_{i}
$$

for $i=1, \ldots, \gamma$. No computation is performed for $i<i_{0}$, since then $\widehat{h}_{i}=0$ and consequently $h_{i}=\breve{h}_{i}$. The cost of the $i$-th iteration for $i \geqslant i_{0}$ is $\mathcal{O}\left(\mathrm{M}\left(d_{i} \eta_{i}\right)\right)$, making the total cost of the algorithm

$$
\begin{aligned}
\mathcal{O}\left(\sum_{i=i_{0}}^{\gamma} \mathrm{M}\left(d_{i} \eta_{i}\right)\right) & =\mathcal{O}\left(\sum_{i=i_{0}}^{\gamma} \mathrm{M}\left(\left(\operatorname{deg}_{X} f+\sum_{j=i_{0}}^{i} \operatorname{deg}_{X} g_{j}\right) \eta_{i}\right)\right) \\
& \subseteq \mathcal{O}\left(\mathrm{M}\left(\sum_{i=i_{0}}^{\gamma} \eta_{i} \operatorname{deg}_{X} f+\sum_{i=i_{0}}^{\gamma} \sum_{j=i_{0}}^{i} \eta_{i} \operatorname{deg}_{X} g_{j}\right)\right) \\
& \subseteq \mathcal{O}\left(\mathrm{M}\left(\gamma \operatorname{deg}_{X} f \operatorname{deg}_{Y} f+\sum_{i=i_{0}}^{\gamma} \sum_{j=i_{0}}^{i} \eta_{j} \operatorname{deg}_{X} g_{j}\right)\right) \\
& \subseteq \mathcal{O}\left(\mathrm{M}\left(\gamma \operatorname{deg}_{X} f \operatorname{deg}_{Y} f+\gamma \sum_{i=i_{0}}^{\gamma} \eta_{i} \operatorname{deg}_{X} g_{i}\right)\right)
\end{aligned}
$$

where we have used that $\eta_{\gamma}<\cdots<\eta_{i_{0}} \leqslant \operatorname{deg}_{Y} f$.

Recall from the informal description in Section 3.1 that a point set is balanced if there exists a reshaping sequence whose elements have small $X$-degrees. In the following definition we make this notion of balancedness precise:
Definition 3.12. Let $\mathcal{P} \subseteq \mathbb{F}^{2}$ be a point set with $|\mathcal{P}|=n$ and let $\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma} \in$ $\mathbb{Z}_{>0}^{\gamma+1}$ be a degree sequence. We say that $\mathcal{P}$ is $\boldsymbol{\eta}$-balanced if there exists an $\boldsymbol{\eta}$-reshaping sequence $\boldsymbol{g}=\left(g_{i}\right)_{i=1}^{\gamma} \in \Gamma(\mathcal{P})^{\gamma}$ with

$$
\operatorname{deg}_{X} g_{i} \leqslant\left\lfloor\frac{n}{2 \eta_{i}-\eta_{i-1}+1}\right\rfloor+1 \quad \text { for } \quad i=1, \ldots, \gamma
$$

For the remainder of this chapter, whenever we speak of a reshaping sequence of a balanced point set, we will by default assume that it satisfies the degree bounds in Definition 3.12.

The following Lemma 3.13, in combination with Lemma 3.10 and Theorem 3.11, guarantees that reshaping with respect to a balanced point set can always be done with quasi-linear cost.

Lemma 3.13. If $\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma} \in \mathbb{Z}_{>0}^{\gamma+1}$ is a degree sequence and $\boldsymbol{g}=\left(g_{i}\right)_{i=1}^{\gamma} \in$ $\Gamma(\mathcal{P})^{\gamma}$ is a $\boldsymbol{\eta}$-reshaping sequence for some $\boldsymbol{\eta}$-balanced point set $\mathcal{P} \subseteq \mathbb{F}^{2}$ with $|\mathcal{P}|=n$, then

$$
\sum_{i=0}^{\gamma} \eta_{i} \operatorname{deg}_{X} g_{i} \leqslant \gamma\left(3 n+\eta_{i_{0}}\right)
$$

for any $i_{0} \in\{1, \ldots, \gamma\}$.

Proof. From Lemma 3.9 it follows that if $\mathcal{P}$ is balanced, then we can choose

$$
\operatorname{deg}_{X} g_{i} \leqslant\left\lfloor\frac{n}{2 \eta_{i}-\eta_{i-1}+1}\right\rfloor+1 \leqslant \frac{n}{n_{i} / 3}+1=\frac{3 n}{\eta_{i}}+1
$$

Consequently,

$$
\sum_{i=i_{0}}^{\gamma} \eta_{i} \operatorname{deg}_{X} g_{i} \leqslant \sum_{i=i_{0}}^{\gamma} \eta_{i}\left(\frac{3 n}{\eta_{i}}+1\right) \leqslant \gamma\left(3 n+\eta_{i_{0}}\right) .
$$

### 3.3 Multi-point evaluation

In Section 3.2 we saw that reshaping with respect to a balanced point set can be done efficiently. Taking advantage of this, we obtain a simple algorithm for bivariate MPE on point sets with pairwise distinct $X$-coordinates:

```
Algorithm \(7 \mathrm{MPE}_{\text {distinct }}(f, \mathcal{P}, \boldsymbol{g})\)
    Input:
        - A polynomial \(f \in \mathbb{F}[X, Y]\),
        - a point set \(\mathcal{P}=\left\{\left(\alpha_{j}, \beta_{j}\right)\right\}_{j=1}^{n} \subset \mathbb{F}^{2}\) where the \(\alpha_{j}\) are pairwise distinct,
        - an \(\boldsymbol{\eta}\)-reshaping sequence \(\boldsymbol{g} \in \Gamma(\mathcal{P})^{\gamma}\) where \(\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma} \in \mathbb{Z}_{>0}^{\gamma+1}\) is an
        \(\left(\eta_{0}, 1\right)\)-degree sequence with \(\operatorname{deg}_{Y} f<\eta_{0}\).
```


## Output:

```
- Evaluations \(\left(f\left(\alpha_{1}, \beta_{1}\right), \ldots, f\left(\alpha_{n}, \beta_{n}\right)\right) \in \mathbb{F}^{n}\).
```

```
    \(h \in \mathbb{F}[X] \leftarrow \operatorname{Reshape}(f, \boldsymbol{g})) \quad \triangleright\) Algorithm 6
```

    \(h \in \mathbb{F}[X] \leftarrow \operatorname{Reshape}(f, \boldsymbol{g})) \quad \triangleright\) Algorithm 6
    return \(\left(h\left(\alpha_{1}\right), \ldots h\left(\alpha_{n}\right)\right) \in \mathbb{F}^{n} \quad \triangleright\) univariate MPE
    ```

Theorem 3.14. Algorithm 7 is correct. If \(\mathcal{P}\) is \(\boldsymbol{\eta}\)-balanced and \(\gamma \in \mathcal{O}(\log n)\), then it costs \(\widetilde{\mathcal{O}}\left(\operatorname{deg}_{X} f \operatorname{deg}_{Y} f+n\right)\) operations in \(\mathbb{F}\), where \(n=|\mathcal{P}|\).

Proof. Correctness is an immediate consequence of Theorem 3.11, which guarantees that \(h \in f+\Gamma(\mathcal{P})\), i.e. \(h\left(\alpha_{j}\right)=f\left(\alpha_{j}, \beta_{j}\right)\) for \(j=1, \ldots, n\). The complexity of Step 1 is given as
\[
\widetilde{\mathcal{O}}\left(\gamma \operatorname{deg}_{X} f \operatorname{deg}_{Y} f+\gamma \sum_{i=i_{0}}^{\gamma} \eta_{i} \operatorname{deg}_{X} g_{i}\right)
\]
for the smallest \(i_{0}\) with \(\eta_{i_{0}} \leqslant \operatorname{deg}_{Y} f\). Step 2 costs \(\widetilde{\mathcal{O}}\left(\operatorname{deg}_{X} f+\sum_{i=i_{0}}^{\gamma} \operatorname{deg}_{X} g_{i}\right)\), which is subsumed by Step 1. The total cost of the algorithm then follows from Lemma 3.13 and the assumption that \(\gamma \in \mathcal{O}(\log n)\).

Algorithm 7 can easily be extended to the case of nondistinct \(X\)-coordinates \(\left(\nu_{Y}(\mathcal{P})>1\right)\) by simply partitioning \(\mathcal{P}\) into \(\nu_{Y}(\mathcal{P})\) subsets whose \(X\)-coordinates are pairwise distinct. Although this approach incurs an additional factor \(\nu_{Y}(\mathcal{P})\) in its complexity, this is not an issue if \(\nu_{Y}(\mathcal{P})\) is small. For example, all point sets on elliptic curves satisfy \(\nu_{Y}(\mathcal{P}) \leqslant 2\).

If the size of \(\nu_{Y}(\mathcal{P})\) is significant, then we can shear the points in an extension field as proposed by Nüsken and Ziegler (see Section 2.2.2). To summarize: picking any \(\theta \in \mathbb{K} \backslash \mathbb{F}\), where \(\mathbb{K}\) is a degree 2 extension of \(\mathbb{F}\), we can substitute the problem of evaluating \(f \in \mathbb{F}[X, Y]\) on \(\mathcal{P}=\left\{\left(\alpha_{j}, \beta_{j}\right)\right\}_{j=1}^{n} \subseteq \mathbb{F}^{2}\) with that of evaluating \(\tilde{f}:=f(X-\theta Y, Y) \in \mathbb{K}[X, Y]\) on \(\widetilde{\mathcal{P}}:=\left\{\left(\alpha_{j}+\theta \beta_{j}, \beta_{j}\right)\right\}_{j=1}^{n} \subset \mathbb{K}^{2}\). This technique effectively reduces the general problem of bivariate MPE to the case of \(\nu_{Y}(\mathcal{P})=1\), provided that we can compute \(\tilde{f}\) efficiently. Nüsken and Ziegler
achieve this with cost
\[
\mathcal{O}\left(\mathrm{M}\left(d_{X}\left(d_{X}+d_{Y}\right)\right) \log d_{X}\right) \subset \widetilde{\mathcal{O}}\left(d_{X}\left(d_{X}+d_{Y}\right)\right)
\]
using a univariate Taylor shift of \(f\) seen as an element in \(\mathbb{K}[Y][X]\). Although this is sufficient for our target cost (assuming w.l.o.g. that \(d_{X} \leqslant d_{Y}\) ), we present an alternative approach which is more efficient on the logarithmic level by using univariate Taylor shifts on the homogeneous components of \(f\).

Remark 3.15. Although we don't know whether shearing preserves balancedness, as we will see in Section 3.7, a sheared version of a random point set is balanced with high probability.
```

Algorithm 8 ShearPoly $(f, \alpha, \beta)$
Input:
- scalars $\alpha, \beta \in \mathbb{K}$.
Output:
- $\tilde{f}=f(\alpha X+\beta Y, Y) \in \mathbb{K}[X, Y]$.
for $t=0, \ldots, d_{X}+d_{Y}$ do
$h_{t} \in \mathbb{K}[Z] \leftarrow \sum_{i=\max \left\{0, t-d_{Y}\right\}}^{\min \left\{t, d_{X}\right\}} f_{i, t-i} Z^{i}$
$\widetilde{h}_{t} \in \mathbb{K}[Z] \leftarrow h_{t}(\alpha Z+\beta)$
return $\tilde{f}=\sum_{t=0}^{d_{X}+d_{Y}} \widetilde{h}_{t}(X / Y) Y^{t}$

```
        - A polynomial \(f=\sum_{i=0}^{d_{X}} \sum_{j=0}^{d_{Y}} f_{i, j} X^{i} Y^{j} \in \mathbb{K}[X, Y]\) with \(f_{i, j} \in \mathbb{K}\),

Theorem 3.16. Algorithm 8 correctly computes \(f(\alpha X+\beta Y, Y)\) using
\[
\mathcal{O}\left(\left(d_{X}+d_{Y}\right) \mathrm{M}\left(d_{X}\right) \log \left(d_{X}\right)\right) \subset \widetilde{\mathcal{O}}\left(d_{X}\left(d_{X}+d_{Y}\right)\right)
\]
operations in \(\mathbb{K}\). Furthermore, the \(X\)-degree of the output polynomial is at most \(d_{X}\), while its \(Y\)-degree is at most \(\max \left\{d_{X}, d_{Y}\right\}\).

Proof. The degree bounds on \(f(\alpha X+\beta Y, Y)\) are obvious. Observing that
\[
\sum_{t=0}^{d_{X}+d_{Y}} h_{t}(X / Y) Y^{t}=\sum_{t=0}^{d_{X}+d_{Y}} \sum_{i=\max \left\{0, t-d_{Y}\right\}}^{\min \left\{t, d_{X}\right\}} f_{i, t-i} X^{i} Y^{t-i}=\sum_{i=0}^{d_{X}} \sum_{j=0}^{d_{Y}} f_{i, j} X^{i} Y^{j}=f
\]
i.e. that \(h_{t}(X / Y) Y^{t} \in \mathbb{F}[X, Y]\) is the homogeneous component of \(f\) having degree \(t\), we get that
\[
\tilde{f}=\sum_{t=0}^{d_{X}+d_{Y}} \widetilde{h}_{t}(X / Y) Y^{t}=\sum_{t=0}^{d_{X}+d_{Y}} h_{t}\left(\frac{\alpha X+\beta Y}{Y}\right) Y^{t}=f(\alpha X+\beta Y, Y) .
\]

For the complexity, we note that arithmetic operations are performed only in Step 3. Using [VZG90, Fact 2.1 (iv)], we can compute the Taylor shifts
\[
h_{t}(Z) \mapsto h_{t}(\alpha Z+\beta)
\]
for each \(t\) using \(\mathcal{O}\left(\mathrm{M}\left(d_{X}\right) \log \left(d_{X}\right)\right)\) operations in \(\mathbb{K}\), since \(\operatorname{deg} h_{t} \leqslant d_{X}\). Summation over all \(t\) yields the total complexity.

Remark 3.17. As presented, Algorithm 8 can only shear the variable \(X\). We can, however, easily shear \(Y\) by simply swapping the variables. For the sake of being precise (but at the risk of stating the obvious) let \(\sigma: f(X, Y) \mapsto f(Y, X)\) for any \(f \in \mathbb{K}[X, Y]\), and observe that
\[
\begin{aligned}
f(X, \alpha X+\beta Y) & =\sigma(f(Y, \alpha Y+\beta X)) \\
& =\sigma(\operatorname{ShearPoly}(f(Y, X), \beta, \alpha)) \\
& =(\sigma \circ \operatorname{ShearPoly}(\cdot, \beta, \alpha) \circ \sigma)(f) .
\end{aligned}
\]

We conclude this section with an algorithm for MPE where the \(X\)-coordinates of the underlying point set are allowed to repeat.
```

Algorithm $9 \mathrm{MPE}_{\text {shear }}(f, \widetilde{\mathcal{P}}, \widetilde{\boldsymbol{g}})$
Input:
- A polynomial $f \in \mathbb{F}[X, Y]$,
- an element $\theta \in \mathbb{K} \backslash \mathbb{F}$, where $\mathbb{K}$ is a degree 2 extension of $\mathbb{F}$
- a sheared version $\widetilde{\mathcal{P}}=\left\{\left(\alpha_{j}+\theta \beta_{j}, \beta_{j}\right)\right\}_{j=1}^{n} \subset \mathbb{K}^{2}$ of a point set
$\mathcal{P}=\left\{\left(\alpha_{j}, \beta_{j}\right)\right\}_{j=1}^{n} \subseteq \mathbb{F}^{2}$,
- an $\widetilde{\boldsymbol{\eta}}$-reshaping sequence $\widetilde{\boldsymbol{g}} \in \Gamma(\widetilde{\mathcal{P}})^{\tilde{\boldsymbol{\gamma}}} \subset \mathbb{K}[X, Y]^{\tilde{\gamma}}$, where $\widetilde{\boldsymbol{\eta}}=\left(\widetilde{\eta}_{i}\right)_{i=0}^{\tilde{\gamma}}$ is
an $\left(\widetilde{\eta}_{0}, 1\right)$-degree sequence with $\max \left\{\operatorname{deg}_{X} f, \operatorname{deg}_{Y} f\right\}<\widetilde{\eta}_{0}$.

```

\section*{Output:}
```

- Evaluations $\left(f\left(\alpha_{1}, \beta_{1}\right), \ldots, f\left(\alpha_{n}, \beta_{n}\right)\right) \in \mathbb{F}^{n}$.
$\begin{array}{ll}\tilde{f} \in \mathbb{K}[X, Y] \leftarrow f(X-\theta Y, Y)=\operatorname{ShearPoly}(f, 1,-\theta) & \triangleright \text { Algorithm } 8 \\ \text { return } \operatorname{MPE}_{\text {distinctx }}(\widetilde{f}, \widetilde{\mathcal{P}}, \widetilde{\boldsymbol{g}}) & \triangleright \text { Algorithm } 7\end{array}$
return $\operatorname{MPE}_{\text {distinct }}(\tilde{f}, \widetilde{\mathcal{P}}, \widetilde{\boldsymbol{g}}) \quad \triangleright$ Algorithm 7

```

Theorem 3.18. Algorithm 9 is correct. If \(\widetilde{\mathcal{P}}\) is \(\widetilde{\boldsymbol{\eta}}\)-balanced and \(\widetilde{\gamma} \in \mathcal{O}(\log (n))\), then it costs \(\widetilde{\mathcal{O}}\left(\operatorname{deg}_{X} f\left(\operatorname{deg}_{X} f+\operatorname{deg}_{Y} f\right)+n\right)\) operations in \(\mathbb{F}\).

Proof. For any \(\left(\alpha_{j}+\theta \beta_{j}, \beta_{j}\right) \in \widetilde{\mathcal{P}}\) it holds that
\[
\tilde{f}\left(\alpha_{j}+\theta \beta_{j}, \beta_{j}\right)=f\left(\alpha_{j}+\theta \beta_{j}-\theta \beta_{j}, \beta_{j}\right)=f\left(\alpha_{j}, \beta_{j}\right)
\]

The rest follows from Theorem 3.16 and Theorem 3.14, i.e. correctness and complexity of ShearPoly and MPE distinctX respectively.

\subsection*{3.4 Interpolation}

In this section we use reshaping in order to address the problem of bivariate interpolation in a similar setting as for MPE, i.e. we assume that the point set \(\mathcal{P} \subseteq \mathbb{F}^{2}\) is available for precomputation and that we receive the interpolation values as input during the online phase. If \(\mathcal{P}\) is appropriately balanced, we can compute an interpolating polynomial with reasonably controlled monomial support in quasi-linear time.

In contrast to MPE, our strategy now is to first shear \(\mathcal{P}\) so that all of its \(Y\) coordinates are pairwise distinct. After computing a univariate interpolating polynomial \(\tilde{f} \in \mathbb{K}[Y]\), we reshape it into \(\tilde{h} \in \mathbb{K}[X, Y]\) with the degrees in both variables being roughly \(\sqrt{n}\) (assuming it is possible). These degree constraints ensure that we can efficiently "unshear" \(\tilde{h}\) to interpolate on the original point set, and a final application of reshaping allows us to meet some targeted \(Y\)-degree.

\section*{Algorithm 10 Interpolate \((\boldsymbol{v}\), ) \\ Input:}
- Interpolation values \(\boldsymbol{v}=\left(v_{j}\right)_{j=1}^{n} \in \mathbb{F}^{n}\),
- an integer \(d \in \mathbb{Z}_{>0}\),
- an \((\lfloor\sqrt{n}\rfloor, d)\)-degree sequence \(\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma}\),
- an \(\left(\widetilde{\eta}_{0},\lfloor\sqrt{n}\rfloor\right)\)-degree sequence \(\widetilde{\boldsymbol{\eta}}=\left(\widetilde{\eta}_{i}\right)_{i=0}^{\tilde{\gamma}}\),
- an \(\boldsymbol{\eta}\)-reshaping sequence \(\boldsymbol{g}=\left(g_{i}\right)_{i=1}^{\gamma} \in \mathbb{F}[X, Y]^{\gamma}\) for a point set \(\mathcal{P}=\left\{\left(\alpha_{j}, \beta_{j}\right)\right\}_{j=1}^{n} \subseteq \mathbb{F}^{2}\) with \(n_{X}(\mathcal{P}) \leqslant d<\sqrt{n}\)
- an \(\widetilde{\boldsymbol{\eta}}\)-reshaping sequence \(\widetilde{\boldsymbol{g}}=\left(\widetilde{g}_{i}\right)_{i=1}^{\tilde{\gamma}} \in \mathbb{K}[X, Y]^{\tilde{\gamma}}\) for \(\widetilde{\mathcal{P}}=\left\{\left(\alpha_{j}, \theta \alpha_{j}+\beta_{j}\right)\right\}_{j=1}^{n} \subset \mathbb{K}^{2}\),

\section*{Output:}
- A polynomial \(f \in \mathbb{F}[X, Y]\) satisfying \(f\left(\alpha_{j}, \beta_{j}\right)=v_{j}\) for \(j=1, \ldots, n\), \(\operatorname{deg}_{Y} f<d\) and \(\operatorname{deg}_{X} f \leqslant \max \left\{\sum_{i=1}^{\tilde{\gamma}} \operatorname{deg}_{X} \tilde{g}_{i},\lfloor\sqrt{n}\rfloor-1\right\}+\sum_{i=1}^{\gamma} \operatorname{deg}_{X} g_{i}\).
\(\tilde{f} \in \mathbb{K}[Y] \leftarrow\) polynomial with \(\operatorname{deg} \tilde{f}<n\) and \(\tilde{f}\left(\theta \alpha_{j}+\beta_{j}\right)=v_{j}\) for \(j=1, \ldots, n\)
\(\widetilde{h} \in \mathbb{K}[X, Y] \leftarrow \operatorname{Reshape}(\widetilde{h}, \widetilde{\boldsymbol{g}}) \quad \triangleright\) Algorithm 6
\(h \in \mathbb{K}[X, Y] \leftarrow \widetilde{h}(X, \theta X+Y)\) using ShearPoly \(\quad\) Algorithm 8 with
Remark 3.17
\(h_{1}, h_{\theta} \in \mathbb{F}[X, Y] \leftarrow\) polynomials such that \(h=h_{1}+\theta h_{\theta}\)
return \(f \in \mathbb{F}[X, Y] \leftarrow \operatorname{Reshape}\left(h_{1}, \boldsymbol{g}\right)\)

Theorem 3.19. Algorithm 14 is correct and costs
\[
\widetilde{\mathcal{O}}\left(\widetilde{\gamma} n+\gamma\left(\sqrt{n}+\sum_{i=1}^{\tilde{\gamma}} \operatorname{deg}_{X} \widetilde{g}_{i}\right)^{2}+\widetilde{\gamma} \sum_{i=1}^{\tilde{\gamma}} \widetilde{\eta}_{i} \operatorname{deg}_{X} \widetilde{g}_{i}+\gamma \sum_{i=1}^{\gamma} \eta_{i} \operatorname{deg}_{X} g_{i}\right)
\]
operations in \(\mathbb{F}\). If \(\widetilde{\mathcal{P}}\) is \(\tilde{\boldsymbol{\eta}}\)-balanced, \(\mathcal{P}\) is \(\boldsymbol{\eta}\)-balanced and \(\widetilde{\gamma}, \gamma \in \mathcal{O}(\log n)\), then the complexity becomes \(\widetilde{\mathcal{O}}(n)\).

Proof. First note that due to Lemma 3.10, we can always choose \(\gamma, \tilde{\gamma} \in \mathcal{O}(n)\) since \(d \geqslant n_{X}(\mathcal{P})\). For correctness, observe that all points in \(\widetilde{\mathcal{P}}\) have pairwise distinct \(Y\)-coordinates, so we can indeed compute \(\tilde{f}\) using univariate Lagrange
interpolation. Viewing \(\tilde{f}\) as an element of \(\mathbb{K}[X, Y]\) with \(\operatorname{deg}_{X} \tilde{f}=0\), we get
\[
\begin{array}{rlr}
v_{j} & =\tilde{f}\left(\alpha_{j}, \theta \alpha_{j}+\beta_{j}\right) & \\
& =\widetilde{h}\left(\alpha_{j}, \theta \alpha_{j}+\beta_{j}\right) & \\
& =h\left(\alpha_{j}, \beta_{j}\right) & \text { (Theorem 3.11) }  \tag{Theorem3.16}\\
& =h_{1}\left(\alpha_{j}, \beta_{j}\right)+\theta h_{\theta}\left(\alpha_{j}, \beta_{j}\right) & \\
& =h_{1}\left(\alpha_{j}, \beta_{j}\right) \quad \text { (since } \alpha_{j}, \beta_{j}, v_{j} \in \mathbb{F} \text { and } h_{1}, h_{\theta} \in \mathbb{F}[X, Y] \text { ) } \\
& =f\left(\alpha_{j}, \beta_{j}\right) . & \text { (Theorem 3.11) }
\end{array}
\]

For the degree bounds, note that \(\operatorname{deg}_{Y} \widetilde{h}<\lfloor\sqrt{n}\rfloor\) and \(\operatorname{deg}_{X} \widetilde{h} \leqslant \sum_{i=1}^{\tilde{\gamma}} \operatorname{deg}_{X} \widetilde{g}_{i}\) by Theorem 3.11. Consequently, \(\operatorname{deg}_{Y} h_{1} \leqslant \operatorname{deg}_{Y} h \leqslant \operatorname{deg}_{Y} \widetilde{h}<\lfloor\sqrt{n}\rfloor\) and
\[
\operatorname{deg}_{X} h_{1} \leqslant \operatorname{deg}_{X} h \leqslant \max \left\{\operatorname{deg}_{X} \tilde{h}, \operatorname{deg}_{Y} \tilde{h}\right\} \leqslant \max \left\{\sum_{i=1}^{\tilde{\gamma}} \operatorname{deg}_{X} \widetilde{g}_{i},\lfloor\sqrt{n}\rfloor-1\right\} .
\]

Finally, again by Theorem 3.11, \(\operatorname{deg}_{Y} f<d\) and \(\operatorname{deg}_{X} f \leqslant \operatorname{deg}_{X} h_{1}+\sum_{i=1}^{\gamma} \operatorname{deg}_{X} g_{i}\).
The total cost follows from summing the costs of the individual steps:
- Step 1: \(\widetilde{\mathcal{O}}(n)\) by fast univariate interpolation,
- Step 2: \(\widetilde{\mathcal{O}}\left(\widetilde{\gamma} n+\widetilde{\gamma} \sum_{i=1}^{\tilde{\gamma}} \widetilde{\eta}_{i} \operatorname{deg}_{X} \widetilde{g}_{i}\right)\) by Theorem 3.11,
- Step 3: \(\widetilde{\mathcal{O}}\left(\left(\sqrt{n}+\sum_{i=1}^{\tilde{\gamma}} \operatorname{deg}_{X} \widetilde{g}_{i}\right)^{2}\right)\) by Theorem 3.16,
- Step 4: memory management (no operations in \(\mathbb{F}\) ),
- Step 5: \(\widetilde{\mathcal{O}}\left(\gamma\left(\sqrt{n}+\sum_{i=1}^{\tilde{\gamma}} \operatorname{deg}_{X} \widetilde{g}_{i}\right)^{2}+\gamma \sum_{i=1}^{\gamma} \eta_{i} \operatorname{deg}_{X} g_{i}\right)\) by Theorem 3.11.

\subsection*{3.5 Precomputing Reshapers}

The simplest way to precompute a reshaper for a point set is perhaps to solve an \(r \times n\) inhomogeneous linear system, where \(n=|\mathcal{P}|\) and \(r\) is the cardinality of the allowed monomial support of the reshaper. If \(\mathcal{P}\) is balanced, then we can choose \(r \approx n\), and so the complexity of this approach is \(\mathcal{O}\left(n^{\omega}\right)\). In this section, we present an alternative technique which works for any zero-dimensional ideal
\(I \subseteq \mathbb{F}[X, Y]\), given a \(<_{\text {lex }}\)-Gröbner basis of \(I\). We will make extensive use of the \(\mathbb{F}[X]\)-module \(I_{d}:=I \cap \mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d}\), where
\[
\mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d}=\left\{f \in \mathbb{F}[X, Y] \mid \operatorname{deg}_{Y} f<d\right\}
\]
so we begin by establishing its relation with \(I\) as a consequence of Lazard's structure theorem on bivariate \(<_{\text {lex }}\)-Gröbner bases [Laz85].

In the following, for any \(f \in \mathbb{F}[X, Y]\) we denote by \(\operatorname{lt}(f) \in \mathbb{F}[X, Y]\) the leading term of \(f\), and by \(\operatorname{lc}_{Y}(f) \in \mathbb{F}[X]\) the leading \(Y\)-coefficient of \(f\) when viewed as an element of \(\mathbb{F}[X][Y]\).
Corollary 3.20 (of [Laz85]). If \(\boldsymbol{b}=\left(b_{0}, \ldots, b_{\ell}\right) \in \mathbb{F}[X, Y]^{\ell+1}\) is a minimal \(<_{\text {lex }}\)-Gröbner basis, sorted by increasing \(Y\)-degree, then
1) \(\operatorname{deg}_{Y} b_{0}<\cdots<\operatorname{deg}_{Y} b_{\ell}\), and
2) \(\operatorname{lc}_{Y}\left(b_{\ell}\right)\left|\operatorname{lc}_{Y}\left(b_{\ell-1}\right)\right| \cdots \mid \operatorname{lc}_{Y}\left(b_{0}\right)\).

Lemma 3.21. Let \(\boldsymbol{b}=\left(b_{0}, \ldots, b_{\ell}\right) \in \mathbb{F}[X, Y]^{\ell+1}\) be a minimal \(<_{\text {lex }}\)-Gröbner basis for an ideal \(I\), ordered by increasing \(Y\)-degree. If for any \(d \in \mathbb{Z}_{>0}\)
\[
\begin{aligned}
I_{d} & =\left\{f \in I \mid \operatorname{deg}_{Y} f<d\right\} \\
s & =\max \left\{t \mid \operatorname{deg}_{Y} b_{k}<d, 0 \leqslant t \leqslant \ell\right\} \\
d_{t} & =\operatorname{deg}_{Y} b_{t} \text { for } 0 \leqslant t \leqslant s \text { and } d_{s+1}=d
\end{aligned}
\]
then \(I_{d}\) is an \(\mathbb{F}[X]\)-submodule of \(\mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d}\). Moreover, \(I_{d}\) is free with rank \(d-d_{0}\) and admits the basis
\[
B_{d}:=\left\{Y^{u} b_{t} \mid 0 \leqslant t \leqslant s, 0 \leqslant u<d_{t+1}-d_{t}\right\} .
\]

Proof. It is clear that \(I_{d}\) is an \(\mathbb{F}[X]\)-submodule of \(\mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d}\) since \(I\) is an ideal of \(\mathbb{F}[X, Y]\). Furthermore, \(B_{d} \subset I_{d}\) since
\[
\operatorname{deg}_{Y}\left(Y^{u} b_{t}\right) \leqslant \operatorname{deg}_{Y}\left(Y^{d_{s+1}-d_{s}} b_{s}\right)<d-d_{s}+d_{s}=d
\]
and the elements of \(B_{d}\) have pairwise distinct \(Y\)-degrees and are therefore linearly independent over \(\mathbb{F}[X]\). Also \(\left|B_{d}\right|=d-d_{0}\), which implies that \(I_{d}\) has rank \(d-d_{0}\) as long as \(B_{d}\) generates \(I_{d}\). To see that it does, pick some \(f \in I_{d}\) and note that since \(f \in I\), then we can write \(f=\sum_{t=0}^{\ell} q_{t} b_{t}\), where \(q_{t} \in \mathbb{F}[X, Y]\) with \(\operatorname{deg}_{Y} q_{t} \leqslant \operatorname{deg}_{Y} f-\operatorname{deg}_{Y} b_{t}\). Since \(\operatorname{deg}_{Y} f<d\), then \(q_{s+1}=\cdots=q_{\ell}=0\). It is not hard to see that we can choose the \(q_{t}\) such that no term of \(q_{t} b_{t}\) is divisible by \(\operatorname{lt}\left(b_{t+1}\right)\) for any \(t<s\) : in each iteration of the multivariate division algorithm, simply use the greatest index \(t \in\{0, \ldots, \ell\}\) for which \(\operatorname{lt}\left(b_{t}\right)\)
divides the leading term in the current remainder. By Corollary 3.20 then \(\operatorname{lc}_{Y}\left(b_{t+1}\right) \mid \operatorname{lc}_{Y}\left(b_{t}\right)\), and so if \(\operatorname{deg}_{Y}\left(q_{t} b_{t}\right) \geqslant \operatorname{deg}_{Y} b_{t+1}\) then \(\operatorname{lt}\left(b_{t+1}\right) \mid \operatorname{lt}\left(q_{t} b_{t}\right)\). Consequently, \(\operatorname{deg}_{Y} q_{t}<\operatorname{deg}_{Y} b_{t+1}-\operatorname{deg}_{Y} b_{t}\), and therefore \(f \in\left\langle b_{0}, \ldots, b_{t}\right\rangle_{\mathbb{F}[X]}\).

For any \(d \in \mathbb{Z}_{>0}\) we define the \(\mathbb{F}[X]\)-module isomorphism
\[
\phi_{d}:\left\{\begin{array}{l}
\mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d} \rightarrow \mathbb{F}[X]^{1 \times d} \\
\sum_{j=0}^{d-1} f_{j}(X) Y^{j} \mapsto\left[f_{0}, \ldots, f_{d-1}\right]
\end{array} .\right.
\]

If \(I\) is a zero-dimensional ideal, then in Lemma 3.21 we have that \(d_{0}=0\), and so \(I_{d}\) has rank \(d\). Any basis \(B\) of \(I_{d}\) can then be represented as the nonsingular matrix \(\boldsymbol{B} \in \mathbb{F}[X]^{m \times m}\) whose rows are of the form \(\phi_{d}(b)\) for \(b \in B\). Furthermore, \(\Delta\left(I_{d}\right):=\operatorname{deg} \operatorname{det}(\boldsymbol{B})\) does not depend on the choice of \(B\), since all bases of \(I_{d}\) have the same determinant up to scalar multiplication.

In Algorithm 11 we show how to efficiently precompute reshapers - we will rely on the language of Popov forms, which can be recalled from Section 1.4 on page 6. The following result constitutes an essential ingredient:

Proposition 3.22. ([NV17]) There is an algorithm which for any \(\boldsymbol{P} \in \mathbb{F}[X]^{d \times d}\) in Popov form and any \(\boldsymbol{v} \in \mathbb{F}[X]^{1 \times d}\) with (entrywise)
\[
\operatorname{cdeg}(\boldsymbol{v})<\operatorname{cdeg}(\boldsymbol{P})+(\Delta(\boldsymbol{P}), \ldots, \Delta(\boldsymbol{P}))
\]
computes \(\boldsymbol{v}\) rem \(\boldsymbol{P}\) using \(\widetilde{\mathcal{O}}\left(d^{\omega-1} \Delta(\boldsymbol{P})\right)\), provided that \(d \in \mathcal{O}(\Delta(\boldsymbol{P}))\).
```

Algorithm 11 ComputeReshaper $(\boldsymbol{b}, \eta, d)$
Input:
- A reduced $<_{\text {lex }}$-Gröbner basis $\boldsymbol{b}=\left(b_{0}, \ldots, b_{\ell}\right) \in \mathbb{F}[X, Y]^{\ell+1}$, ordered by increasing $Y$-degree with $b_{0} \in \mathbb{F}[X]$, for a zero-dimensional ideal $I$,

- positive integers $\eta, d$ with $d<\eta$.
Output:
- A polynomial $g=Y^{\eta}-\check{g} \in I$ with $\operatorname{deg}_{Y} \check{g}<d$ and $\operatorname{deg}_{X} \check{g}$ minimal if it exists, otherwise "Fail".
$R \in \mathbb{F}[X, Y] \leftarrow Y^{\eta}$ rem $\boldsymbol{b}$
if $\operatorname{deg}_{Y} R \geqslant d$ then return "Fail"
$B_{d} \subset \mathbb{F}[X, Y] \leftarrow \mathbb{F}[X]$-basis of $I_{d}=I \cap \mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d}$ as in Lemma 3.21
$\boldsymbol{B} \in \mathbb{F}[X]^{m \times m} \leftarrow$ matrix whose rows are of the form $\phi_{d}(b)$ for $b \in B_{d}$
$\boldsymbol{P} \in \mathbb{F}[X]^{m \times m} \leftarrow$ Popov form of $\boldsymbol{B}$
$\breve{g} \in \mathbb{F}[X, Y] \leftarrow-\phi_{d}^{-1}\left(\phi_{d}(R) \operatorname{rem} \boldsymbol{P}\right)$
return $g=Y^{\eta}-\check{g} \in \mathbb{F}[X, Y]$

```

Theorem 3.23. Algorithm 11 is correct, and assuming that \(\eta \in \mathcal{O}\left(\Delta\left(I_{d}\right)\right)\), it costs \(\widetilde{\mathcal{O}}\left(d^{\omega-1} \Delta\left(I_{d}\right)+\eta \ell \operatorname{deg}_{X} b_{0}\right)\) operations in \(\mathbb{F}\).

Proof. Since \(\boldsymbol{b}\) is a \(<_{\text {lex }}\)-Gröbner basis, then \(\operatorname{deg}_{Y} R \leqslant \operatorname{deg}_{Y} \check{g}<\delta\), provided that the sought \(g\) exists. Consequently, the algorithm does not fail at Step 2 in this case.

For correctness, since \(Y^{\eta}-R \in I\), then any satisfactory reshaper \(Y^{\eta}-\tilde{g} \in I\) fulfills \(\widetilde{g} \in R+I_{d}\). Since \(\boldsymbol{P}\) represents a basis of \(I_{d}\), then \(\check{g}\) from Step 6 belongs to \(R+I_{d}\), and since \(\boldsymbol{P}\) is in Popov form, then \(\check{g}\) has minimal \(X\)-degree in \(R+I_{d}\).

For complexity, note that computational work is done only in Steps 1, 5 and 6. Since \(\boldsymbol{b}\) is reduced, then \(\operatorname{deg}_{X} b_{0}>\cdots>\operatorname{deg}_{X} b_{\ell}\), which implies that the diagonal entries in \(\boldsymbol{B}\) have dominant degrees in their respective columns. Furthermore, \(|\operatorname{cdeg}(\boldsymbol{B})|=\Delta(\boldsymbol{B})=\Delta(\boldsymbol{P})=\Delta\left(I_{d}\right)\). The stated cost follows, since Step 1 costs \(\widetilde{\mathcal{O}}\left(\eta \ell \operatorname{deg}_{X} b_{0}\right)\) due to \([v d H 15]\) (see Proposition 2.24 ), step 5 costs \(\widetilde{\mathcal{O}}\left(d^{\omega-1}|\operatorname{cdeg} \boldsymbol{B}|\right)\) by Proposition 1.8 on page 8 , and Step \(6 \operatorname{costs} \widetilde{\mathcal{O}}\left(d^{\omega-1} \Delta(\boldsymbol{P})\right)\) by Proposition 3.22 because \(\operatorname{deg}_{X} R<\operatorname{deg}_{X} b_{0}<\Delta(\boldsymbol{P})\).

\subsection*{3.6 Precomputing reduced \(<_{\text {lex }}\)-Gröbner basis}

Since Algorithm 11 requires as input the reduced \(<_{\text {lex }}\) - \(\operatorname{Gröbner}\) basis of \(\Gamma(\mathcal{P})\), let us now consider the problem of computing it. Our strategy will be to first compute the Hermite basis of the \(\mathbb{F}[X]\)-submodule \(\Gamma_{d}(\mathcal{P}):=\Gamma(\mathcal{P}) \cap \mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d}\), which by Lemma 3.6 and Lemma 3.21 is free and of rank \(d\). This basis is unique, and its corresponding matrix \(\boldsymbol{H} \in \mathbb{F}[X]^{d \times d}\) is lower triangular with each diagonal entry being monic and strictly dominating the degrees in its column.
Lemma 3.24. If \(\mathcal{P} \subseteq \mathbb{F}^{2}\) and \(d>\nu_{Y}(\mathcal{P})\), then \(\Gamma(\mathcal{P})=\left\langle\Gamma_{d}(\mathcal{P})\right\rangle_{\mathbb{F}[X, Y]}\) and \(\Delta\left(\Gamma_{d}(\mathcal{P})\right)=|\mathcal{P}|\).

Proof. Lemma 3.6 guarantees that all of the elements in the reduced \(<_{\text {lex }}{ }^{-}\) Gröbner basis of \(\Gamma(\mathcal{P})\) have \(Y\)-degree at most \(\nu_{Y}(\mathcal{P})\), which proves the first claim. It follows that \(\mathbb{F}[X, Y] / \Gamma(\mathcal{P})\) and \(\mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d} / \Gamma_{d}(\mathcal{P})\) are isomorphic as \(\mathbb{F}[X]\)-modules. It is a well known property of zero-dimensional varieties that the \(\mathbb{F}\)-dimension of the former-and thus also the latter-equals \(|\mathcal{P}|\), and by [NV17, Lemma 2.3] this dimension is \(\Delta\left(\Gamma_{d}(\mathcal{P})\right)\).

Proposition 3.25. There is an algorithm which for any \(\mathcal{P} \subseteq \mathbb{F}^{2}\) with \(|\mathcal{P}|=n\) computes the reduced \(<_{\text {lex }}\)-Gröbner basis of \(\Gamma(\mathcal{P})\) using \(\widetilde{\mathcal{O}}\left(d^{\omega-1} n\right)\) operations in \(\mathbb{F}\), where \(d=\nu_{Y}(\mathcal{P})+1\).

Proof. The Hermite basis \(\boldsymbol{H} \in \mathbb{F}[X]^{d \times d}\) of \(\Gamma_{d}(\mathcal{P})\) can be computed with cost \(\widetilde{\mathcal{O}}\left(d^{\omega-1} n\right)\) using a special case of [JNSV16, Theorem 1.5], where the shift
\[
s=(0, n, \ldots,(d-1) n) \in \mathbb{Z}^{d}
\]
ensures that the \(\boldsymbol{s}\)-Popov basis \(\boldsymbol{P}\) equals \(\boldsymbol{H}\).
Letting \(\boldsymbol{b}=\left(b_{1}, \ldots, b_{d}\right) \in \mathbb{F}[X, Y]^{d}\) with \(b_{j}=\phi_{d}^{-1}\left(\boldsymbol{H}_{j}\right)\), where \(\boldsymbol{H}_{j} \in \mathbb{F}[X]^{1 \times d}\) denotes the \(j\)-th row of \(\boldsymbol{H}\), note that \(\Gamma(\mathcal{P})=\left\langle b_{1}, \ldots, b_{d}\right\rangle_{\mathbb{F}[X, Y]}\) by Lemma 3.24, and since \(\boldsymbol{H}\) is lower triangular, then \(\boldsymbol{b}\) is a \(<_{\text {lex }}\)-Gröbner basis, albeit not necessarily a minimal one. To achieve minimality, simply exclude all elements \(b\) from \(\boldsymbol{b}\) for which there exists another basis element \(b^{\prime}\) whose leading term divides that of \(b\) [CLO15, Lemma 3, Chapter \(2 \S 7]\). Obtaining this new basis from \(\boldsymbol{H}\) cost no operations in \(\mathbb{F}\), and since \(\boldsymbol{H}\) is in Hermite form, then it is not hard to see that this basis is necessarily reduced.

Corollary 3.26. Given a point set \(\mathcal{P} \subseteq \mathbb{F}^{2}\) with \(|\mathcal{P}|=n\) and a degree sequence \(\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma} \in \mathbb{Z}_{>0}^{\gamma+1}\) with \(\log _{3 / 2}\left(\eta_{0}\right)+1 \leqslant \gamma \in \log (n)\) and \(\nu_{Y}(\mathcal{P})<\eta_{\gamma} \leqslant n\), we can compute an \(\boldsymbol{\eta}\)-reshaping sequence \(\boldsymbol{g}=\left(g_{i}\right)_{i=1}^{\gamma} \in \Gamma(\mathcal{P})^{\gamma}\) with the smallest possible \(X\)-degrees using \(\widetilde{\mathcal{O}}\left(\eta_{0}^{\omega-1} n+\eta_{0} d n\right)\) operations in \(\mathbb{F}\), where \(d=\nu_{Y}(\mathcal{P})+1\). Consequently, we can also determine whether \(\mathcal{P}\) is \(\boldsymbol{\eta}\)-balanced within the same cost.

Proof. Note first that the sought reshaping sequence exists due to Lemma 3.10. Using Proposition 3.25, we can compute a reduced \(<_{\text {lex }}\)-Gröbner basis \(\boldsymbol{b}\) of \(\Gamma(\mathcal{P})\) within the cost \(\widetilde{\mathcal{O}}\left(d^{\omega-1} n\right) \subseteq \widetilde{\mathcal{O}}\left(\eta_{0}^{\omega-1} n\right)\). By Theorem 3.23, computing
\[
g_{i}=\text { ComputeReshaper }\left(\boldsymbol{b}, \eta_{i}, 2 \eta_{i}-\eta_{i-1}+1\right)
\]
\(\operatorname{costs} \widetilde{\mathcal{O}}\left(\eta_{0}^{\omega-1} n+\eta_{0} d n\right)\) for each \(i\) because \(\Delta\left(\Gamma_{d^{\prime}}(\mathcal{P})\right)=n\) for any \(d^{\prime}>\nu_{Y}(\mathcal{P})\) by Lemma 3.24. The total cost follows from the assumption that \(\gamma \in \mathcal{O}(\log n)\).

\subsection*{3.7 Balancedness}

In Section 3.5 we have seen how to compute reshapers of minimal \(X\)-degree. The aim for this section is to show that for a random point set these \(X\)-degrees are with high probability small enough so that our algorithms are able to achieve quasi-linear complexity in the online phase. The following lemma forms the foundation of our probabilistic results:

Lemma 3.27 (DeMillo-Lipton-Schwartz-Zippel [DL78, Sch80, Zip79]). Suppose that \(f \in \mathbb{F}\left[X_{1}, \ldots, X_{d}\right]\) is non-zero of total degree \(d\) and \(S \subseteq \mathbb{F}\). If \(\alpha_{1}, \ldots, \alpha_{d} \in S\)
are chosen independently and uniformly at random, then the probability that \(f\left(\alpha_{1}, \ldots, \alpha_{d}\right)=0\) is at most \(d /|S|\).

For any matrix \(\boldsymbol{A} \in \mathbb{F}\left[Y_{1}, \ldots, Y_{n}\right]^{m \times m^{\prime}}\) and any vector \(\boldsymbol{v}=\left(v_{1}, \ldots, v_{n}\right) \in \mathbb{F}^{n}\) let \(\boldsymbol{A}^{(\boldsymbol{v})} \in \mathbb{F}^{m \times m^{\prime}}\) denote the matrix obtained by substituting each \(Y_{i}\) in \(\boldsymbol{A}\) with \(v_{i}\). Furthermore, we denote by \(\operatorname{rank}(\boldsymbol{A})\) the \(\operatorname{rank}\) of \(\boldsymbol{A}\) when considered over the field of fractions \(\mathbb{F}\left(Y_{1}, \ldots, Y_{n}\right)\).

Lemma 3.28. If \(\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}\) are pairwise distinct, \(s \in \mathbb{Z}_{>0}\) and
\[
\boldsymbol{A}_{s}=\left[\boldsymbol{V}_{s}\left|\boldsymbol{D} \boldsymbol{V}_{s}\right| \ldots \mid \boldsymbol{D}^{d-1} \boldsymbol{V}_{s}\right] \in \mathbb{F}\left[Y_{1}, \ldots, Y_{n}\right]^{n \times d s}
\]
where \(\boldsymbol{V}_{s}=\left[\alpha_{i}^{j-1}\right]_{\substack{1 \leqslant j \leqslant s}}^{\substack{1 \leqslant s}} \mathbb{F}^{n \times s}\) and \(\boldsymbol{D} \in \mathbb{F}\left[Y_{1}, \ldots, Y_{n}\right]^{n \times n}\) is the diagonal matrix with entries \(\left(Y_{1}, \ldots, Y_{n}\right)\), then \(\operatorname{rank}\left(\boldsymbol{A}_{s}\right)=\min \{n, d s\}\).

Proof. Letting \(\boldsymbol{\alpha}=\left(\alpha_{1}, \ldots, \alpha_{n}\right) \in \mathbb{F}^{n}\), note that \(\boldsymbol{A}_{s}^{(\boldsymbol{\alpha})}=\left[\alpha_{i}^{j-1}\right]_{1 \leqslant j \leqslant m s}^{1 \leqslant i \leqslant n} \in \mathbb{F}^{n \times d s}\) is a Vandermonde matrix. Since the \(\alpha_{i}\) are pairwise distinct, then \(\boldsymbol{A}_{s}^{(\boldsymbol{\alpha})}\). Consequently, the same holds for \(\boldsymbol{A}_{s}\).

In the context of Lemma 3.28, note that the columns of \(\boldsymbol{A}_{s}\) naturally correspond to monomials \(X^{i} Y^{j}\) with \(i<s\) and \(j<d\). To be more precise, if \(\mathcal{P}=\left\{\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{n} \subset \mathbb{F}^{2}\) with \(\alpha_{i}\) pairwise distinct, then the \(\mathbb{F}\)-coefficients of any polynomial in \(\Gamma(\mathcal{P})\) form a vector in the right kernel of \(\boldsymbol{A}_{s}^{(\boldsymbol{\beta})} \in \mathbb{F}^{n \times d s}\), where \(\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{F}^{n}\).

In the following lemma we determine the exact row degrees of the Popov basis \(\boldsymbol{P} \in \mathbb{F}[X]^{d \times d}\) of \(\phi_{d}\left(\Gamma_{d}(\mathcal{P})\right) \subset \mathbb{F}[X]^{1 \times d}\) for a random point set \(\mathcal{P}\), where \(\phi_{d}\) : \(\mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d} \rightarrow \mathbb{F}[X]^{1 \times d}\) is the \(\mathbb{F}[X]\)-module isomorphism from Section 3.5 and \(\Gamma_{d}(\mathcal{P})=\Gamma(\mathcal{P}) \cap \mathbb{F}[X, Y]_{\operatorname{deg}_{Y}<d}\) is the \(\mathbb{F}[X]\)-module from Section 3.6.

Lemma 3.29. Let \(\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}\) be pairwise distinct, let \(\mathcal{T} \subseteq \mathbb{F}\) be a finite subset, and let \(\lambda: \mathbb{F}^{n} \rightarrow \mathbb{F}^{n}\) be an affine map. Additionally, let \(\tau_{1}, \ldots, \tau_{n} \in \mathcal{T}\) chosen independently and uniformly at random and let \(\mathcal{P}=\left\{\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{n} \subset \mathbb{F}^{2}\) be such that \(\left(\beta_{1}, \ldots, \beta_{n}\right)=\lambda\left(\tau_{1}, \ldots, \tau_{n}\right)\). If \(d \in \mathbb{Z}_{>0}\) with \(\nu_{Y}(\mathcal{P})<d \leqslant n\) and \(u, r \in \mathbb{Z}_{\geqslant 0}\) with \(r<m\) are such that \(n=u m+r\), then with probability at least \(1-2 n d /|\mathcal{T}|\) the Popov basis \(\boldsymbol{P} \in \mathbb{F}[X]^{d \times d}\) of \(\phi_{d}\left(\Gamma_{d}(\mathcal{P})\right)\) contains exactly \(d-r\) rows of degree \(u\) and rows of degree \(u+1\). In particular, \(\operatorname{deg} \boldsymbol{P} \leqslant u+1\).

Proof. Let \(p_{1}, \ldots, p_{d} \in \mathbb{F}[X, Y]\) be the polynomials given by the rows of \(\boldsymbol{P}\) through \(\phi_{d}^{-1}\). Due to Lemma 3.6, we know that \(\Delta(\boldsymbol{P})=n=\sum_{i=1}^{d} \operatorname{deg}_{X} p_{i}\).

For any \(s \in \mathbb{Z}_{>0}\) let \(\boldsymbol{A}_{s} \in \mathbb{F}\left[Y_{1}, \ldots, Y_{n}\right]^{n \times d s}\) with \(\operatorname{rank}\left(\boldsymbol{A}_{s}\right)=\min \{n, d s\}\) be as in Lemma 3.28, and consider \(\boldsymbol{A}_{s}^{(\boldsymbol{\beta})} \in \mathbb{F}^{n \times d s}\) with \(\boldsymbol{\beta}=\left(\beta_{1}, \ldots, \beta_{n}\right) \in \mathbb{F}^{n}\). Choosing \(s=u\), if \(\operatorname{deg}_{X} p_{i}<u\) for some \(i\), then the \(\mathbb{F}\)-coefficients of \(p_{i}\) form a vector in the right kernel of \(\boldsymbol{A}_{u}^{(\boldsymbol{\beta})}\) (as mentioned above this lemma). Consequently,
\[
\operatorname{rank}\left(\boldsymbol{A}_{u}^{(\boldsymbol{\beta})}\right)<\operatorname{rank}\left(\boldsymbol{A}_{u}\right)=d u \leqslant n
\]
so letting \(M \in \mathbb{F}\left[Y_{1}, \ldots, Y_{n}\right]\) be a non-zero \(d u \times d u\) minor of \(\boldsymbol{A}_{u}\) we get that
\[
M\left(\beta_{1}, \ldots, \beta_{n}\right)=M\left(\lambda\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=0
\]

Since \(M\) has degree at most \(d-1\) in each variable, then the total degree of \(M\) is strictly less than \(n d\), and since \(\lambda\) is affine, then the total degree of \(M\left(\lambda\left(Z_{1}, \ldots, Z_{n}\right)\right) \in \mathbb{F}\left[Z_{1}, \ldots, Z_{n}\right]\) satisfies the same upper bound. Therefore, by Lemma 3.27 , the probability that \(M\left(\lambda\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=0\) is at most \(n d /|\mathcal{T}|\).

Now, assume that all rows of \(\boldsymbol{P}\) have degree at least \(u\). Then for each \(i\) such that \(\operatorname{deg}_{X} p_{i}=u\), the \(\mathbb{F}\)-coefficients of \(p_{i}\) form a vector in the right kernel of \(\boldsymbol{A}_{u+1}^{(\boldsymbol{\beta})} \in\) \(\mathbb{F}^{n \times d(u+1)}\). By Lemma 3.28, then \(\boldsymbol{A}_{u+1}\) has a right kernel over \(\mathbb{F}\left(Y_{1}, \ldots, Y_{n}\right)\) of dimension \(d(u+1)-n=d-r\). Since the rows of \(\boldsymbol{P}\) are linearly independent over \(\mathbb{F}[X]\), and thus also over \(\mathbb{F}\), then at most \(d-r\) rows of \(\boldsymbol{P}\) have degree \(u\) whenever \(\operatorname{rank}\left(\boldsymbol{A}_{u+1}^{(\boldsymbol{\beta})}\right)=\operatorname{rank}\left(\boldsymbol{A}_{u+1}\right)\). Therefore, considering as before a non-zero \(n \times n\) minor \(N \in \mathbb{F}\left[Y_{1}, \ldots, Y_{n}\right]\) of \(\boldsymbol{A}_{u+1}\), we conclude that \(N\) has total degree less than \(n d\), and that the probability that \(N\left(\beta_{1}, \ldots, \beta_{N}\right)=N\left(\lambda\left(\tau_{1}, \ldots, \tau_{n}\right)\right)=0\) is at most \(n d /|\mathcal{T}|\).

Hence, with probability at least \(1-2 n u /|T|, \boldsymbol{P}\) has all rows of degree at least \(u\) and \(j\) rows of degree exactly \(u\) with \(j \leqslant d-t\). It follows that each of the remaining \(d-j\) rows has degree at least \(u+1\), and the sum of these degrees is
\[
n-j u=d u+r-j d=(d-j) u+t \leqslant(d-j)(u+1) .
\]

But then each of them has degree exactly \(u+1\).

When using Algorithm 11 to compute a reshaper \(g=Y^{\eta}-\check{g} \in \Gamma(\mathcal{P})\) with \(\operatorname{deg}_{Y} \breve{g}<d\), we are guaranteed that \(\operatorname{deg}_{X} \breve{g} \leqslant \operatorname{deg}_{X} \boldsymbol{P}\), where \(\boldsymbol{P}\) is the Popov basis of \(\Gamma_{d}(\mathcal{P})\). Lemma 3.29 states that in the generic case we can expect that \(\operatorname{deg} \boldsymbol{P} \leqslant\lfloor n / d\rfloor+1\), which matches the Definition 3.12 if we set \(d=2 \eta_{i}-\eta_{i-1}+1\) in a degree sequence \(\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma} \in \mathbb{Z}_{>0}^{\gamma+1}\).

Corollary 3.30. Let \(\alpha_{1}, \ldots, \alpha_{n} \in \mathbb{F}\) be distinct, \(\mathcal{T} \subseteq \mathbb{F}\) a finite subset, and let \(\lambda: \mathbb{F}^{n} \rightarrow \mathbb{F}^{n}\) be an affine map. For \(\tau_{1}, \ldots, \tau_{n} \in \mathcal{T}\) chosen independently and uniformly at random, let \(\mathcal{P}=\left\{\left(\alpha_{j}, \beta_{j}\right)\right\}_{j=1}^{n} \subset \mathbb{F}^{2}\) be such that \(\left(\beta_{1}, \ldots, \beta_{n}\right)=\) \(\lambda\left(\tau_{1}, \ldots, \tau_{n}\right)\). If \(\boldsymbol{\eta}=\left(\eta_{i}\right)_{i=0}^{\gamma} \in \mathbb{Z}_{>0}^{\gamma+1}\) is a degree sequence with \(\eta_{0} \leqslant n\), then \(\mathcal{P}\) is \(\boldsymbol{\eta}\)-balanced with probability at least \(1-n^{2} \gamma /|\mathcal{T}|\).

Corollary 3.30 directly applies to both MPE and interpolation algorithms on random point sets with unique \(X\)-coordinates. In the case of interpolation, we shear the points so that their \(Y\)-coordinates become pairwise distinct. Although balancedness is not inherited a priori by the sheared point set, the probability of being balanced is preserved, since shearing acts as an affine transformation on the \(Y\)-coordinates. We conclude this chapter by summarizing our probabilistic results:

Corollary 3.31. Let \(d, n \in \mathbb{Z}_{>0}\) with \(d \leqslant n\) and assume that \(\mathbb{F}=\mathbb{F}_{q}\). If \(\mathcal{P}=\left\{\left(\alpha_{i}, \beta_{i}\right)\right\}_{i=1}^{n} \subseteq \mathbb{F}_{q}^{2}\) is chosen uniformly at random among the point sets with cardinality \(n\), then with probability of at least
\[
\left(1-\frac{n^{2}}{q}\right)\left(1-\frac{3 n^{2}\left(\log _{3 / 2}(n)+1\right)}{q}\right)
\]
the following two problems can be solved with cost online \(\widetilde{\mathcal{O}}(n)\) :
1) Given a polynomial \(f \in \mathbb{F}[X, Y]\) with \(\operatorname{deg}_{X} f<n / d\) and \(\operatorname{deg}_{Y} f<d\), compute \(f\left(\alpha_{1}, \beta_{1}\right), \ldots, f\left(\alpha_{n}, \beta_{n}\right) \in \mathbb{F}\).
2) Given interpolation values \(v_{1}, \ldots, v_{n} \in \mathbb{F}\), compute an \(f \in \mathbb{F}[X, Y]\) satisfying \(f\left(\alpha_{j}, \beta_{j}\right)=v_{j}\) for \(j=1, \ldots, n\) as well as \(\operatorname{deg}_{Y} f<d\) and \(\operatorname{deg}_{X} f \leqslant c n\) for some constant \(c\) dependent only on \(n\) and \(d\).

Proof. It is clear that there are \(\binom{q^{2}}{n}\) possible point sets in \(\mathbb{F}_{q}^{2}\) of cardinality \(n\). It is also not hard to see that \(\binom{q}{n} q^{n}\) of them have pairwise distinct \(X\)-coordinates: first choose \(n\)-distinct \(X\)-coordinates and then count the possible \(Y\)-coordinates for each choice. It follows that the probability that a random point set \(\mathcal{P}\) has pairwise distinct \(X\)-coordinates is
\[
\begin{aligned}
\frac{\left(q^{n} \frac{q!}{n!(q-n)!}\right)}{\left(\frac{q^{2}!}{n!\left(q^{2}-n\right)!}\right)} & >\frac{q^{n}}{q^{2 n}} \cdot q(q-1) \cdots(q-(n-1)) \\
& =\prod_{j=0}^{n-1}\left(1-\frac{j}{q}\right)>\left(1-\frac{n}{q}\right)^{n} \geqslant 1-\frac{n^{2}}{q}
\end{aligned}
\]
where the latter follows from Bernoulli's inequality. This explains the first factor in the claimed probability bound. For the last factor, recall from Lemma 3.10 that we can always choose \(\gamma \leqslant \log _{3 / 2}(n)+1\). Therefore, for each of the three balancedness requirements that are jointly posed by 1 ) and 2 ), the probability that \(\mathcal{P}\) is unbalanced is at \(\operatorname{most} \frac{n^{2}\left(\log _{3 / 2}(n)+1\right)}{q}\), as a direct consequence of Corollary 3.30.

\section*{Chapter 4}

\section*{Partial unique decoding}

This chapter is dedicated to decoding of AG codes beyond half the minimum distance. In particular, we will investigate the error-correcting capabilities of power decoding-a technique for partial unique decoding, meaning that we seek the unique closest codeword to the received word, but that we also allow the decoder to declare failure, since unique decoding is not always possible. This contrasts with the setting of list decoding (see Chapter 5), where we are tasked with returning a list containing all of the viable candidate-codewords.

\subsection*{4.1 Related work}

Power decoding was originally proposed in [SSB06] and [SSB10] as a method for decoding RS codes beyond half the minimum distance. Being comparable with Sudan's list decoder [Sud97] in its decoding radius and asymptotic complexity, many of its advantages are to be found in more practical considerations: Power decoding is simpler in that it only requires a solution for a single shiftregister type problem; this is in contrast to Sudan's approach, which has an interpolation step as well as a root-finding step. Moreover, this root-finding step-although asymptotically cheaper than interpolation [NRS17]-still carries with it the cost of taking up significant circuit area in hardware-implementations
[AKS11], and in the more general context of interleaved codes it actually becomes the computational bottleneck [CH13], making power decoding asymptotically faster [PR17].

At the heart of power decoding lies a set of highly non-linear "key equations", whose solution yields a so called error locator. In the case of RS codes, the error locator is a univariate polynomial over the base field, and as the name suggests, it contains information about where the errors are located in the received word. Depending on the particular choice of key equations, the error positions can be encoded either in the coefficients of the error locator, as was originally proposed in [SSB06], or in its roots, as was implied in [Gao03] and detailed in [Nie14]. In this chapter we consider the latter. In our setting of general AG codes, however, the error locator is not necessarily a univariate polynomial. Instead, it is an element in the function field, and it is required to vanish (possibly with multiplicity) at the places that correspond to the error positions. Following in the footsteps of [PR17] and [PRB19], we also replace the notion of "degree", which plays an important role in key equations for RS codes, with pole order at a place that we denote by \(P_{\infty}\). This way of measuring "size" of function field elements was originally proposed in [PSP92].

Although power decoding differs conceptually from Sudan's decoder, the two approaches share a surprising amount of common features. Besides the mutual resemblance in decoding radius and asymptotic complexity, they have also seen a similar historical development. Only about a year after its conception, Sudan's approach gave rise to the celebrated Guruswami-Sudan (GS) decoder [GS98], which by introducing a multiplicity parameter greatly enhanced its predecessor's decoding radius, achieving the so called Johnson radius. Furthermore, this new result was applicable not only to RS codes, but also arbitrary AG codes due to [SW99]. Although the maturation process of power decoding has been more incremental than that of Sudan's decoder, its overall trajectory has been nearly identical: First, the so called improved power decoding was introduced for RS codes in [Ros18], achieving the Johnson radius - curiously also by the means of introducing a multiplicity parameter. This result was soon shown to also be applicable to one-point Hermitian codes [PRB19], and then the original (non-improved) power decoding was generalized to work for arbitrary AG codes [CP20]. The final step of adapting improved power decoding to this general setting was made in [PRS21], which this chapter is based on.

\subsection*{4.2 Contributions}

Having provided some historical context for our contributions to the development of power decoding, let us now discuss their precise scope. In this chapter we:
- formulate improved power decoding in the language of function fields, making it applicable to arbitrary AG codes,
- give an explicit construction of a linear system that can be used to solve the key equations, and
- derive the standard educated guess for the decoding radius and verify it using Monte-Carlo simulations.

It is also worth mentioning that the decoding radius of our method perfectly coincides with that of [Ros18] and [PRB19] for RS codes and one-point Hermitian codes respectively, and that by achieving the Johnson radius in the context of arbitrary AG codes, we finally close the generality gap with the GS decoder. It should be emphasized, however, that power decoding and GS operate under different notions of decoding radius, making a direct comparison tricky: In contrast to GS, where decoding radius is defined as the greatest number of errors for which decoding is guaranteed to succeed, the decoding radius of power decoding is defined-somewhat counterintuitively - as the greatest number of errors that does not trigger a certain condition that is sufficient for decoding failure. This means that it is possible for power decoding to fail even below its decoding radius, however, as evidenced by our simulations, this happens rarely for random errors. We give no theoretic bounds on this failure probability, as they have proven to be difficult to obtain even in the case of RS codes [Ros18], except for a few small choices of decoding parameters [SSB10, Nie14].

Another limitation of our contribution that we ought to be transparent about is that computational complexity is not taken into consideration. Our decoder is formulated (and implemented) in terms of linear algebra, which is undeniably inefficient. That being said, this formulation is particularly well suited for our primary aim: to show that improved power decoding achieves the Johnson radius for AG codes. Although obtaining an efficient algorithm remains an open problem, it is likely within reach: There are good reasons to believe that the linear algebra part that constitutes the computational bottleneck of our decoder can be replaced with more sophisticated techniques such as efficient simultaneous Hermite Padé approximations [RS19], following in the footsteps of [Ros18] and [PBR17] for RS codes and one-point Hermitian codes respectively. Indeed, we will use this extensively in Chapter 5, where efficiency is within the scope.

\subsection*{4.3 Constructing the key equations}

In this section we formally introduce the key equations for the code
\[
\mathcal{C}_{\mathcal{L}}(D, G)=\left\{\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right) \in \mathbb{F}^{n} \mid f \in \mathcal{L}(G)\right\}
\]
where \(P_{1}, \ldots, P_{n}\) are rational places, and \(G\) as well as \(D=P_{1}+\cdots+P_{n}\) are divisors with \(\operatorname{supp} D \cap \operatorname{supp} G=\varnothing\). We begin by defining the terms involved. For every divisor \(A\) we will use the shorthand notation \(Я(A)=Я_{P_{\infty}}(A)\), where \(Я_{P}(A)\) is as in Definition 1.14 on page 13. Similarly, for any function \(a \in Я(A)\), we will write \(\delta_{A}(a)=\delta_{A}^{\left(P_{\infty}\right)}(a)\).

Definition 4.1. If \(\boldsymbol{r}=\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{F}^{n}\) is the received word, and \(R \in Я(G)\) with \(R\left(P_{i}\right)=r_{i}\) for \(i=1, \ldots, n\), then we say that \(R\) is an \(\boldsymbol{r}\)-interpolator.

Lemma 4.2. For any received word \(\boldsymbol{r} \in \mathbb{F}^{n}\), there always exists an \(\boldsymbol{r}\)-interpolator \(R \in Я(G)\) with \(\delta_{G}(R) \leqslant n-\operatorname{deg} G+2 g-1\).

Definition 4.3. Let \(\boldsymbol{c} \in \mathbb{F}^{n}\) and \(\boldsymbol{r}=\boldsymbol{c}+\boldsymbol{e}\) be the sent codeword and the received word respectively, where \(\boldsymbol{e}=\left(e_{1}, \ldots, e_{n}\right) \in \mathbb{F}^{n}\) is some error vector. If \(E=\sum_{i \in \mathcal{E}} P_{i}\), where \(\mathcal{E}=\left\{i \mid e_{i} \neq 0\right\}\) and \(0 \neq \Lambda_{s} \in Я(-s E) \subseteq Я\) for some \(s \in \mathbb{Z}_{>0}\), then we say that \(\Lambda_{s}\) is an error locator with multiplicity \(s\).

In the context of Definition 4.3, note that \(\delta\left(\Lambda_{s}\right)=\delta_{-s E}\left(\Lambda_{s}\right)\) since \(v_{P_{\infty}}(E)=0\).
Lemma 4.4. In the context of Definition 4.3, there exists an error locator \(\Lambda_{s} \in\) Я with multiplicity s satisfying \(\delta\left(\Lambda_{s}\right) \leqslant s|\mathcal{E}|+g\).

Proof. By the Riemann-Roch theorem
\[
\mathfrak{l}\left((s|\mathcal{E}|+g) P_{\infty}-s E\right) \geqslant(s|\mathcal{E}|+g-s|\mathcal{E}|)-g+1=1
\]
which guarantees that
\[
\left\{\Lambda_{s} \in Я(-s E)\left|\delta_{-s E}\left(\Lambda_{s}\right) \leqslant s\right| \mathcal{E} \mid+g\right\}=\mathcal{L}\left((s|\mathcal{E}|+g) P_{\infty}-s E\right) \neq\{0\}
\]

For the remainder of this chapter, fix two parameters \(\rho, \lambda_{s}, \in \mathbb{Z}_{\geqslant 0}\). Letting \(\tau \geqslant|\mathcal{E}|\) be the greatest number of errors that we hope to correct, we will typically set \(\rho=n-\operatorname{deg} G+2 g-1\) and \(\lambda_{s}=s \tau+g\) in accordance with Definition 4.1 and Definition 4.3 respectively, so that we can rely on existence
of an \(\boldsymbol{r}\)-interpolator \(R\) and an error locator \(\Lambda_{s}\) with \(\delta_{G}(R) \leqslant \rho\) and \(\delta\left(\Lambda_{s}\right) \leqslant \lambda_{s}\). For the - now fixed - values of \(\rho\) and \(\lambda_{s}\), we also fix the divisors
\[
\begin{aligned}
V_{t} & =\lambda_{s} P_{\infty}+t G \\
Q_{t} & =\lambda_{s} P_{\infty}+t\left(G+\rho P_{\infty}\right) \text { and } \\
W_{j} & =\lambda_{s} P_{\infty}+j\left(G+\rho P_{\infty}-D\right)
\end{aligned}
\]
for \(t=1, \ldots, \ell\) and \(j=0, \ldots, s-1\). The following purely technical lemma relates these divisors with \(R, \Lambda_{s}\) and the sent message, and it will be instrumental in proving the validity of the key equations.

Lemma 4.5. If \(f \in \mathcal{L}(G)\) is the sent message, \(R \in Я(G)\) is an \(\boldsymbol{r}\)-interpolator with \(\delta_{G}(R) \leqslant \rho\), and \(\Lambda_{s} \in\) Я is an error locator having multiplicity \(s\) and \(\delta\left(\Lambda_{s}\right) \leqslant \lambda_{s}\), then for \(t=1, \ldots, \ell\) and \(j=0, \ldots, s-1\) it holds that
\(\Lambda_{s} f^{t} \in \mathcal{L}\left(V_{t}\right) \quad\) and \(\quad \Lambda_{s}(f-R)^{j} R^{t-j} \in\left\{\begin{array}{ll}\mathcal{L}\left(W_{j}+(t-j)\left(G+\rho P_{\infty}\right)\right) & \text { if } j<s \\ \mathcal{L}\left(Q_{t}-s D\right) & \text { if } j \geqslant s\end{array}\right.\).

Proof. Since \(\delta_{t G}\left(f^{t}\right)=t \delta_{G}(f)=0\), then
\[
\delta_{t G}\left(\Lambda_{s} f^{t}\right)=\delta\left(\Lambda_{s}\right)+\delta_{t G}\left(f^{t}\right) \leqslant \lambda_{s}
\]
which proves the first claim. For the second claim, note that
\[
f-R \in \mathcal{L}\left(G+\rho P_{\infty}-(D-E)\right),
\]
which implies that for \(j<s\)
\[
\begin{aligned}
\Lambda_{s}(f-R)^{j} & \in \mathcal{L}\left(\left(\lambda_{s} P_{\infty}-s E\right)+j\left(G+\rho P_{\infty}-D+E\right)\right) \\
& =\mathcal{L}\left(\lambda_{s} P_{\infty}+j\left(G+\rho P_{\infty}-D\right)-(s-j) E\right) \\
& \subseteq \mathcal{L}\left(W_{j}\right),
\end{aligned}
\]
and that for \(j \geqslant s\)
\[
\begin{align*}
\Lambda_{s}(f-R)^{j} R^{t-j} & \in \mathcal{L}\left(\left(\lambda_{s} P_{\infty}-s E\right)+j\left(G+\rho P_{\infty}-D+E\right)+(t-j)\left(\rho P_{\infty}+G\right)\right) \\
& =\mathcal{L}\left(\lambda_{s} P_{\infty}-s E+t\left(G+\rho P_{\infty}\right)-j(D-E)\right) \\
& \subseteq \mathcal{L}\left(\lambda_{s} P_{\infty}-s E+t\left(G+\rho P_{\infty}\right)-s(D-E)\right)  \tag{*}\\
& =\mathcal{L}\left(\lambda_{s} P_{\infty}+t\left(G+\rho P_{\infty}\right)-s D\right) \\
& =\mathcal{L}\left(Q_{t}-s D\right),
\end{align*}
\]
where (*) is a consequence of \(D-E\) being effective.

Finally, we are ready to introduce the key equations:

Theorem 4.6 (The key equations). If \(f \in \mathcal{L}(G)\) is the sent message, \(R \in\) \(\mathcal{L}\left(\rho P_{\infty}+G\right)\) is an \(r\)-interpolator and \(\Lambda_{s} \in \mathcal{L}\left(\lambda P_{\infty}\right)\) is an error locator with multiplicity \(s\), then for \(t=1, \ldots, \ell\)
\[
\Lambda_{s} f^{t}-\sum_{j=0}^{\min \{t, s-1\}}\binom{t}{j} \Lambda_{s}(f-R)^{j} R^{t-j} \in \begin{cases}\{0\} & \text { if } 1 \leqslant t \leqslant s-1  \tag{4.1}\\ \mathcal{L}\left(Q_{t}-s D\right) & \text { if } s \leqslant t \leqslant \ell\end{cases}
\]

Proof. Observing that
\[
\Lambda_{s} f^{t}=\Lambda_{s}((f-R)+R)^{t}=\sum_{j=0}^{t}\binom{t}{j} \Lambda_{s}(f-R)^{j} R^{t-j}
\]
immediately proves the claim for \(1 \leqslant t \leqslant s-1\). If \(s \leqslant t \leqslant \ell\), then it follows from Lemma 4.5 that
\[
\begin{aligned}
\Lambda_{s} f^{t}-\sum_{j=0}^{\min \{t, s-1\}}\binom{t}{j} \Lambda_{s}(f-R)^{j} R^{t-j} & =\sum_{j=s}^{t}\binom{t}{j} \Lambda_{s}(f-R)^{j} R^{t-j} \\
& \in \mathcal{L}\left(Q_{t}-s D\right)
\end{aligned}
\]

In the context of Theorem 4.6, if we are given the received word \(\boldsymbol{r}\), then we can easily compute an \(\boldsymbol{r}\)-interpolator \(R \in \mathcal{L}\left(\rho P_{\infty}+G\right)\) e.g. by using linear algebra (see Section 4.4). The unknowns in the key equations (4.1) are therefore \(f\) and \(\Lambda_{s}\). If these equations admit a unique solution (up to \(\mathbb{F}\)-scaling of \(\Lambda_{s}\) ), then decoding simply reduces to finding it-however, it is not immediately clear how to accomplish this directly. In Section 4.4, we use the language of function fields to formulate the usual trick of linearization, which will often allow us to successfully deal with this otherwise highly nonlinear problem.

\subsection*{4.4 Solving the key equations}

In this section we explain how the key equations (4.1) can be solved by strategically "forgetting" some of their original algebraic structure in such a way as to make them linear over \(\mathbb{F}\). This trick incurs the price of potentially "polluting" the solution space with new elements that could get in the way of us finding the hopefully unique solution of the original problem, however, previous work on power decoding as well as our simulations (see Section 4.6) indicate that this happens with small probability. Without further ado, we present the linearized problem below.

Problem 4.7. Given an \(\boldsymbol{r}\)-interpolator \(R \in \mathcal{L}\left(\rho P_{\infty}+G\right)\), find \(\phi_{t} \in \mathcal{L}\left(V_{t}\right)\) for \(t=1, \ldots, \ell\) and \(\psi_{j} \in \mathcal{L}\left(W_{j}\right)\) for \(j=0, \ldots, s-1\) (not all zero) such that
\[
\phi_{t}-\sum_{j=0}^{\min \{t, s-1\}}\binom{t}{j} \psi_{j} R^{t-j} \in\left\{\begin{array}{ll}
\{0\} & \text { if } 1 \leqslant t \leqslant s-1  \tag{4.2}\\
\mathcal{L}\left(Q_{t}-s D\right) & \text { if } s \leqslant t \leqslant \ell
\end{array} .\right.
\]

It is not hard to see the resemblance between (4.1) and (4.2) if we "squint our eyes" a little. Indeed, it is a direct consequence of Theorem 4.6 that any solution \(f, \Lambda_{s}\) of (4.1) gives rise to a solution of (4.2) of the form
\[
\begin{equation*}
\phi_{t}=\Lambda_{s} f^{t} \quad \text { and } \quad \psi_{j}=\Lambda_{s}(f-R)^{j} \tag{4.3}
\end{equation*}
\]
for \(t=1, \ldots, \ell\) and \(j=0, \ldots, s-1\). Of course, the converse does not always hold, which means that a solution of the latter might fail to be a solution of the former. Foreshadowing our discussion in Section 4.5, it is exactly this phenomenon that defines the decoding radius of power decoding.

Our decoding strategy thus becomes as follows: Use linear algebra to find an \(\mathbb{F}\)-basis of the solution space of Problem 4.7. If this basis only has one element, then this element is necessarily of the form (4.2) (up to \(\mathbb{F}\)-scaling). The message \(f\) that corresponds to the closest codeword \(\boldsymbol{c}\) of the received word \(\boldsymbol{r}\) can thus be obtained by e.g the division
\[
\begin{equation*}
\frac{\phi_{1}}{\psi_{0}}=\frac{\Lambda_{s} f^{t}}{\Lambda_{s}}=f . \tag{4.4}
\end{equation*}
\]

Having outlined our plan of action, we now proceed to explaining how to translate our AG setting into raw linear algebra over \(\mathbb{F}\). To be more precise, we give an explicit construction of a matrix \(\boldsymbol{U}\) whose right kernel describes the solution space of Problem 4.7. Besides aiding implementation, having a description of this matrix - in particular its dimensions - will allow us to derive the decoding radius of our decoder.

\section*{Constructing the linear system}

We begin by establishing some notation: For any divisor \(A\), let \(\boldsymbol{\beta}_{A} \in \mathcal{L}(A)^{\mathfrak{r}(A)}\) denote a vector whose entries form any \(\mathbb{F}\)-basis of \(\mathcal{L}(A)\) in such a way as to ensure that for any divisor \(B\) it holds that
\[
\mathcal{L}(A)=\mathcal{L}(B) \Longleftrightarrow \boldsymbol{\beta}_{A}=\boldsymbol{\beta}_{B} .
\]

In other words, the map \(A \mapsto \boldsymbol{\beta}_{A}\) should associate to every Riemann-Roch space some "canonical" \(\mathbb{F}\)-basis. Continuing, for any \(h \in \mathcal{L}(A)\) let \(h_{A} \in \mathbb{F}^{\mathfrak{l}(A)}\) denote the unique vector for which \(\boldsymbol{\beta}_{A} \cdot h_{A}=h\), i.e. writing \(\boldsymbol{\beta}_{A}=\left(a_{1}, \ldots, a_{\mathfrak{I}(A))}\right)\) and \(h=\sum_{i=1}^{\mathfrak{l}(A)} c_{i} a_{i}\), where \(c_{i} \in \mathbb{F}\), we get that \(h_{A}=\left(c_{1}, \ldots, c_{\mathfrak{I}(A)}\right)\). Finally, for any \(p \in \mathcal{L}(B-A)\), let \(p_{B, A} \in \mathbb{F}^{\mathfrak{l}(B) \times \mathfrak{l}(A)}\) denote the matrix whose \(i\)-th column is given by the vector \(\left(p a_{i}\right)_{B}\). The following simple lemma will be useful for proving the correctness of our linear system, as it allows us to express products of function field elements using linear algebra:

Lemma 4.8. If \(A\) and \(B\) are divisors, then for any \(h \in \mathcal{L}(A)\) and \(p \in \mathcal{L}(B-A)\)
\[
\boldsymbol{\beta}_{B} p_{B, A} h_{A}=p h \in \mathcal{L}(B) .
\]

Proof. Writing \(\boldsymbol{\beta}_{A}=\left(a_{1}, \ldots, a_{\mathfrak{l}(A)}\right)\) and noting that \(p a_{i} \in \mathcal{L}(B)\) for \(i=1, \ldots, \mathfrak{l}(A)\), it becomes clear that
\[
\boldsymbol{\beta}_{B} p_{B, A}=\boldsymbol{\beta}_{B}\left[\left(p a_{i}\right)_{B}\right]_{i=1}^{\mathfrak{I}(A)}=p\left[\boldsymbol{\beta}_{B} \cdot\left(a_{i}\right)_{B}\right]_{i=1}^{\mathfrak{l}(A)}=p\left[a_{i}\right]_{i=1}^{\mathfrak{I}(A)}=p \boldsymbol{\beta}_{A},
\]
where the \(\left(p a_{i}\right)_{B}\) are treated as column vectors. The conclusion follows, since
\[
\boldsymbol{\beta}_{B} p_{B, A} h_{A}=p \boldsymbol{\beta}_{A} \cdot h_{A}=p h
\]

As Problem 4.7 requires us to have an \(\boldsymbol{r}\)-interpolator \(R \in \mathcal{L}(H)\), where \(\boldsymbol{r} \in \mathbb{F}^{n}\) is the received word and \(H=\rho P_{\infty}+G\), let us briefly mention that it can be obtained as \(R=\boldsymbol{\beta}_{H} \cdot \boldsymbol{v}\), where \(\boldsymbol{v} \in \mathbb{F}^{\mathfrak{l}(H)}\) is any solution to the linear system \(\boldsymbol{M} \boldsymbol{v}=\boldsymbol{r}\) with \(\boldsymbol{M} \in \mathbb{F}^{n \times \mathfrak{l}(H)}\) being the matrix whose \(i\)-th column is \(\left[b_{i}\left(P_{1}\right) \cdots b_{i}\left(P_{n}\right)\right]^{\top}\) and \(\boldsymbol{\beta}_{H}=\left(b_{1}, \ldots, b_{\mathfrak{l}(H)}\right)\).

The following lemma and its subsequent Corollary 4.10 give an explicit construction of the aforementioned matrix \(\boldsymbol{U}\) whose right kernel fully describes the solution space of Problem 4.7.
Lemma 4.9. Let \(\phi_{r} \in \mathcal{L}\left(V_{r}\right)\) and \(\psi_{j} \in \mathcal{L}\left(W_{j}\right)\) for \(r=1, \ldots, \ell\) and \(j=0, \ldots, s-1\) be functions, and define the vector
\[
\boldsymbol{u}=\left(\left(\phi_{1}\right)_{V_{1}}|\ldots|\left(\phi_{\ell}\right)_{V_{\ell}}\left|\left(\psi_{0}\right)_{W_{0}}\right| \ldots \mid\left(\psi_{s-1}\right)_{W_{s-1}}\right) \in \mathbb{F}^{\nu}
\]
where \(\nu=\sum_{r=1}^{\ell} \mathfrak{l}\left(V_{r}\right)+\sum_{j=0}^{s-1} \mathfrak{l}\left(W_{j}\right)\). Furthermore, for \(t=1, \ldots, \ell\) let
\[
\boldsymbol{U}_{t}=\left[\boldsymbol{V}_{t, 1}|\cdots| \boldsymbol{V}_{t, \ell}\left|\boldsymbol{W}_{t, 0}\right| \cdots \mid \boldsymbol{W}_{t, s-1}\right] \in \mathbb{F}^{\mathfrak{l}\left(Q_{t}\right) \times \nu}
\]
be the matrix where
\(\boldsymbol{V}_{t, r}=\left\{\begin{array}{ll}1_{Q_{t}, V_{r}} & \text { if } t=r \\ 0_{Q_{t}, V_{r}} & \text { if } t \neq r\end{array} \quad\right.\) and \(\quad \boldsymbol{W}_{t, j}=\left\{\begin{array}{ll}-\binom{t}{j}\left(R^{t-j}\right)_{Q_{t}, W_{j}} & \text { if } 1 \leqslant t \leqslant s-1 \\ 0_{Q_{t}, W_{j}} & \text { if } j>t\end{array}\right.\).

Then the \(\phi_{r}\) and \(\psi_{j}\) constitute a solution to Problem 4.7 if and only if
\[
\boldsymbol{\beta}_{Q_{t}} \boldsymbol{U}_{t} \boldsymbol{u} \in\left\{\begin{array}{ll}
\{0\} & \text { if } 1 \leqslant t \leqslant s-1 \\
\mathcal{L}\left(Q_{t}-s D\right) & \text { if } s \leqslant t \leqslant \ell
\end{array} .\right.
\]

Proof. The claim follows immediately from the identity
\[
\begin{aligned}
\boldsymbol{\beta}_{Q_{t}} \boldsymbol{U}_{t} \boldsymbol{u} & =\boldsymbol{\beta}_{Q_{t}} \sum_{r=1}^{\ell} \boldsymbol{V}_{t, r}\left(\phi_{t}\right)_{V_{t}}+\boldsymbol{\beta}_{Q_{t}} \sum_{j=0}^{s-1} \boldsymbol{W}_{t, j}\left(\psi_{j}\right)_{W_{j}} \\
& =\boldsymbol{\beta}_{Q_{t}} 1_{Q_{t}, V_{t}}\left(\phi_{t}\right)_{V_{t}}-\boldsymbol{\beta}_{Q_{t}} \sum_{j=0}^{\min \{t, s-1\}}\binom{t}{j}\left(R^{t-j}\right)_{Q_{t}, W_{j}}\left(\psi_{j}\right)_{W_{j}} \\
& =\phi_{t}-\sum_{j=0}^{\min \{t, s-1\}}\binom{t}{j} \psi_{t} R^{t-j},
\end{aligned}
\]
where the last equality is due to Lemma 4.8.
Corollary 4.10. In the context of Lemma 4.9, if
\[
\boldsymbol{U}=\left[\begin{array}{c}
\frac{\boldsymbol{K}_{1} \boldsymbol{U}_{1}}{\vdots} \\
\frac{\boldsymbol{K}_{\ell} \boldsymbol{U}_{\ell}}{}
\end{array}\right]
\]
is the matrix where
\[
\boldsymbol{K}_{t}=\left\{\begin{array}{ll}
1_{Q_{t}, Q_{t}} & \text { if } 1 \leqslant t \leqslant s-1 \\
\text { left kernel matrix of } 1_{Q_{t}, Q_{t}-s D} & \text { if } s \leqslant t \leqslant \ell
\end{array},\right.
\]
then the \(\phi_{r}\) and \(\psi_{j}\) constitute a solution to Problem 4.7 if and only if \(\boldsymbol{U} \boldsymbol{u}=\mathbf{0}\).

Proof. Due to Lemma 4.9, it suffices to show that for \(s \leqslant t \leqslant \ell\)
\[
\boldsymbol{\beta}_{Q_{t}} \boldsymbol{U}_{t} \boldsymbol{u} \in \mathcal{L}\left(Q_{t}-s D\right) \Longleftrightarrow \boldsymbol{K}_{t} \boldsymbol{U}_{t} \boldsymbol{u}=\mathbf{0} .
\]

But this follows immediately from the observation that
\[
\boldsymbol{\beta}_{Q_{t}} \boldsymbol{U}_{t} \boldsymbol{u} \in \mathcal{L}\left(Q_{t}-s D\right) \Longleftrightarrow \boldsymbol{U}_{t} \boldsymbol{u}=1_{Q_{t}, Q_{t}-s D}\left(\boldsymbol{\beta}_{Q_{t}} \boldsymbol{U}_{t} \boldsymbol{u}\right)_{Q_{t}-s D} .
\]

For clarity, we the present the outlined decoder in Algorithm 12.
```

Algorithm 12 LinearAlgebraDecoder $(\boldsymbol{r}, \ell, s, D, G)$
Input:
- The received word $\boldsymbol{r} \in \mathbb{F}^{n}$,
- decoding parameters $\ell, s \in \mathbb{Z}_{>0}$ with $s \leqslant \ell$,
- divisors $D$ and $G$ for the code $\mathcal{C}_{\mathcal{L}}(D, G)$.

```

\section*{Output:}
```

- "Fail" or $f \in \mathcal{L}(G)$ such that $\boldsymbol{c}=\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right) \in \mathcal{C}_{\mathcal{L}}(D, G)$ is the closest codeword to $\boldsymbol{r}$ (in Hamming distance).
$\rho \leftarrow n-\operatorname{deg} G+2 g-1$
for $\lambda_{s}=0, \ldots, s n+g$ do
$\boldsymbol{U} \in \mathbb{F}^{\epsilon \times \nu} \leftarrow$ the matrix from Corollary 4.10
$\boldsymbol{V} \in \mathbb{F}^{\nu \times \kappa} \leftarrow$ the right kernel matrix of $\boldsymbol{U}$
if $\kappa=1$ then
$\boldsymbol{u}=\left(\left(\phi_{1}\right)_{V_{1}}|\ldots|\left(\phi_{\ell}\right)_{V_{\ell}}\left|\left(\psi_{0}\right)_{W_{0}}\right| \ldots \mid\left(\psi_{s-1}\right)_{W_{s-1}}\right) \in \mathbb{F}^{\nu} \leftarrow$ the unique column of $\boldsymbol{V}$
$f \leftarrow \frac{\phi_{1}}{\psi_{0}}$ if $f \in \mathcal{L}(G)$ then return $f$ else return "Fail"
else if $\kappa \geqslant 2$ then return "Fail"

```

Remark 4.11. A computationally minded reader will notice that the for-loop in line 2 of Algorithm 12 introduces a seemingly unnecessary factor of \(s|\mathcal{E}|+g\) into the complexity. We comment on this despite our repeated disclaimer that efficiency falls outside this chapter's scope. The ultimate purpose of the loop is to solve the key equations (4.1) for an error locator \(\Lambda_{s}\) with minimal \(\delta\left(\Lambda_{s}\right)\). Not considering more sophisticated techniques than linear algebra, we can easily replace the aforementioned factor \(s|\mathcal{E}|+g\) with \(\log (s n+g)\) simply by swapping the for-loop with a binary search. Moreover, we can even get rid of this factor altogether by fixing \(\lambda_{s}=s \tau+g\), where \(\tau \geqslant|\mathcal{E}|\) bounds the number of errors (see Lemma 4.4). At first sight, doing this potentially breaks solution-uniqueness of (4.1), since it allows for multiple linearly independent error locators to exist when \(|\mathcal{E}|<\tau\). In practice, however, this is not a problem as long as \(\tau\) does not exceed the decoding radius, since the corresponding messages for all of these error locators will be identical-at least with high probability; our simulations rely on this in order to improve performance. The reason for why we stick with the for-loop in Algorithm 12, however, is that this formulation makes it easier to reason about the decoding radius.
Remark 4.12. When it comes to solving the linearized key equations (4.2)
efficiently, then it is likely possible to take advantage of simultaneous HermitePadé approximations; see Theorem 5.25 on page 102.

Now that we have translated Problem 4.7 into raw linear algebra, we are ready to turn our attention to the subtle topic of decoding radius.

\subsection*{4.5 Decoding radius}

This section is dedicated to a theoretical investigation of the error-correction capabilities of our decoder. As we will see, however, theory will only get us so far, as it is not even clear how to define decoding radius when we are attempting unique decoding beyond half the minimum distance. Indeed, this is an oxymoron, which is why we are forced to settle with partial unique decoding, allowing declaration of failure in cases where unique decoding is impossible. But doing this implies that the intuitive notion of decoding radius, i.e. the greatest number of errors for which the decoder is guaranteed to succeed, is necessarily bounded by half the minimum distance, and this fails to capture some of the practically interesting features of actual decoding performance. Indeed, all experiments indicate that for random errors, decoding beyond half the minimum distance succeeds with very high probability - up to a certain limit, of course. Above this limit, the apparent probability of success does not slowly taper off, but instead, it abruptly drops to zero (or almost zero, depending on the formulation of the decoder). From a practical perspective, therefore, it would have made a lot of sense to define the decoding radius by this very drop, but unfortunately, the underlying probability distribution remains too poorly understood for that. \({ }^{1}\)

At this point, it might seem that the only way to estimate the decoding performance of power decoding is by means of numerical simulation, however, this is not true in practice. An educated guess - one that is yet to be experimentally refuted - can be obtained from a fairly straightforward investigation of the following sufficient condition for decoding failure:
\[
\begin{equation*}
\nu>\epsilon+1, \tag{4.5}
\end{equation*}
\]
where \(\nu\) is the number of variables in the underlying linear system and \(\epsilon\) is the number of equations. Indeed, when (4.5) is satisfied, then the system is guaranteed to have at least two linearly independent solutions, and this prompts the decoder to declare failure. It ought to be emphasized, however, that the decoding radius - being nothing but an educated guess derived from (4.5) - provides no theoretical guarantees for decoding success whatsoever; and yet, due to its

\footnotetext{
\({ }^{1}\) except for partial results in the case of RS codes [SSB10, Nie14]
}
repeated experimental success [SSB06, SSB10, Ros18, PBR17, PRB19, PRS21], it has undeniable practical significance. Having hopefully shed some light on the subtle nature of decoding radius, let us without further ado proceed to an investigation of (4.5) from a technical point of view.

Throughout this section, we will treat the matrix \(\boldsymbol{U}\) from Corollary 4.10 - the one that defines our linear system - as fixed, and we will denote its row and column dimensions by \(\epsilon\) and \(\nu\) respectively, so that \(\boldsymbol{U} \in \mathbb{F}^{\epsilon \times \nu}\). In the following lemma, we obtain estimates on \(\epsilon\) and \(\nu\) by considering the dimensions of the RiemannRoch spaces involved in Problem 4.7. For ease of notation, we introduce the shorthand \(\gamma=\operatorname{deg} G\).

Lemma 4.13. It holds that
\[
\nu \geqslant(\ell+s)\left(\lambda_{s}-g+1\right)+\frac{\ell(\ell+1)}{2} \gamma+\frac{s(s-1)}{2}(\gamma+\rho-n) .
\]

Furthermore, if \(\gamma \geqslant 2 g-2\), then
\[
\epsilon \leqslant(s-1)\left(\lambda_{s}-g+1\right)+\frac{s(s-1)}{2}(\gamma+\rho)+(\ell-s+1) s n .
\]

Proof. Recall from Section 4.3 the divisors
\[
\begin{aligned}
V_{t} & =\lambda_{s} P_{\infty}+t G, \\
Q_{t} & =\lambda_{s} P_{\infty}+t\left(G+\rho P_{\infty}\right) \text { and } \\
W_{j} & =\lambda_{s} P_{\infty}+j\left(G+\rho P_{\infty}-D\right)
\end{aligned}
\]
for \(t=1, \ldots, \ell\) and \(j=0, \ldots, s-1\), and note that by the Riemann-Roch theorem
\[
\begin{aligned}
\mathfrak{l}\left(V_{t}\right) & \geqslant \lambda_{s}+t-g+1, \\
\mathfrak{l}\left(W_{j}\right) & \geqslant \lambda+j(\gamma+\rho-n)-g+1 \quad \text { and } \\
\mathfrak{l}\left(Q_{t}-s D\right) & \geqslant \lambda+t(\gamma+\rho)-s n-g+1 .
\end{aligned}
\]

Note also that if \(\gamma \geqslant 2 g-2\), then by [Sti09, Theorem 1.5.17] we have that
\[
\mathfrak{l}\left(Q_{t}\right)=\lambda_{s}+t(\gamma+\rho)-g+1
\]

It follows that
\[
\begin{aligned}
\nu & =\sum_{t=1}^{\ell} \mathfrak{l}\left(V_{t}\right)+\sum_{j=0}^{s-1} \mathfrak{l}\left(W_{j}\right) \\
& \geqslant \sum_{t=1}^{\ell}(\lambda+t \gamma-g+1)+\sum_{j=0}^{s-1}\left(\lambda_{s}+j(\gamma+\rho-n)-g+1\right) \\
& =\ell\left(\lambda_{s}-g+1\right)+\frac{\ell(\ell+1)}{2} \gamma+s\left(\lambda_{s}-g+1\right)+\frac{(s-1) s}{2}(\gamma+\rho-n) .
\end{aligned}
\]

Furthermore, the rank-nullity theorem implies that the matrix \(\boldsymbol{K}_{t}\) from Corollary 4.10 has exactly \(\mathfrak{l}\left(Q_{t}\right)-\mathfrak{l}\left(Q_{t}-s D\right)\) rows, from which it follows that
\[
\begin{aligned}
\epsilon & =\sum_{t=1}^{s-1} \mathfrak{l}\left(Q_{t}\right)+\sum_{t=s}^{\ell}\left(\mathfrak{l}\left(Q_{t}\right)-\mathfrak{l}\left(Q_{t}-s D\right)\right) \\
& \leqslant \sum_{t=1}^{s-1}\left(\lambda_{s}+t(\gamma+\rho)-g+1\right)+\sum_{t=s}^{\ell} s n \\
& =(s-1)\left(\lambda_{s}-g+1\right)+\frac{(s-1) s}{2}(\gamma+\rho)+(\ell-s+1) s n .
\end{aligned}
\]

It is now straightforward to obtain a sufficient condition for decoding failure:
Lemma 4.14. If \(\lambda_{s}>\frac{2 \ell+1-s}{2(\ell+1)}\) sn \(-\frac{\ell}{2} \gamma-\frac{\ell}{\ell+1}+g\), then \(\nu>\epsilon+1\).

Proof. Lemma 4.13 implies that \(\nu>\epsilon+1\) is necessitated by
\[
\begin{aligned}
& (\ell+s)\left(\lambda_{s}-g+1\right)+\frac{\ell(\ell+1)}{2} \gamma+\frac{s(s-1)}{2}(\gamma+\rho-n) \\
> & (s-1)\left(\lambda_{s}-g+1\right)+\frac{s(s-1)}{2}(\gamma+\rho)+(\ell-s+1) s n+1
\end{aligned}
\]
which is equivalent to
\[
\begin{aligned}
(\ell+1)\left(\lambda_{s}-g+1\right) & >(\ell-s+1) s n+\frac{s(s-1)}{2} n-\frac{\ell(\ell+1)}{2} \gamma+1, \\
(\ell+1)\left(\lambda_{s}-g+1\right) & >\frac{2 \ell+1-s}{2} s n-\frac{\ell(\ell+1)}{2} \gamma+1 \\
\lambda_{s} & >\frac{2 \ell+1-s}{2(\ell+1)} s n-\frac{\ell}{2} \gamma-\frac{\ell}{\ell+1}+g .
\end{aligned}
\]

Prompted by Lemma 4.14, we now take a "leap of faith" in defining the decoding radius as
\[
\begin{equation*}
\tau_{\max }(\ell, s)=\left\lfloor\frac{2 \ell+1-s}{2(\ell+1)} n-\frac{\ell}{2 s} \gamma-\frac{\ell}{s(\ell+1)}\right\rfloor, \tag{4.6}
\end{equation*}
\]
with the underlying reasoning being as follows: According to Lemma 4.4, in order for us to be able to correct up to \(\tau\) errors, we should set \(\lambda_{s} \geqslant s \tau+g\); otherwise, it could happen that no error locator \(\Lambda_{s} \in \mathcal{L}\left(\lambda_{s} P_{\infty}\right)\) exists, which would result in the key equations (4.1) having no appropriate solutions. Our particular choice of \(\tau_{\max }\) is, therefore, the greatest number of errors for which:
1) the key equations necessarily have at least one solution, while
2) the sufficient condition for decoding failure from Lemma 4.14 is not met.

Although the conditions above are necessary for successful decoding, they are not a priori sufficient. Notwithstanding, as we will see in Section 4.6, the decoding radius from (4.6) is in perfect agreement with our simulation results. Moreover, it coincides with that of [Ros18] and [PRB19] for RS codes and onepoint Hermitian codes respectively. We conclude this section with a result that shows how to choose the decoding parameters \(\ell\) and \(s\) in order to reach the Johnson radius (asymptotically).

Theorem 4.15 (Theorem 5, [PRB19]). If \(\left(\ell_{i}, s_{i}\right)_{i \in \mathbb{Z}>0}\) is the sequence where \(\ell_{i}=i\) and \(s_{i}=\left\lfloor\sqrt{\frac{\gamma}{n}} i\right\rfloor+1\), then \(\tau_{\max }\left(\ell_{i}, s_{i}\right)=n\left(1-\sqrt{\frac{\gamma}{n}}-\mathcal{O}\left(\frac{1}{i}\right)\right)\) as \(i \rightarrow \infty\).

Proof. Simply observe that
\[
\begin{aligned}
\frac{\tau_{\max }\left(\ell_{i}, s_{i}\right)+1}{n} & >\frac{2 \ell_{i}+1-s_{i}}{2\left(i_{i}+1\right)}-\frac{\ell_{i}}{2 s_{i}} \frac{\gamma}{n}-\frac{\ell_{i}}{s_{i}\left(\ell_{i}+1\right)} \\
& =\frac{2\left(\ell_{i}+1\right)-\left(s_{i}+1\right)}{2\left(\ell_{i}+1\right)}-\frac{\ell_{i}}{2 s_{i}} \frac{\gamma}{n}-\frac{\ell_{i}}{s_{i} n\left(\ell_{i}+1\right)} \\
& >1-\underbrace{\frac{\left(s_{i}+1\right)}{2\left(\ell_{i}+1\right)}}_{\mathcal{O}\left(\frac{1}{i}\right)}-\underbrace{\frac{\ell_{i}}{2 s_{i}} \frac{\gamma}{n}}_{<\sqrt{\frac{\gamma}{n}}}-\underbrace{\frac{\ell_{i}}{s_{i n} n\left(\ell_{i}+1\right)}}_{\mathcal{O}\left(\frac{1}{i}\right)} .
\end{aligned}
\]
where we have assumed that \(\gamma<n\).

\subsection*{4.6 Simulation results}

In this section we present results of Monte-Carlo simulations that were conducted in order to verify the decoding radius as hypothesized in (4.6). The exact nature of each iteration in these simulations was as follows:

1 fix parameters \(\ell, s, \tau \in \mathbb{Z}_{>0}\), and set \(\rho=n-\operatorname{deg} G+2 g-1\) and \(\lambda_{s}=s \tau+g\);
2 pick a random message \(f \in \mathcal{L}(G)\) and compute its corresponding codeword \(\boldsymbol{c}=\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right) \in \mathbb{F}^{n} ;\)

3 generate a random error \(\boldsymbol{e} \in \mathbb{F}^{n}\) of Hamming weight exactly \(\tau\) and compute the received word \(\boldsymbol{r}=\boldsymbol{c}+\boldsymbol{e}\);

4 construct the matrix \(\boldsymbol{U} \in \mathbb{F}^{\epsilon \times \nu}\) from Corollary 4.10 and compute its right kernel matrix \(\boldsymbol{V} \in \mathbb{F}^{\nu \times \kappa}\);

5 recover the candidate message \(\hat{f}\) from the first column of \(\boldsymbol{V}\) using (4.4);
6 if \(\widehat{f}=f\) declare success; otherwise, declare failure.
Remark 4.16. The observant reader might complain that the failure criterion in the simulations described above differs from what was used in the derivation of decoding radius - indeed, we have previously stated that decoding failure is to be declared when the right kernel of \(\boldsymbol{U}\) fails to have dimension one. This discrepancy is justified in Remark 4.11.

In our simulations we considered a few one-point and two-point codes over three well-known function fields:
- the Hermitian function field, which is defined over \(\mathbb{F}_{q^{2}}\) by the equation \(H_{q}: y^{q}+y=x^{q+1}\), has genus \(g=\frac{1}{2} q(q-1)\) and \(q^{3}+1\) rational places;
- the Suzuki function field, which is defined over \(\mathbb{F}_{q^{4}}\) by the equation \(S_{q}: y^{q}+y=x^{q_{0}}\left(x^{2}+x\right)\), where \(q=2 q_{0}^{2}>2\), has genus \(g=q_{0}(q-1)\) and \(q^{2}+1\) rational places; and
- the function field from [GS96, Lemma 3.2], which is defined over \(\mathbb{F}_{q^{2}}\) by the equation \(T_{q}: y^{q}+y=\frac{x^{q}}{x^{q-1}+1}\), has genus \(g=(q-1)^{2}\) and \(q^{3}-q^{2}+2 q\) rational places.

The simulation results are presented in Table 4.1.

Table 4.1: Simulation results
\begin{tabular}{cccccccccll}
\hline Curve & \(|\mathbb{F}|\) & \(\gamma\) & \(n\) & \(k\) & \(d^{*}\) & \(\ell\) & \(s\) & \(\tau\) & OFR & \(N \geqslant\) \\
& & & & & & & & & & \\
\hline & & & & & & & & & & \\
\(H_{4}\) & \(4^{2}\) & 15 & 64 & 10 & 49 & 4 & 2 & \(29^{+}\) & 0.00 & \(10^{2}\) \\
& & & & & & & & 30 & 1.00 & \(10^{2}\) \\
\(H_{4}\) & \(4^{2}\) & \(10+5\) & 63 & 10 & 48 & 4 & 2 & \(28^{+}\) & 0.00 & \(10^{2}\) \\
& & & & & & & & 29 & 1.00 & \(10^{2}\) \\
\(H_{5}\) & \(5^{2}\) & 55 & 125 & 46 & 70 & 5 & 2 & \(36^{+}\) & 0.00 & \(10^{2}\) \\
& & & & & & & & 37 & 1.00 & \(10^{2}\) \\
\(H_{5}\) & \(5^{2}\) & \(30+25\) & 124 & 46 & 69 & 3 & 2 & \(35^{+}\) & 0.00 & \(10^{2}\) \\
& & & & & & & & 36 & 0.94 & \(10^{2}\) \\
\(S_{1}\) & \(2^{4}\) & 12 & 24 & 12 & 12 & 2 & 2 & \(5^{+}\) & 0.00 & \(10^{4}\) \\
& & & & & & & & 6 & \(>0.99\) & \(10^{4}\) \\
\(S_{1}\) & \(2^{4}\) & \(6+6\) & 23 & 12 & 11 & 2 & 2 & \(5^{+}\) & 0.00 & \(10^{4}\) \\
& & & & & & & & 6 & 1.00 & \(10^{4}\) \\
\(S_{1}\) & \(2^{4}\) & 4 & 24 & 4 & 20 & 6 & 2 & \(12^{+}\) & \(<6.98 \cdot 10^{-4}\) & \(10^{3}\) \\
& & & & & & & & 13 & 1.00 & \(10^{3}\) \\
\(S_{1}\) & \(2^{4}\) & \(2+2\) & 23 & 4 & 19 & 6 & 2 & \(11^{+}\) & 0.00 & \(10^{3}\) \\
& & & & & & & & 12 & \(>0.99\) & \(10^{3}\) \\
\(T_{4}\) & \(4^{2}\) & 15 & 55 & 7 & 40 & 4 & 2 & \(23^{+}\) & \(<1.74 \cdot 10^{-3}\) & \(10^{3}\) \\
& & & & & & & & 24 & 1.00 & \(10^{3}\) \\
\hline
\end{tabular}

Code parameters \(\gamma, n, k, d^{*} . \gamma=a+b\) means that \(G=a P+b P^{\prime}\) for some rational places \(P\) and \(P^{\prime}\). Decoder parameters \(\ell, s\). Number of errors \(\tau,{ }^{+}\)means that \(\tau=\tau_{\max }\). Observed failure rate OFR. Each simulation was repeated at least \(N\) times.

\section*{Chapter 5}

\section*{List decoding}

In this chapter we present an efficient algorithm for list decoding of AG codes. Similarly to partial unique decoding (see Chapter 4), list decoding aims to correct errors beyond half the minimum distance; however, as the name suggests, instead of declaring failure when unique decoding is impossible, we are tasked with returning a list containing all viable candidate-codewords. Following the style of the Guruswami-Sudan decoder [GS98], we solve this problem for all AG codes, and by utilizing contemporary algorithms for univariate polynomial matrices, as well as for univariate polynomials with power series coefficients, we achieve the best known complexity in this fully general setting.

\subsection*{5.1 Related work}

The first non-trivial list decoder for RS codes was introduced by Sudan in [Sud97] and has since been interpreted as an extension of Welch and Berlekamp's key equations [WB86] - viewing them as an interpolation problem with certain degree constraints. Shokrollahi and Wasserman [SW99] generalized Sudan's technique to work for all AG codes, setting up the stage for the celebrated Guruswami-Sudan decoder [GS98], which achieved a greater decoding radius in the same general setting by introducing a multiplicity parameter. A dominant
paradigm in list decoding of AG codes was thus firmly established, revolving around an interpolation step as well as a root-finding step; and much future research would focus on making these two steps computationally efficient. In the next two paragraphs, about interpolation and root-finding respectively, we outline the "shortest path" from the emergence of this research to the present moment, omitting but some of the most essential works upon which the contributions in this chapter are based. For a more comprehensive historical overview of Guruswami-Sudan list-decoding, the reader is referred to [LO08, BB10]-and especially [Nie13].

Several authors, including [NH00, OF02, McE03, Ale05, FG05], formulated the interpolation step as a problem of finding a minimal polynomial, with respect to a weighted monomial order, in a certain vanishing ideal. Prompted by this, Lee and O'Sullivan developed a technique for obtaining such a polynomial from a Gröbner basis (of \(\mathbb{F}[x]\)-modules), that was itself computed starting from a particular generating set - first for RS codes [LO08], and then for one-point Hermitian codes [LO09]. The complexity of this strategy was further improved by Beelen and Brander in [BB10] by utilizing Alekhnovich's algorithm for row reduction of polynomial matrices [Ale05]. Furthermore, their decoder was applicable to the wider family of one-point codes over \(C_{a, b}\) curves (see Chapter 2), making it more general. Specializing back to one-point Hermitian codes, Rosenkilde and Beelen [NB15] sped up this approach even more by delegating the row-reduction phase to the algorithm by Giorgi, Jeannerod and Villard [GJV03], which is more efficient than the one by Alekhnovich. Doing this required additional improvements to keep up with the new target complexity, including efficient computation of the initial \(\mathbb{F}[x]\)-basis, as well as a way of handling fractional weights. The result was the first list-decoder of one-point Hermitian codes having sub-quadratic complexity in the code length. The goal of this chapter is to generalize the tools from [NB15] to be applicable to all AG codes, which we accomplish by relying on the conceptual framework from [LBAO14]. Before shifting our attention to the root-finding step, we ought to mention the multivariate interpolation algorithm by Chowdhury, Jeannerod, Neiger, Schost and Villard [CJN+ \({ }^{+}\)15]-it was the first to enable the currently best complexity in the special case of RS codes.

Some of the earliest root-finding algorithms for Guruswami-Sudan list-decoding include Roth and Ruckenstein's [RR00] as well as Gao and Shokrollahi's [GS00]. Alekhnovich described in [Ale05] an efficient approach for computing the \(\mathbb{F} \llbracket x \rrbracket\) roots modulo \(x^{\beta}\) of a polynomial \(Q \in \mathbb{F} \llbracket x \rrbracket[z]\); its complexity was shown in [NB15] to be \(\widetilde{\mathcal{O}}\left(\beta^{2} \ell\right)\) operations in \(\mathbb{F}\), where \(\ell\) is the \(z\)-degree of \(Q\). Another technique by Berthomieu, Lecerf and Quintin [BLQ13] achieved the \(\operatorname{cost} \widetilde{\mathcal{O}}\left(\beta \ell^{2}\right)\). In this chapter, we rely on the algorithm by Neiger, Rosenkilde and Schost [NRS17], whose complexity of \(\widetilde{\mathcal{O}}(\beta \ell)\) operations is provably quasi-optimal.

We now proceed to a detailed discussion about the setting which is considered in this chapter. In particular, we show how the decoding problem in its most general form can be simplified by extending the base field \(\mathbb{F}=\mathbb{F}_{q}\).

\subsection*{5.2 Setting}

In this chapter we consider list decoding in the most general setting, i.e. for the code
\[
\mathcal{C}_{\mathcal{L}}(D, G)=\left\{\operatorname{ev}_{D}(f) \mid f \in \mathcal{L}(G)\right\} \subseteq \mathbb{F}^{n}
\]
where \(D\) and \(G\) are divisors with supp \(D \cap \operatorname{supp} G=\varnothing, D=P_{1}+\cdots+P_{n}\) for some rational places \(P_{1}, \ldots, P_{n}\), and \(\operatorname{ev}_{D}(f)=\left(f\left(P_{1}\right), \ldots, f\left(P_{n}\right)\right)\). Throughout the chapter we will keep using the notation \(\operatorname{ev}_{E}(h)\) to denote evaluation of any function \(h \in F\) with respect to any divisor \(E=E_{1}+\cdots+E_{N}\), where \(E_{1}, \ldots, E_{N}\) are places that are not poles of \(h\).

Notwithstanding that we are committed to full generality, we will permit ourselves to make a few simplifying yet non-restrictive assumptions on the function field \(F\) as well as the code \(\mathcal{C}_{\mathcal{L}}(D, G)\)-incurring but a marginal penalty in computational complexity. As in Chapter 4, for example, we will require a rational place \(P_{\infty}\) of \(F\), distinct from \(P_{1}, \ldots, P_{n}\), and some of our later algorithms will require additional rational places as well. I principle, there is no guarantee that our original setting will be able to provide us with these, however, by simply extending our constant field-say from \(\mathbb{F}_{q}\) to \(\mathbb{F}_{q^{e}}\) for some \(e\)-we can artificially increase our supply of rational places as needed. Abiding by the notational conventions in [Sti09], we will denote by \(F \mathbb{F}_{q^{e}}\) the function field obtained from \(F\) by extending the constant field to \(\mathbb{F}_{q^{e}}\).

As far as decoding is concerned, the code \(\mathcal{C}_{\mathcal{L}}(D, G)\) is in a trivial way an \(\mathbb{F}_{q}\)-linear subcode of the code obtained from \(F \mathbb{F}_{q^{e}}\) using the divisors \(\operatorname{Con}(D)\) and \(\operatorname{Con}(G)\), where Con denotes the conorm with respect to \(F \mathbb{F}_{q^{e}} / F[\) Sti09, Definition 3.1.8]. Consequently, any list-decoding algorithm for the code \(\mathcal{C}_{\mathcal{L}}(\operatorname{Con}(D), \operatorname{Con}(G))\) can be repurposed for our original code \(\mathcal{C}_{\mathcal{L}}(D, G)\) by simply discarding the returned codewords that contain entries from \(\mathbb{F}_{q^{e}} \backslash \mathbb{F}_{q}\). The only potential issue that we ought to be careful about is that a single arithmetic operation in \(\mathbb{F}_{q^{e}}\) costs \(\widetilde{\mathcal{O}}(e)\) operations in \(\mathbb{F}_{q}\) [CK91], which means that \(e\) should preferably be small for complexity reasons. The following results will be helpful for bounding the extension degree needed to obtain all of the rational places that we will need.

Lemma 5.1. Let \(F\) be a function field over \(\mathbb{F}_{q}\) of genus \(g\), and denote by \(N_{e}\) the number of rational places of the function field \(F \mathbb{F}_{q^{e}}\) over \(\mathbb{F}_{q^{e}}\). If \(N, e \in \mathbb{Z}_{>0}\) are such that \(e \geqslant 2 \log _{q} \max \{N, 2 g+1\}\), then \(N_{e}>N\).

Proof. The Hasse-Weil bound \(\left|\left(q^{e}+1\right)-N_{e}\right| \leqslant 2 q^{e / 2} g\) implies that
\[
\log _{q} N_{e}>\log _{q}\left(q^{e}-2 q^{e / 2} g\right)=e / 2+\log _{q}\left(q^{e / 2}-2 g\right) \geqslant e / 2 \geqslant \log _{q} N
\]

Lemma 5.1 assures us that if we require a certain number of rational places, then an extension degree that is logarithmic in that number will always suffice in obtaining them, which is good news for the complexity. In addition to simply having many rational places, however, we will also need one of them to satisfy a specific property:

Lemma 5.2. Let \(F\) be a function field over \(\mathbb{F}\) having genus \(g\). If \(P_{\infty}\) is a rational place and \(\mu\) is the smallest positive element in its Weierstrass semigroup, then any set containing at least \(3 g+1\) rational places distinct from \(P_{\infty}\) contains a place \(P_{0}\) with a local parameter in \(\mathcal{L}\left(\mu P_{\infty}\right)\).

Proof. Let \(x \in \mathcal{L}\left(\mu P_{\infty}\right)\) be a function satisfying \(v_{P_{\infty}}(x)=-\mu\). First, we claim that the extension \(F / \mathbb{F}(x)\) is separable. Assuming, for the sake of contradiction, that it is not, then by the general theory of inseparable extensions we can find an intermediate field \(E\) such that \(E / \mathbb{F}(x)\) is separable and \(F / E\) is purely inseparable. By [Sti09, Proposition 3.10.2], therefore,
\[
\mathbb{F}(x) \subseteq F^{p}:=\left\{f^{p} \mid f \in F\right\}
\]
where \(p\) denotes the characteristic, implying that \(x=y^{p}\) for some \(y \in F\). Consequently, since \(x\) has a pole at \(P_{\infty}\), then so does \(y\), albeit of order \(\mu / p\). But this contradicts the minimality of \(\mu\), proving that \(F / \mathbb{F}(x)\) is separable.

The Hurwitz genus formula (see e.g. [Sti09, Corollary 3.4.14]) thus applies to this extension, so we proceed by using it to estimate the genus \(g\). Letting \(Q_{\infty}=P_{\infty} \cap \mathbb{F}(x)\), we observe that since \(v_{P_{\infty}}(x)=-\mu\) and \(v_{Q_{\infty}}(x)=-1\), then \(e\left(P_{\infty} \mid Q_{\infty}\right)=\mu\). Now, assuming that we have \(N>3 g\) rational places distinct from \(P_{\infty}\), say \(P_{1}, \ldots, P_{N}\), let \(Q_{i}=P_{i} \cap \mathbb{F}(x)\) for \(i=1, \ldots, N\), and observe that
\[
v_{P_{i}}\left(x-x\left(P_{i}\right)\right)=e\left(P_{i} \mid Q_{i}\right) v_{Q_{i}}\left(x-x\left(P_{i}\right)\right)=e\left(P_{i} \mid Q_{i}\right)
\]

Suppose, again for the sake of contradiction, that \(e\left(P_{i} \mid Q_{i}\right) \geqslant 2\) for every \(i\). Since \(\mu=[F: \mathbb{F}(x)]\) by [Sti09, Theorem 1.4.11], then the Hurwitz genus formula combined with the estimate \(d\left(P_{i} \mid Q_{i}\right) \geqslant e\left(P_{i} \mid Q_{i}\right)-1\), where \(d\) denotes the different
exponent, implies that
\[
\begin{aligned}
2 g-2 & \geqslant-2[F: \mathbb{F}(x)]+d\left(P_{\infty} \mid Q_{\infty}\right)+\sum_{i=1}^{N} d\left(P_{i} \mid Q_{i}\right) \\
& \geqslant-2 \mu+(\mu-1)+N(2-1) \\
& =N-\mu-1 \\
& \geqslant N-g-2
\end{aligned}
\]
the last inequality being a consequence of \(\mu \leqslant g+1\). But then \(N \leqslant 3 g\), which contradicts our earlier assumption. We conclude that \(v_{P_{i}}\left(x-x\left(P_{i}\right)\right)=1\) for at least one value of \(i\), meaning that we can pick \(P_{0}=P_{i}\), since it has the local parameter \(x-x\left(P_{i}\right) \in \mathcal{L}\left(\mu P_{\infty}\right)\).

To motivate Lemma 5.2, observe that by extending our constant field in accordance with Lemma 5.1, we can "create" sufficiently many new rational places to ensure existence of a function \(x \in F\) satisfying the following two properties:
1) \(x \in \mathcal{L}\left(\mu P_{\infty}\right)\), and
2) \(x\) is a local parameter of some rational place \(P_{0}\) not in \(\operatorname{supp} G\).

As we will see in Section 5.3, Property 1 allows us to impose an \(\mathbb{F}[x]\)-module structure on the interpolation step of Guruswami-Sudan. In Section 5.5.6, we will use Property 2 to solve the root-finding step by representing the coefficients of the polynomial at hand using power series in \(\mathbb{F} \llbracket x \rrbracket\). Letting \(x\) be the generating element in both representations allows for efficient conversion between them - and so existence of an \(x\) having these two properties is very helpful.

The final assumption that we will make about our setting is that the divisor \(G\) is effective. In the following lemma we show that this assumption is also nonrestrictive-at least as long as our code is not degenerate: we call a code degenerate if there is an index \(i \in\{1, \ldots, n\}\) such that every single codeword is zero in the \(i\)-th entry.

In the following lemma, recall that two codes \(\mathcal{C}, \mathcal{C}^{\prime} \subseteq \mathbb{F}^{n}\) are said to be monomially equivalent if there exist nonzero \(\gamma_{1}, \ldots, \gamma_{n} \in \mathbb{F}\) and a permutation \(\pi\) on \(\{1, \ldots, n\}\) such that \(\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C} \Longleftrightarrow\left(\gamma_{1} c_{\pi(1)}, \ldots, \gamma_{n} c_{\pi(n)}\right) \in \mathcal{C}^{\prime}\); we will not need the permutation.
Lemma 5.3. If \(F\) is a function field, and \(D, G\) are divisors as before, then either the code \(\mathcal{C}_{\mathcal{L}}(D, G)\) is degenerate, or \(\mathcal{C}_{\mathcal{L}}(D, \operatorname{Con}(G)\) ) (of which it is a subcode over \(\mathbb{F}_{q}\) ) is monomially equivalent over \(\mathbb{F}_{q^{e}}\), where \(e \geqslant 1+\left\lceil\log _{q}(n)\right\rceil\), to a code \(\mathcal{C}_{\mathcal{L}}\left(D, G^{\prime}\right)\), where \(G^{\prime}\) is an effective divisor of \(F \mathbb{F}_{q^{e}}\) of degree \(\operatorname{deg} G\).

Proof. Consider the extension \(\mathbb{F}_{q^{e}} / \mathbb{F}_{q}\), and let \(\mathcal{C}_{i}=\left\{\left(c_{1}, \ldots, c_{n}\right) \in \mathcal{C} \mid c_{i}=0\right\}\), where \(\mathcal{C}=\mathcal{C}_{\mathcal{L}}(D, \operatorname{Con}(G))\). Clearly, if \(\mathcal{C}_{\mathcal{L}}(D, G)\) is nondegenerate, then so is \(\mathcal{C}\). In this case, \(\mathcal{C} \neq \mathcal{C}_{i}\) for all \(i\). If every codeword in \(\mathcal{C}\) has at least one zero coordinate, then \(\mathcal{C}=\bigcup_{i=1}^{n} \mathcal{C}_{i}\), which implies that \(\left(q^{e}\right)^{k} \leqslant n\left(q^{e}\right)^{k-1}\), where \(k=\operatorname{dim} \mathcal{C}\). It follows that \(q^{e} \leqslant n\), implying the contradiction that \(e \leqslant \log _{q}(n)\). Consequently, \(\mathcal{C}\) contains a codeword of full Hamming weight \(n\), say \(\boldsymbol{c}=\operatorname{ev}_{D}(\tilde{f})\) for some \(\tilde{f} \in \mathcal{L}(\operatorname{Con}(G))\). Since by construction \(\tilde{f}\left(P_{i}\right) \neq 0\) for all \(i\), we see that the codes \(\mathcal{C}\) and \(\mathcal{C}_{\mathcal{L}}(D, \operatorname{Con}(G)+(\widetilde{f}))\) are monomially equivalent under the map \(\left(c_{1}, \ldots, c_{n}\right) \mapsto\left(\tilde{f}\left(P_{1}\right) c_{1}, \ldots, \tilde{f}\left(P_{n}\right) c_{n}\right)\). Moreover, the divisor \(G^{\prime}=\operatorname{Con}(G)+(\widetilde{f})\) is effective and has support disjoint from \(D\).

From the perspective of error-correction, degenerate codes can be safely disregarded; if the \(i\)-th entry of every codeword is zero, then correcting errors in that position is trivial. Moreover, since this entry carries no information, then one might instead consider the punctured code where it has been removed. Doing this will neither change the code's dimension nor its minimum distance, which means that decoding of any degenerate code can be reduced to decoding of a nondegenerate one.

In the context of Lemma 5.3, note that since \(\mathcal{C}_{\mathcal{L}}(D, \operatorname{Con}(G))\) and \(\mathcal{C}_{\mathcal{L}}\left(D, G^{\prime}\right)\) are monomially equivalent, any list-decoding algorithm for \(\mathcal{C}_{\mathcal{L}}\left(D, G^{\prime}\right)\) immediately gives a one for \(\mathcal{C}_{\mathcal{L}}(D, \operatorname{Con}(G))\) as well as for its \(\mathbb{F}_{q}\)-subcode \(\mathcal{C}_{\mathcal{L}}(D, G)\). Of course, this incurs the additional complexity of dividing and multiplying codeword entries with the column multipliers \(\underset{\sim}{\tilde{f}}\left(P_{i}\right)\), however, for each codeword this only costs \(\mathcal{O}(n)\) operations in \(\mathbb{F}_{q}\), i.e. \(\widetilde{\mathcal{O}}(n e)\) operations in \(\mathbb{F}_{q}\). Moreover, as we are about to see, the extension degree \(e\) can be chosen small enough not to have any impact on the total complexity - at least as far as the \(\widetilde{\mathcal{O}}\)-notation is concerned.

Below we summarize our simplifying (non-restrictive) assumptions and fix some associated notation that will be used henceforth in the chapter.
1) We assume that \(G\) is an effective divisor satisfying \(0 \leqslant \operatorname{deg} G \leqslant n+2 g-1\) (see Section 1.6 on page 11).
2) We assume that apart from the rational places in the support of the divisor \(D=P_{1}+\cdots+P_{n}\), the function field \(F\) has at least one more rational place \(P_{\infty}\), which may or may not be in \(\operatorname{supp} G\).
3) There exists a rational place \(P_{0}\) of \(F\) having a local parameter \(x \in \mathcal{L}\left(\mu P_{\infty}\right)\), where \(\mu\) is the smallest positive element of the Weierstrass semigroup at \(P_{\infty}\). The place \(P_{0}\) may be in \(\operatorname{supp} D\) but not in \(\operatorname{supp} G\).
4) We assume that we generally have access to as many rational places not in \(\operatorname{supp} G\) as we need, provided that we account for the cost penalty associated with extending the constant field using Lemma 5.1 (see ??).

Let us now assess the size of the extension degree \(e\) needed to satisfy the first three items in the above list - the fourth item will be considered separately. Although one can likely do better, for the sake of simplicity we pick \(e=e_{1} e_{2} e_{3}\), where
\[
\begin{aligned}
& e_{1}=1+\left\lceil\log _{q} n\right\rceil, \\
& e_{2}=\left\lceil 2 \log _{q^{e_{1}}} \max \{n+1,2 g+1\}\right\rceil, \text { and } \\
& e_{3}=\left\lceil 2 \log _{q^{e_{1} e_{2}}}(5 g+1+n)\right\rceil .
\end{aligned}
\]

Too see why this choice works, observe that extending \(\mathbb{F}_{q}\) to \(\mathbb{F}_{q^{e_{1}}}\) takes care of the first item due to Lemma 5.3, further extending \(\mathbb{F}_{q^{e_{1}}}\) to \(\mathbb{F}_{q^{e_{1} e_{2}}}\) covers the second item by Lemma 5.1, and finally, the last item follows from Lemma 5.2 by extending \(\mathbb{F}_{q^{e_{1} e_{2}}}\) to \(\mathbb{F}_{q^{e_{1} e_{2} e_{3}}}\). Using the identity \(\log _{q^{t}}(z)=\log _{q}(z) / t\), this can be summarized as
\[
\begin{aligned}
e=e_{1} e_{2} e_{3} & \leqslant 2 \log _{q}(5 g+1+n)+e_{1} e_{2} \\
& \leqslant 2 \log _{q}(5 g+1+n)+2 \log _{q} \max \{n+1,2 g+1\}+e_{1} \\
& \leqslant 2 \log _{q}(5 g+1+n)+2 \log _{q} \max \{n+1,2 g+1\}+\log _{q}(n)+2 .
\end{aligned}
\]

In other words, the the cost of satisfying the first three simplifying assumptions is merely a factor of \(\mathcal{O}(\log (n+g))\), which is does not break our target complexity.

When it comes to the last assumption, estimating the number rational places that we need gets quite technical, albeit conceptually simple: it essentially boils down to ensuring existence of invertible multi-point evaluation maps on certain Riemann-Roch spaces, which is useful for efficient multiplication of function field elements. It can be verified throughout the chapter that for decoding parameters \(s, \ell \in \mathbb{Z}_{>0}\), where \(s\) is the multiplicity and \(\ell\) is the designed list size (see Section 5.4), requiring an additional
\[
\begin{aligned}
& m:=\operatorname{deg} G+\max \{(\ell+1) \operatorname{deg} G+4 g+(s+1) n \\
& \quad \operatorname{deg} G+(\ell+3)(2 g-1)+(s+1) n+2+\mu\} \in \mathcal{O}(\ell(n+g)),
\end{aligned}
\]
rational places will always suffice; however, justifying this bound here is impractical. The important thing to note is that we can ensure the existence of these places by extending our constant field once again, this time with extension degree \(\left\lceil 2 \log _{q^{e}}(\max \{m, 2 g+1\})\right\rceil=\left\lceil 2 \log _{q^{e}} m\right\rceil\)-relying on Lemma 5.1 as before. Consequently, the computational penalty of this last assumption is an
additional factor of \(\mathcal{O}(\log (\ell(n+g)))\), which also does not interfere with our target complexity.

In the remainder of this chapter, therefore, we will simply assume that the constant field \(\mathbb{F}=\mathbb{F}_{q}\) is large enough to satisfy all of the simplifying assumptions mentioned in this section.

Remark 5.4. The extension degree estimates given in this section are but crude upper bounds - they are chosen in a way that preserves the total complexity in the \(\widetilde{\mathcal{O}}\)-sense without being optimized any further than that. The hidden factors, therefore - both constant and logarithmic - can be easily improved upon, however, doing so falls outside of this chapter's scope.

\subsection*{5.3 Representations of function field elements}

Our decoder consists of three main parts, each requiring its own way of representing function field elements:
1) Following the ideas in [BB10], we approach the interpolation step by first constructing a basis of the associated \(\mathbb{F}[x]\)-module. Doing this requires efficient multiplication of function field elements, which we accomplish by representing them using evaluations at many rational places and multiplying them "pointwise".
2) In order to obtain a reduced basis of the aforementioned \(\mathbb{F}[x]\)-module, we will switch the representation to one that is isomorphic to \(\mathbb{F}[x]^{\mu}\). This will be detailed shortly.
3) Lastly, we address the root-finding step using the results in [NRS17]. For this, we will represent certain functions using their power series expansions in the local parameter \(x\) of \(P_{0}\).

We now proceed with a detailed elaboration of the second out of the three representations mentioned above. As we did in Chapter 4 on page 67 , for every divisor \(A\) we will use the shorthand notation \(Я(A)=Я_{P_{\infty}}(A)\), where \(Я_{P}(A)\) is as in Definition 1.14, and for any function \(a \in Я(A)\), we will write \(\delta_{A}(a)=\delta_{A}^{\left(P_{\infty}\right)}(a)\). It is clear that \(Я\) is a ring and \(Я(A)\) is a \(Я\)-module. Moreover, \(Я\) is an \(\mathbb{F}[x]\) module and so is \(Я(A)\), which means that we can represent any \(a \in Я(A)\) using an \(\mathbb{F}[x]\)-basis of \(Я(A)\) (see Lemma 5.6). Modules of the form \(Я(A)\) are essentially already considered for decoding in [KP95] as well as in [BH08, LBAO14, NB15].

Following [LBAO14], we will use a special \(\mathbb{F}[x]\)-basis of \(G(A)\), which they call an Apéry system:
Definition 5.5. For any divisor \(A\) let \(y_{i}^{(A)} \in \mathcal{A}_{i}\) be such that \(\delta_{A}\left(y_{i}^{(A)}\right) \leqslant \delta_{A}(a)\) for all \(a \in \mathcal{A}_{i}\), where \(i=0, \ldots, \mu-1\) and
\[
\mathcal{A}_{i}=\left\{a \in Я(A) \mid \delta_{A}(a) \equiv i \quad \bmod \mu\right\} .
\]

We also define \(y_{i}=y_{i}^{(0)}\).
Lemma 5.6. For any divisor \(A\) it holds that
1) \(y_{0}^{(A)}, \ldots, y_{\mu-1}^{(A)}\) is an \(\mathbb{F}[x]\)-basis of \(Я(A)\) and
2) \(-\operatorname{deg} A \leqslant \delta_{A}\left(y_{i}^{(A)}\right) \leqslant 2 g-1-\operatorname{deg}(A)+\mu\) for \(i=0, \ldots, \mu-1\).

Proof. The first statement is from [LBAO14]. For the convenience of the reader we give a proof. From the strict triangle inequality for \(v_{P_{\infty}}\), it is clear that the elements \(y_{0}^{(A)}, \ldots, y_{\mu-1}^{(A)}\) are linearly independent over \(\mathbb{F}[x]\). Also, it is clear that \(\mathcal{Y} \subseteq Я(A)\), where \(\mathcal{Y}=\left\langle y_{0}^{(A)}, \ldots, y_{\mu-1}^{(A)}\right\rangle_{\mathbb{F}[x]}\). If \(\mathcal{Y} \neq Я(A)\), then there would exist \(a \in Я(A) \backslash \mathcal{Y}\), such that \(\delta_{A}(a)>-\infty\) is minimal. Writing \(\delta_{A}(a)=m \mu+r\) and \(\delta_{A}\left(y_{r}^{(A)}\right)=m^{\prime} \mu+r\), where \(m, m^{\prime}, r \in \mathbb{Z}\) with \(0 \leqslant r<\mu\), note that \(m^{\prime} \leqslant m\) by definition of \(y_{r}^{(A)}\). Since
\[
\delta_{A}\left(x^{m-m^{\prime}} y_{r}^{(A)}\right)=\delta\left(x^{m-m^{\prime}}\right)+\delta_{A}\left(y_{r}^{(A)}\right)=\left(m-m^{\prime}\right) \mu+\left(m^{\prime} \mu+r\right)=\delta_{A}(a),
\]
then there exists a constant \(\beta \in \mathbb{F}\) such that \(\delta_{A}(c)<\delta_{A}(a)\), where
\[
c=a-\beta x^{m-m^{\prime}} y_{r}^{(A)} \in Я(A) .
\]

The minimality of \(\delta_{A}(a)\) guarantees that \(c \in \mathcal{Y}\), however, this would imply that \(a=c+\beta x^{m-m^{\prime}} y_{r}^{(A)} \in \mathcal{Y}\). Hence \(\mathcal{Y}=Я(A)\) after all.

In the second statement, the lower bound simply follows from the fact that \(y_{i}^{(A)} \in \mathcal{L}\left(\delta_{A}\left(y_{i}^{(A)}\right) P_{\infty}+A\right) \neq\{0\}\). For the upper bound it is sufficient to show that for every integer \(m>2 g-1-\operatorname{deg}(A)\) there exists an \(a \in Я(A)\) with \(\delta_{A}(a)=m\). But indeed, if \(m>2 g-1-\operatorname{deg}(A)\), then \(\operatorname{deg}\left(m P_{\infty}+A\right)>2 g-1\), and so [Sti09, Theorem 1.5.17] implies that \(\mathcal{L}\left(m P_{\infty}+A\right) \neq \mathcal{L}\left((m-1) P_{\infty}+A\right)\), which concludes the proof.

Remark 5.7. According to Lemma 5.6, any function \(a \in Я(A)\) can be uniquely represented as \(a=\sum_{i=0}^{\mu-1} a_{i} y_{i}^{(A)}\), where \(a_{i} \in \mathbb{F}[x]\). For clarity, we highlight that it is only the coefficients \(a_{i}\) that need to be stored in memory when implementing
our algorithms; i.e. in practice, \(a\) would be represented as \(\left(a_{0}, \ldots, a_{\mu-1}\right) \in \mathbb{F}[x]^{\mu}\). When it comes to the basis functions \(y_{i}^{(A)}\), we only have to know their evaluations at certain rational places, as well as their power series expansions at \(P_{0}\)-this information is used to convert between the different representations of \(a\).

We end this section with a result that bounds the "size" of function field elements when represented in terms of the \(\mathbb{F}[x]\)-basis from Definition 5.5 . This will be useful in complexity estimates.

Lemma 5.8. If \(a=\sum_{i=0}^{\mu-1} a_{i} y_{i}^{(A)} \in Я(A)\), where \(a_{i} \in \mathbb{F}[x]\) and \(A\) is a divisor, then
\[
\operatorname{deg} a_{i} \leqslant \frac{1}{\mu}\left(\delta_{A}(a)-\delta_{A}\left(y_{i}^{(A)}\right)\right) \leqslant \frac{1}{\mu}\left(\delta_{A}(a)+\operatorname{deg} A\right) .
\]

Proof. Simply observe that for \(i=0, \ldots, \mu-1\) it holds that
\[
\delta_{A}(a)=\max _{j} \delta_{A}\left(a_{j} y_{j}^{(A)}\right) \geqslant \delta\left(a_{i}\right)+\delta_{A}\left(y_{i}^{(A)}\right) \geqslant \delta\left(a_{i}\right)-\operatorname{deg} A,
\]
where the equality follows from the strict triangle inequality for \(v_{P_{\infty}}\), and second inequality is given by Lemma 5.6. But then
\[
\operatorname{deg} a_{i}=\delta\left(a_{i}\right) / \mu \leqslant \frac{1}{\mu}\left(\delta_{A}(a)-\delta_{A}\left(y_{i}^{(A)}\right)\right) \leqslant \frac{1}{\mu}\left(\delta_{A}(a)+\operatorname{deg} A\right) .
\]

\subsection*{5.4 Guruswami-Sudan decoding}

In this section, we formulate the Guruswami-Sudan list-decoding algorithm [GS99] in terms of Я-modules. For the remainder of this chapter, fix the decoding parameters \(s, \ell \in \mathbb{Z}_{>0}\) such that \(s \leqslant \ell\), where \(\ell\) is the designed list size and \(s\) is the multiplicity parameter. The corresponding list-decoding radius will be denoted by \(\tau\).

Definition 5.9. Let \(P\) be a rational place of \(F, r \in \mathbb{F}\) and \(Q \in F[z]\). We will say that " \(Q\) has a root of multiplicity \(s\) at \((P, r)\) " if for any local parameter \(\phi\) of \(P\), there exist \(c_{u, v} \in \mathbb{F}\) such that
\[
Q=\sum_{\substack{u, v \geqslant 0 \\ u+v \geqslant s}} c_{u, v} \phi^{u}(z-r)^{v}
\]
with \(c_{u, s-u} \neq 0\) for at least one \(0 \leqslant u \leqslant s\).

The following lemma will be useful for proving the main theorem of GuruswamiSudan decoding in our context.

Lemma 5.10. If \(Q \in F[z]\) has a root of multiplicity \(s\) at \((P, r)\) and \(f \in F\) is such that \(f(P)=r\), then \(v_{P}(Q(f)) \geqslant s\).

Proof. Writing
\[
Q(f)=\sum_{\substack{u, v \geqslant 0 \\ u+v \geqslant s}} c_{u, v} \phi^{u}(f-r)^{v},
\]
where \(\phi\) is any local parameter of \(P\) and \(c_{u, v} \in \mathbb{F}\), the triangle inequality gives
\[
v_{P}(Q(f)) \geqslant \min _{\substack{u, v \geqslant 0 \\ u+v \geqslant s}}\left(v_{P}\left(\phi^{u}\right)+v_{P}\left((f-r)^{v}\right)\right) \geqslant \min _{\substack{u, v \geqslant 0 \\ u+v \geqslant s}}(u+v) \geqslant s .
\]

We are now ready for the main decoding theorem, which formally introduces the aforementioned steps of interpolation and root-finding. It will be convenient to fix some more notation: For any \(Q=\sum_{t=0}^{\ell} z^{t} Q^{(t)}\) with \(Q^{(t)} \in Я(-t G)\), we define \(\delta_{G}(Q)=\max _{t} \delta_{-t G}\left(Q^{(t)}\right)\), and for a given received word \(\boldsymbol{r}=\left(r_{1}, \ldots, r_{n}\right) \in \mathbb{F}^{n}\), we will consider the set
\[
\begin{align*}
\mathcal{M}_{s, \ell}^{(r)}(D, G)= & \left\{Q=\sum_{t=0}^{\ell} z^{t} Q^{(t)} \in F[z] \mid Q^{(t)} \in G(-t G)\right. \text { and } \\
& Q \text { has a root of multiplicity at least } s \text { at }\left(P_{j}, r_{j}\right)  \tag{5.1}\\
& \text { for } j=1, \ldots, n\} .
\end{align*}
\]

Theorem 5.11 (Special case of Guruswami-Sudan [GS99]). Let \(\boldsymbol{r}\) be a received word and \(Q \in \mathcal{M}_{s, \ell}^{(r)}(D, G)\) with \(\delta_{G}(Q)<s(n-\tau)\). If \(f \in \mathcal{L}(G)\) is such that \(d\left(\boldsymbol{r}, \operatorname{ev}_{D}(f)\right) \leqslant \tau\), where d denotes the Hamming distance, then \(Q(f)=0\).

Proof. Since \(f^{t} \in \mathcal{L}(t G)\) and \(Q^{(t)} \in G(-t G)\), then \(f^{t} Q^{(t)} \in Я\), and consequently \(Q(f) \in Я\). Furthermore, since \(\delta_{t G}\left(f^{t}\right) \leqslant 0\), then by the triangle inequality
\[
\delta(Q(f)) \leqslant \max _{t} \delta_{-t G}\left(Q^{(t)}\right)=\delta_{G}(Q)
\]

Letting \(\mathcal{E}=\left\{j \mid r_{j} \neq f\left(P_{j}\right)\right\}\), note that the cardinality of \(\mathcal{E}\) is at most \(\tau\), and since \(f\left(P_{j}\right)=r_{j}\) for \(j \notin \mathcal{E}\), then it follows from Lemma 5.10 that \(Q(f) \in Я(-T)\), where \(T=s \sum_{j \notin \mathcal{E}} P_{j}\). But \(\delta_{G}(Q)<s(n-\tau) \leqslant \operatorname{deg} T\), therefore
\[
Q(f) \in \mathcal{L}\left(\delta_{G}(Q) P_{\infty}-T\right)=\{0\}
\]

In the context of Theorem 5.11, the interpolation step consists of finding a nonzero polynomial \(Q \in \mathcal{M}_{s, \ell}^{(r)}(D, G) \subset F[z]\) with \(\delta_{G}(Q)<s(n-\tau)\), while the root-finding step consists of finding all \(f \in \mathcal{L}(G)\) satisfying \(Q(f)=0\). Before we sketch our approach for solving these two steps in Section 5.4.2, let us first understand the \(\mathbb{F}[x]\)-module structure of \(\mathcal{M}_{s, \ell}^{(r)}(D, G)\) in the next section.

\subsection*{5.4.1 Module structure of interpolation}

It is easily seen that the set \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) from (5.1) is a module over the ring \(Я\). This point of view will aid us in describing a generating set of \(\mathcal{M}_{s, \ell}^{(r)}(D, G)\) over \(\mathbb{F}[x]\), which is the ultimate goal of this section. We begin with an investigation of the Я-module structure of \(Я(A)\) for any divisor \(A\), where we will take advantage of the fact that \(Я\) is a Dedekind domain and \(Я(A)\) is one if its fractional ideals [NX01, Section 1.2]. It is well known that any such fractional ideal can be generated by at most two elements [FTT91, Corollary 2 to Theorem 4], however, in our setting we also care about the "size" of these elements for complexity reasons.

Lemma 5.12. For any divisor \(A\) it holds that \(Я(A)=\left\langle a_{1}, a_{2}\right\rangle_{\text {g }}\) for some functions \(a_{1}, a_{2} \in Я(A)\) satisfying
\[
\delta_{A}\left(a_{1}\right) \leqslant 2 g-1-\operatorname{deg}(A)+\mathfrak{a} \quad \text { and } \quad \delta_{A}\left(a_{2}\right) \leqslant 4 g-2-\operatorname{deg}(A)+\mathfrak{a}
\]
where \(\mathfrak{a}=\sum_{i=1}^{t} \operatorname{deg} Q_{i}\) and \(A=\sum_{i=1}^{t} n_{i} Q_{i}\) for some places \(Q_{1}, \ldots, Q_{t}\).

Proof. Prime ideals of \(Я\) correspond exactly to places distinct from \(P_{\infty}\). Therefore, from the proof of in [FTT91, Corollary 2 to Theorem 4], we see that two elements \(a_{1}, a_{2} \in Я(A)\) generate \(Я(A)\) as \(Я\)-module if and only if for all places \(Q_{i} \in \operatorname{supp}(A)\) distinct from \(P_{\infty}\), we have \(\min \left\{v_{Q_{i}}\left(a_{1}\right), v_{Q_{i}}\left(a_{2}\right)\right\}=-n_{i}\) and for any other place \(Q \neq P_{\infty}\) of \(F\) we have \(\min \left\{v_{Q}\left(a_{1}\right), v_{Q}\left(a_{2}\right)\right\}=0\). We proceed by constructing such two elements:

Letting \(m_{1}=2 g-1-\operatorname{deg}(A)+\mathfrak{a}\), for \(j=1, \ldots, t\) pick any
\[
a_{1}^{(j)} \in \mathcal{L}\left(A-\sum_{i \neq j} Q_{i}+m_{1} P_{\infty}\right) \backslash \mathcal{L}\left(A-\sum_{i} Q_{i}+m_{1} P_{\infty}\right)
\]

To see that such \(a_{1}^{(j)}\) exist, use the Riemann-Roch theorem to conclude that
\[
\mathfrak{l}\left(A-\sum_{i \neq j} Q_{i}+m_{1} P_{\infty}\right)>\mathfrak{l}\left(A-\sum_{i} Q_{i}+m_{1} P_{\infty}\right)
\]

Choosing \(a_{1}=\sum_{j=1}^{t} a_{1}^{(j)}\), we see that \(v_{Q_{i}}\left(a_{1}\right)=-n_{i}\) for \(j=1, \ldots, t\), while \(v_{Q}\left(a_{1}\right) \geqslant 0\) for any other place \(Q\) distinct from \(P_{\infty}\). Moreover, \(\delta_{A}\left(a_{1}\right) \leqslant m_{1}\) since \(a_{1} \in \mathcal{L}\left(A+m_{1} P_{\infty}\right)\).

Now, denote by \(Q_{t+1}, \ldots, Q_{t+s}\) the zeroes of \(a_{1}\) not in \(\operatorname{supp}(A) \cup\left\{P_{\infty}\right\}\), and observe that since \(a_{1} \in \mathcal{L}\left(A+m_{1} P_{\infty}\right)\), then \(\sum_{i=t+1}^{t+s} \operatorname{deg} Q_{i} \leqslant \operatorname{deg} A+m_{1}\). Letting \(m_{2}=2 g-1+m_{1}=4 g-2-\operatorname{deg}(A)+\mathfrak{a}\), similarly to the above, we can construct an \(a_{2} \in \mathcal{L}\left(A+m_{2} P_{\infty}\right)\) with \(v_{Q_{i}}\left(a_{2}\right)=0\) for \(i=t+1, \ldots, t+s\), and by this construction \(\delta_{A}\left(a_{2}\right) \leqslant m_{2}\).

To verify that \(a_{1}\) and \(a_{2}\) are satisfactory, observe that \(v_{Q_{i}}\left(a_{2}\right) \geqslant-n_{i}\) and \(v_{Q_{i}}\left(a_{1}\right)=-n_{i}\) for \(i=1, \ldots, t\). Letting \(Q \notin \operatorname{supp} A \cup\left\{P_{\infty}\right\}\), observe that if \(Q\) is a zero of \(a_{1}\), then \(\min \left\{v_{Q}\left(a_{1}\right), v_{Q}\left(a_{2}\right)\right\}=0\) since \(v_{Q}\left(a_{2}\right) \geqslant 0\). If, on the other hand, \(Q\) is a zero of \(a_{1}\), then \(v_{Q}\left(a_{2}\right)=0\), so that also in this case \(\min \left\{v_{Q}\left(a_{1}\right), v_{Q}\left(a_{2}\right)\right\}=0\). The sought conclusion then follows.

We proceed by decomposing \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) into simpler Я-modules, which will allow us to describe a generating set of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) over \(Я\) using Lemma 5.12.

In the remainder of this chapter, we will make extensive use of the divisors
\[
\begin{equation*}
G_{u}^{(s)}=-u G-\max \{0, s-u\} D \quad \text { for } u=0, \ldots, \ell \tag{5.2}
\end{equation*}
\]
and when \(s\) is clear from context, then we may simply write \(G_{u}=G_{u}^{(s)}\).
Theorem 5.13. If \(\boldsymbol{r}=\left(r_{1}, \ldots, r_{n}\right)\) is a received word and \(R \in Я(G)\) is such that \(R\left(P_{j}\right)=r_{j}\) for \(j=1, \ldots, n\), then
\[
\mathcal{M}_{s, \ell}^{(r)}(D, G)=\bigoplus_{u=0}^{\ell}(z-R)^{u} G\left(G_{u}\right)
\]

Proof. Since \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) is a \(Я\)-module, then in order to prove the inclusion
\[
\bigoplus_{u=0}^{\ell}(z-R)^{u} G\left(G_{u}\right) \subseteq \mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)
\]
it suffices to show that \((z-R)^{u} Я\left(G_{u}\right) \subseteq \mathcal{M}_{s, \ell}^{(r)}(D, G)\) for \(u=0, \ldots, \ell\). But indeed, every element in \((z-R)^{u} Я\left(G_{u}\right)\) has a root of multiplicity at least \(s\) at \(\left(P_{j}, r_{j}\right)\) because \((z-R)^{u}\) has one of multiplicity \(u\) and every \(h \in Я\left(G_{u}\right)\) satisfies \(v_{P_{j}}(h) \geqslant \max \{0, s-u\}\). Furthermore, since \(R \in Я(G)\), then
\[
(z-R)^{u} Я\left(G_{u}\right)=\left(\sum_{t=0}^{u} z^{t}\binom{u}{t}(-R)^{u-t}\right) Я\left(G_{u}\right) \subseteq \bigoplus_{t=0}^{\ell} z^{t} Я(-t G),
\]
which proves the sought inclusion.
Now, with the aim of proving the reverse inclusion
\[
\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G) \subseteq \bigoplus_{u=0}^{\ell}(z-R)^{u} \mathrm{~A}\left(G_{u}\right),
\]
let \(Q=\sum_{t=0}^{\ell} z^{t} Q^{(t)} \in \mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) and rewrite
\[
\begin{aligned}
Q(z) & =Q((z-R)+R) \\
& =\sum_{t=0}^{\ell}((z-R)+R)^{t} Q^{(t)} \\
& =\sum_{t=0}^{\ell} \sum_{u=0}^{t}\binom{t}{u}(z-R)^{u} R^{t-u} Q^{(t)} \\
& =\sum_{u=0}^{\ell} \sum_{t=u}^{\ell}\binom{t}{u}(z-R)^{u} R^{t-u} Q^{(t)}=\sum_{u=0}^{\ell}(z-R)^{u} \widetilde{Q}^{(u)},
\end{aligned}
\]
where \(\widetilde{Q}^{(u)}=\sum_{t=u}^{\ell}\binom{t}{u} R^{t-u} Q^{(t)}\). It now suffices to show that \(\widetilde{Q}^{(u)} \in Я\left(G_{u}\right)\) for each \(u\), which we prove by induction on \(s\). From Lemma 5.10, it follows that \(\widetilde{Q}^{(0)}=Q(R) \in Я\left(G_{0}\right)\), and since \(R \in Я(G)\), then clearly \(\widetilde{Q}^{(u)} \in Я(-u G)\). Consequently, in the case of \(s=1\), where \(Я(-u G)=Я\left(G_{u}\right)\) for \(u>0\), we obtain the sought conclusion that \(\widetilde{Q}^{(u)} \in Я\left(G_{u}\right)\).

Proceeding to the induction step, where we assume that \(s>1\), observe that it follows from \(\widetilde{Q}^{(0)} \in Я\left(G_{0}\right) \subseteq \mathcal{M}_{s, \ell}^{(r)}(D, G)\) that
\[
\begin{aligned}
\mathcal{M}_{s, \ell}^{(r)}(D, G) \ni Q-\widetilde{Q}^{(0)} & =\sum_{u=0}^{\ell}(z-R)^{u} \widetilde{Q}^{(u)}-\widetilde{Q}^{(0)} \\
& =\sum_{u=1}^{\ell}(z-R)^{u} \widetilde{Q}^{(u)}=(z-R) \sum_{u=0}^{\ell-1}(z-R)^{u} \widetilde{Q}^{(u+1)} .
\end{aligned}
\]

Since \(z-R\) has a root of multiplicity one at \(\left(P_{j}, r_{j}\right)\) for all \(j\), we see that \(\sum_{u=0}^{\ell-1}(z-R)^{u} \widetilde{Q}^{(u+1)}\) has a root of multiplicity at least \(s-1\), and therefore
\[
\sum_{u=0}^{\ell-1}(z-R)^{u} \widetilde{Q}^{(u+1)} \in \mathcal{M}_{s-1, \ell}^{(\boldsymbol{r})}(D, G) .
\]

The induction hypothesis for \(s-1\) thus implies that \(\widetilde{Q}^{(u+1)} \in Я\left(G_{u}^{(s-1)}\right)\) for \(u=0, \ldots, \ell-1\), from which it follows that \(\widetilde{Q}^{(u+1)} \in Я\left(G_{u+1}^{(s)}\right)\), since we also know that \(\widetilde{Q}^{(u+1)} \in Я(-(u+1) G)\). In combination with the previously established \(\widetilde{Q}^{(0)} \in Я\left(G_{0}^{(s)}\right)\), this concludes the proof.

Remark 5.14. In the context of Theorem 5.13, note that we have already seen \(R\) in Definition 4.1.

Armed with Lemma 5.12 and Theorem 5.13, it is straightforward to show that \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) can be generated over Я by fairly "small" elements:

Corollary 5.15. There exist \(g_{1}^{(u)}, g_{2}^{(u)} \in Я\left(G_{u}\right)\) for \(u=0, \ldots, \ell\) with
\[
\begin{aligned}
& \delta_{G_{u}}\left(g_{1}^{(u)}\right) \leqslant 2 g-1+(u+1) \operatorname{deg} G+\max \{0, s-u+1\} n \text { and } \\
& \delta_{G_{u}}\left(g_{2}^{(u)}\right) \leqslant 4 g-2+(u+1) \operatorname{deg} G+\max \{0, s-u+1\} n
\end{aligned}
\]
such that
\[
\begin{aligned}
\mathcal{M}_{s, \ell}^{(r)}(D, G) & =\left\langle B_{v}^{(u)} \mid u \in\{0, \ldots, \ell\}, v \in\{1,2\}\right\rangle_{\text {G }}, \text { where } \\
B_{v}^{(u)} & =(z-R)^{u} g_{v}^{(u)}=\sum_{t=0}^{u}\binom{u}{t} z^{t}(-R)^{u-t} g_{v}^{(u)} \in \bigoplus_{t=0}^{\ell} z^{t} Я(-t G)
\end{aligned}
\]

Proof. To obtain the stated upper bounds on \(\delta_{G_{u}}\left(g_{1}^{(u)}\right)\) and \(\delta_{G_{u}}\left(g_{2}^{(u)}\right)\) from Lemma 5.12, note that
\[
\sum_{Q \in \operatorname{supp} G} \operatorname{deg} Q \leqslant \operatorname{deg} G
\]
since \(G\) is an effective divisor. The bounds then follow from
\[
\sum_{Q \in \operatorname{supp} G_{u}} \operatorname{deg} Q \leqslant\left\{\begin{array}{ll}
\operatorname{deg} G+n & \text { if } u<s \\
\operatorname{deg} G & \text { if } u \geqslant s
\end{array} .\right.
\]

The claim that the \(B_{v}^{(u)}\) generate \(\mathcal{M}_{s, \ell}^{(r)}(D, G)\) over \(Я\) is a direct consequence of Theorem 5.13 combined with Lemma 5.12.

Remark 5.16. The proof of Corollary 5.15 actually implies that for \(u=s\) the stated upper bounds for \(\delta_{G_{u}}\left(g_{1}^{(u)}\right)\) and \(\delta_{G_{u}}\left(g_{2}^{(u)}\right)\) can be improved by \(n\).

In the context of Corollary 5.15, it is straightforward to obtain a generating set of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) over \(\mathbb{F}[x]\).

Corollary 5.17. It holds that
\[
\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)=\left\langle y_{i} B_{v}^{(u)} \mid i \in\{0, \ldots, \mu-1\}, u \in\{0, \ldots, \ell\}, v \in\{1,2\}\right\rangle_{\mathbb{F}[x]} .
\]

Remark 5.18. Since \(G_{u}=-u G\) for \(s<u \leqslant \ell\), a minor modification of the proof of Theorem 5.13 results in a different decomposition:
\[
\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)=\bigoplus_{u=0}^{\ell} \begin{cases}(z-R)^{u} Я\left(G_{u}\right) & \text { if } 0 \leqslant u \leqslant s \\ (z-R)^{s} z^{u-s} Я\left(G_{u}\right) & \text { if } s<u \leqslant \ell\end{cases}
\]

Consequently, an alternative \(Я\)-generating set of \(\mathcal{M}_{s, \ell}^{(r)}(D, G)\) is given by
\[
\widetilde{B}_{v}^{(u)}= \begin{cases}(z-R)^{u} g_{v}^{(u)}=B_{v}^{(u)} & \text { if } 0 \leqslant u \leqslant s \\ (z-R)^{s} z^{t-s} g_{v}^{(u)} & \text { if } s<u \leqslant \ell\end{cases}
\]
for \(v=1,2\). The corresponding \(\mathbb{F}[x]\)-generating set \(\left\{y_{i} \widetilde{B}_{v}^{(u)}\right\}\) is cheaper to compute when \(s<\ell\), and is likely to improve the total complexity by a factor of \(s / \ell\). However, due to the approaching deadline for this thesis, this will not be pursued any further.

Having understood the module structure of \(\mathcal{M}_{s, \ell}^{(r)}(D, G)\), we proceed by sketching our decoding algorithm.

\subsection*{5.4.2 Strategy outline}

Before delving into the computational details, let us present an overview over the main steps in our approach to Guruswami-Sudan list-decoding. Given an AG code \(\mathcal{C}_{\mathcal{L}}(D, G) \subseteq \mathbb{F}^{n}\) satisfying the non-restrictive assumption described in Section 5.2, decoding parameters \(s, \ell \in \mathbb{Z}_{>0}\) with \(s \leqslant \ell\) and a received word \(\boldsymbol{r} \in \mathbb{F}^{n}\), our strategy will be as follows:

\section*{Interpolation step:}
1) Compute a generating set of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) over \(Я\) (see Section 5.5.3).
2) Compute a generating set of \(\mathcal{M}_{s, \ell}^{(r)}(D, G)\) over \(\mathbb{F}[x]\) (see Section 5.5.4).
3) Use fast row reduction over \(\mathbb{F}[x]\) to find a nonzero \(Q \in \mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) satisfying \(\delta_{G}(Q)<s(n-\tau)\) (Section 5.5.5).

\section*{Root-finding step:}
1) Compute the power series representation \(\widehat{Q} \in \mathbb{F} \llbracket x \rrbracket[z]\) of \(Q\) by expanding its coefficients at \(P_{0}\).
2) Compute the roots of \(\widehat{Q}\) over \(\mathbb{F} \llbracket x \rrbracket\).
3) Convert these roots to \(\mathcal{L}(G)\), discarding any "spurious" solutions.

As we will see in Section 5.5.6, all of these steps can be solved using \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell^{\omega+1}(n+\right.\) \(g)\) ) operations in \(\mathbb{F}\). Moreover, by choosing the slightly more complicated generating set from Remark 5.18, this complexity can likely be improved to \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} s \ell^{\omega}(n+g)\right)\).

Now that we have charted out our course, we are ready to present the algorithmic content of this chapter.

\subsection*{5.5 Algorithms}

In this section, we describe in full detail all of the intermediate algorithms that we will use in our realization of the Guruswami-Sudan list decoder - the actual decoder is presented separately in Section 5.6.

Our first milestone will be to compute the generating set \(\left\{B_{v}^{(u)}\right\}_{v=1,2}^{u=0, \ldots, \ell}\) of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) over \(Я\) as given by Corollary 5.15 , which will require us to efficiently multiply function field elements. As outlined in Section 5.3, we will do this "pointwise", which motivates the multi-point evaluation and interpolation algorithms that are presented in Section 5.5.1 and Section 5.5.2 respectively.

\subsection*{5.5.1 Multi-Point Evaluation}

We now consider the following problem: given a function \(a \in Я(A)\) for any divisor \(A\), compute \(\operatorname{ev}_{E}(a)=\left(a\left(E_{1}\right), \ldots, a\left(E_{N}\right)\right) \in \mathbb{F}^{N}\) where \(E=E_{1}+\cdots+E_{N}\) is a divisor made up of rational places \(E_{1}, \ldots, E_{N}\) not in \(\operatorname{supp}(A) \cup\left\{P_{\infty}\right\}\). We will be encountering this relationship between two divisors so often, that it will be convenient to use shorthand notation for it:

Definition 5.19. If \(A\) and \(E=E_{1}+\cdots+E_{N}\) are divisors, where \(E_{1}, \ldots, E_{N}\) are distinct rational places not in \(\operatorname{supp}(A) \cup\left\{P_{\infty}\right\}\), then we will write
\[
E=E_{1}+\cdots+E_{N} \in \mathbb{D}(A) .
\]

Without futher ado, we present Algorithm 13 for multi-point evaluation.
```

Algorithm 13 Evaluate $(a, E, A, \boldsymbol{x}, \boldsymbol{y})$
Input:
- Divisors $A$ and $E=E_{1}+\cdots+E_{N} \in \mathbb{D}(A)$,
- a function $a=\sum_{i=0}^{\mu-1} a_{i} y_{i}^{(A)} \in Я(A)$, where $a_{i} \in \mathbb{F}[x]$,
- evaluations $\boldsymbol{x}=\left(x_{j}\right)_{j=1, \ldots, N}$, where $x_{j}=x\left(E_{j}\right) \in \mathbb{F}$,
- evaluations $\boldsymbol{y}=\left(y_{i, j}\right)_{j=1, \ldots, N}^{i=0, \ldots, \mu-1}$, where $y_{i, j}=y_{i}^{(A)}\left(E_{j}\right) \in \mathbb{F}$.

```

\section*{Output:}
```

- Evaluations $\operatorname{ev}_{E}(a) \in \mathbb{F}^{N}$.
for $i=0, \ldots, \mu-1$ do
$\left(a_{i, 1}, \ldots, a_{i, N}\right) \in \mathbb{F}^{N} \leftarrow\left(a_{i}\left(x_{1}\right), \ldots, a_{i}\left(x_{N}\right)\right) \quad \triangleright$ Univariate MPE
return $\sum_{i=0}^{\mu-1}\left(a_{i, 1} y_{i, 1}, \ldots, a_{i, N} y_{i, N}\right) \in \mathbb{F}^{N}$

```

Lemma 5.20. Algorithm 13 is correct and costs \(\widetilde{\mathcal{O}}\left(\mu N+\delta_{A}(a)+\operatorname{deg} A\right)\) operations in \(\mathbb{F}\).

Proof. Correctness simply follows from the fact that for \(j=1, \ldots, N\)
\[
\sum_{i=0}^{\mu-1} a_{i, j} y_{i, j}=\sum_{i=0}^{\mu-1} a_{i}\left(x\left(E_{j}\right)\right) y_{i}^{(A)}\left(E_{j}\right)=\sum_{i=0}^{\mu-1}\left(a_{i} y_{i}^{(A)}\right)\left(E_{j}\right)=a\left(E_{j}\right)
\]

For complexity, notice that the total cost of the for-loop on Line 1 amounts to that of evaluating each of the univariate polynomials \(a_{0}, \ldots, a_{\mu-1} \in \mathbb{F}[x]\) on \(N\) points. According to Lemma 5.8,
\[
\operatorname{deg} a_{i} \leqslant \frac{1}{\mu}\left(\delta_{A}(a)+\operatorname{deg} A\right) \quad \text { for } i=0, \ldots, \mu-1
\]
hence the total cost of the for-loop is bounded by
\[
\widetilde{\mathcal{O}}\left(\mu\left(N+\max _{i} \operatorname{deg} a_{i}\right)\right) \subseteq \widetilde{\mathcal{O}}\left(\mu N+\delta_{A}(a)+\operatorname{deg} A\right)
\]

Line 3 costs \(\mathcal{O}(\mu N)\), which is subsumed by the cost of the for-loop.

\subsection*{5.5.2 Interpolation}

Let us now turn our attention to interpolation - the inverse problem of multipoint evaluation. To attain an efficient solution, we will partition the evaluation points in a particular way:

Definition 5.21. Let \(E_{1}, \ldots, E_{N} \neq P_{\infty}\) be pairwise distinct rational places, and let \(E=E_{1}+\cdots+E_{N}\). If \(U_{1}, \ldots, U_{\mu}\) are effective divisors satisfying
1) \(E=U_{1}+\cdots+U_{\mu}\),
2) \(\operatorname{supp} U_{i} \cap \operatorname{supp} U_{k}=\varnothing\) when \(i \neq k\),
3) \(\left|\operatorname{deg} U_{i}-\operatorname{deg} U_{k}\right| \leqslant 1\) for all \(i, k\),
4) for any \(E_{j}, E_{k} \in \operatorname{supp} U_{i}\) it holds that \(x\left(E_{j}\right)=x\left(E_{k}\right) \Longleftrightarrow E_{j}=E_{k}\),
then we will say that \(U_{1}, \ldots, U_{\mu}\) is an \(x\)-partition of \(E\).

In order to prove that an \(x\)-partition always exists, we will use the following:
Lemma 5.22. If \(\mathcal{P}\) is a set of places satisfying \(x(P)=x\left(P^{\prime}\right)\) for all \(P, P^{\prime} \in \mathcal{P}\), then \(|\mathcal{P}| \leqslant \mu\).

Proof. If \(\alpha=x(P)\) for every \(P \in \mathcal{P}\), then \(0 \neq x-\alpha \in \mathcal{L}\left(\mu P_{\infty}-\sum_{P \in \mathcal{P}} P\right)\). But if \(|\mathcal{P}|>\mu\), then the above Riemann-Roch space has dimension zero.

The proof of the following lemma gives an easy way of constructing an \(x\) partition for any appropriate divisor \(E\) :

Lemma 5.23. There exists an \(x\)-partition of any divisor \(E=E_{1}+\cdots E_{N}\), where \(E_{1}, \ldots, E_{N} \neq P_{\infty}\) are pairwise distinct rational places.

Proof. We use induction on \(N\). The base case \(N=0\) is trivial, so consider the induction step: Assuming that \(U_{1}, \ldots, U_{\mu}\) is an \(x\)-partition of \(E-E_{N}\), let
\[
U \in\left\{U_{i}\right\}_{i=1}^{\mu} \text { and } V \in\left\{U_{i} \mid x\left(E_{j}\right) \neq x\left(E_{N}\right) \text { for all } E_{j} \in \operatorname{supp} U_{i}, i=1, \ldots, \mu\right\}
\]
have minimal degrees in their respective sets, the latter of which is non-empty due to Lemma 5.22. If \(\operatorname{deg} U=\operatorname{deg} V\), then an \(x\)-partition of \(E\) can be obtained by replacing \(V\) with \(V+E_{N}\). On the other hand, if \(\operatorname{deg} U=\operatorname{deg} V-1\), then \(U\) contains a place \(P_{U}\) with \(x\left(P_{U}\right)=x\left(E_{N}\right)\), and \(V\) contains a place \(P_{V}\) with \(x\left(P_{V}\right) \neq x\left(E_{j}\right)\) for all \(E_{j} \in U\). In this case, an \(x\)-partition of \(E\) can be obtained by replacing \(U\) with \(U+E_{N}-P_{U}+P_{V}\), and \(V\) with \(V-P_{V}+P_{U}\).

Another ingredient that we will use in our interpolation algorithm is the homogeneous case of simultaneous Hermite-Padé approximations, which is captured in the following definition:

Definition 5.24. For any matrix \(\boldsymbol{A} \in \mathbb{F}[x]^{\phi \times \theta}\) with columns \(\boldsymbol{A}_{1}, \ldots, \boldsymbol{A}_{\theta}\) and any vector \(\boldsymbol{u}=\left(u_{1}, \ldots, u_{\theta}\right) \in \mathbb{F}[x]^{\theta}\), we define the \(\mathbb{F}[x]\)-module
\[
\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})=\left\{\boldsymbol{v} \in \mathbb{F}[x]^{\phi} \mid \boldsymbol{v} \cdot \boldsymbol{A}_{k} \equiv 0 \quad\left(\bmod u_{k}\right) \text { for } k=1, \ldots, \theta\right\} .
\]

In the context of Definition 5.24, we are interested in being able to compute a shifted Popov basis of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\). Fortunately, this problem has been studied extensively in the literature [JNSV16, JNSV17, RS21]. The following is a direct adaptation of [RS21, Theorem 1.7].

Theorem 5.25 ([RS21, Theorem 1.7]). If \(\phi, \theta \in \mathbb{Z}_{>0}\) are integers such that \(\phi \geqslant \theta\), then there exists an algorithm which for any \(\boldsymbol{A} \in \mathbb{F}[x]^{\phi \times \theta}, \boldsymbol{u} \in(\mathbb{F}[x] \backslash\{0\})^{\theta}\) and \(\boldsymbol{d}=\left(d_{1}, \ldots, d_{\phi}\right) \in \mathbb{Z}_{\geqslant 0}^{\phi}\) can compute a matrix \(\boldsymbol{V} \in \mathbb{F}[x]^{\phi \times \phi}\) in \((-\boldsymbol{d})\)-Popov form, whose rows form an \(\mathbb{F}[x]\)-basis of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\). Furthermore, if there exists a vector \(\boldsymbol{v}=\left(v_{1}, \ldots, v_{\phi}\right) \in \mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\) satisfying the degree constraints \(\operatorname{deg} v_{t}<d_{t}\) for \(t=1, \ldots, \phi\), then at least one row of \(\boldsymbol{V}\) will also satisfy these constraints. The complexity of such an algorithm can be taken to be \(\widetilde{\mathcal{O}}\left(\phi^{\omega-1} \theta d\right)\) operations in \(\mathbb{F}\), where \(d=\max _{t} d_{t}+\max _{k} \operatorname{deg} u_{k}\).

In some of our use cases of Theorem 5.25 , we will need to allow the shifts \(d_{1}, \ldots, d_{\phi}\) to be non-integer - in particular, they will belong to \(\frac{1}{\mu} \mathbb{Z} \subset \mathbb{Q}\). Fortunately, this has already been solved in [NB15] by simply permuting the columns in a very specific way:

Theorem 5.26 (Reformulation of Corollary 12 in [NB15]). Let \(\boldsymbol{V} \in \mathbb{F}[x]^{\gamma \times \phi}\) and \(\boldsymbol{d}=\left(d_{1} / \mu, \ldots, d_{\phi} / \mu\right) \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\phi} \subset \mathbb{Q}^{\phi}\), where \(d_{1}, \ldots, d_{\phi} \in \mathbb{Z}\). If \(\pi\) is the permutation on \(\{1, \ldots, \phi\}\) defined by
\[
\pi(i)>\pi(j) \Longleftrightarrow \quad \begin{gathered}
\left(d_{i} \mathrm{rem} \mu\right)>\left(d_{j} \text { rem } \mu\right) \\
\text { or } \\
\left(d_{i} \mathrm{rem} \mu\right)=\left(d_{j} \mathrm{rem} \mu\right) \text { and } i>j
\end{gathered}
\]
and \(\Psi: \mathbb{F}[x]^{\phi} \rightarrow \mathbb{F}[x]^{\phi}\) is the map
\[
\left(v_{1}, \ldots, v_{\phi}\right) \mapsto\left(x^{\left[d_{\pi(1)} / \mu\right]} v_{\pi(1)}, \ldots, x^{\left[d_{\pi(\phi)} / \mu\right]} v_{\pi(\phi)}\right),
\]
then \(\boldsymbol{V}\) is in \(\boldsymbol{d}\)-Popov form if and only if \(\Psi(\boldsymbol{V})\) is in (unshifted) Popov form, where \(\Psi(\boldsymbol{V}) \in \mathbb{F}[x]^{\gamma \times \phi}\) is the matrix created by applying \(\Psi\) to each row of \(\boldsymbol{V}\).

Using the permutation defined in Theorem 5.26, we immediately obtain a stronger version of Theorem 5.25:

Corollary 5.27. In the context of Theorem 5.25, we can allow \(\boldsymbol{d} \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\phi}\) and still find the sought matrix \(\boldsymbol{V} \in \mathbb{F}[x]^{\phi \times \phi}\) in complexity \(\widetilde{\mathcal{O}}\left(\phi^{\omega-1} \theta d\right)\) operations in \(\mathbb{F}\), where \(d=\max _{t}\left|d_{t}\right|+\max _{k} \operatorname{deg} u_{k}\).

Proof. Write \(\boldsymbol{d}=\left(\tilde{d}_{1} / \mu, \ldots, \tilde{d}_{\phi} / \mu\right)\) with \(\tilde{d}_{t} \in \mathbb{Z}\), and notice that Theorem 5.26 implies that \(\boldsymbol{V} \in \mathbb{F}[x]^{\phi \times \phi}\) is in \((-\boldsymbol{d})\)-Popov form if and only if \(\tilde{\boldsymbol{V}} \in \mathbb{F}[x]^{\phi \times \phi}\) is in \((-\widetilde{\boldsymbol{d}})\)-Popov form, where
\[
\tilde{\boldsymbol{d}}=\left(\left\lfloor\tilde{d}_{\pi(1)} / \mu\right\rfloor, \ldots,\left\lfloor\tilde{d}_{\pi(\phi)} / \mu\right\rfloor\right) \in \mathbb{Z}^{\phi},
\]
and \(\tilde{\boldsymbol{V}}\) is matrix obtained from \(\boldsymbol{V}\) by permuting its columns using \(\pi\) from Theorem 5.26. By Theorem 5.25 , for any matrix \(\boldsymbol{A} \in \mathbb{F}[x]^{\phi \times \theta}\), we can compute the basis \(\widetilde{\boldsymbol{V}} \in \mathbb{F}[x]^{\phi \times \phi}\) of \(\mathcal{H}_{\boldsymbol{u}}(\widetilde{\boldsymbol{A}})\) in \((-\widetilde{\boldsymbol{d}})\)-Popov form, where \(\widetilde{\boldsymbol{A}} \in \mathbb{F}[x]^{\phi \times \theta}\) is obtained by permuting the rows of \(\boldsymbol{A}\) by \(\pi\), as long as the entries of \(\tilde{\boldsymbol{d}}\) are nonnegative. By simply adding the constant \(\left.\max _{t}| | \widetilde{d}_{t} \mid / \mu\right]\) to all coordinates of \(\widetilde{\boldsymbol{d}}\), we can ensure that this is true without breaking the target complexity. Finally, it is trivial to obtain \(\boldsymbol{V}\) from \(\tilde{\boldsymbol{V}}\) by applying \(\pi^{-1}\) to its columns.

We proceed by reducing our interpolation problem to that of simultaneous Hermite-Padé approximations, which will allow us to solve it using Corollary 5.27.

Lemma 5.28. Given divisors \(A\) and \(E=E_{1}+\cdots+E_{N} \in \mathbb{D}(A)\), interpolation values \(\left(w_{1}, \ldots, w_{N}\right) \in \mathbb{F}^{N}\) and an \(x\)-partition \(U_{1}, \ldots, U_{\mu}\) of \(E\), consider a rowvector \(\boldsymbol{T}=\left[T_{k}\right] \in \mathbb{F}[x]^{1 \times \mu}\) and a matrix \(\boldsymbol{S}=\left[S_{i, k}\right] \in \mathbb{F}[x]^{\mu \times \mu}\), where
\[
T_{k}\left(x\left(E_{j}\right)\right)=-w_{j} \quad \text { and } \quad S_{i, k}\left(x\left(E_{j}\right)\right)=y_{i}^{(A)}\left(E_{j}\right) \quad \text { for all } \quad E_{j} \in \operatorname{supp}\left(U_{k}\right)
\]

If \(\boldsymbol{d}=\left(d_{0}, \ldots, d_{\mu-1}, 0\right) \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\mu+1}\) with \(d_{i}=\frac{1}{\mu}\left(\operatorname{deg} E+2 g-\operatorname{deg} A-\delta_{A}\left(y_{i}^{(A)}\right)\right)\), and \(\boldsymbol{u}=\left(u_{1}, \ldots, u_{\mu}\right) \in \mathbb{F}[x]^{\mu}\) with \(u_{k}=\prod_{E_{j} \in \operatorname{supp}\left(U_{k}\right)}\left(x-x\left(E_{j}\right)\right)\), then in the \((-\boldsymbol{d})\)-Popov basis of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\), where
\[
\boldsymbol{A}=\left[\frac{\boldsymbol{S}}{\boldsymbol{T}}\right] \in \mathbb{F}^{(\mu+1) \times \mu}
\]
there exists a vector \(\boldsymbol{a}=\left(a_{0}, \ldots, a_{\mu-1}, 1\right) \in \mathbb{F}[x]^{\mu+1}\) with \(\operatorname{deg} a_{i}<d_{i}\). Moreover, if \(a=\sum_{i=0}^{\mu-1} a_{i} y_{i}^{(A)}\), then \(\delta_{A}(a) \leqslant \operatorname{deg} E+2 g-1-\operatorname{deg} A\) and \(a\left(E_{j}\right)=w_{j}\) for \(j=1, \ldots, N\).

Proof. According to Lemma 1.18, there exists a function \(b \in G(A)\) with
\[
\delta_{A}(b) \leqslant \operatorname{deg} E+2 g-1-\operatorname{deg} A
\]
such that \(b\left(E_{j}\right)=w_{j}\) for \(j=1, \ldots, N\). If we write \(b=\sum_{i=0}^{\mu-1} b_{i} y_{i}^{(A)}\), where \(b_{i} \in \mathbb{F}[x]\), then it follows from Lemma 5.8 that
\[
\operatorname{deg} b_{i} \leqslant \frac{1}{\mu}\left(\delta_{A}(a)-\delta_{A}\left(y_{i}^{(A)}\right)\right)=\frac{1}{\mu}\left(\operatorname{deg} E+2 g-1-\operatorname{deg} A-\delta_{A}\left(y_{i}^{(A)}\right)\right)<d_{i}
\]

We claim that \(\boldsymbol{b}:=\left(b_{0}, \ldots, b_{\mu-1}, 1\right) \in \mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\). To see this let
\[
c_{k}=\sum_{i=0}^{\mu-1} b_{i} S_{i, k}+T_{k} \in \mathbb{F}[x] \quad \text { for } k=1, \ldots, \mu,
\]
and observe that for any \(E_{j} \in U_{k}\) it holds that
\[
c_{k}\left(x\left(E_{j}\right)\right)=\sum_{i=0}^{\mu-1} b_{i}\left(x\left(E_{j}\right)\right) y_{i}^{(A)}\left(E_{j}\right)-w_{j}=b\left(E_{j}\right)-w_{j}=0 .
\]

This implies that \(\boldsymbol{b} \boldsymbol{A}_{k}=c_{k} \equiv 0\left(\bmod u_{k}\right)\), where \(\boldsymbol{A}_{k} \in \mathbb{F}[x]^{(\mu+1) \times 1}\) denotes the \(k\)-th column of \(\boldsymbol{A}\). But then indeed, \(\boldsymbol{b} \in \mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\) by definition.

Note that the \((-\boldsymbol{d})\)-leading position of \(\boldsymbol{b}\) is the last one, which implies that the \((-\boldsymbol{d})\)-Popov basis of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\) will contain a vector \(\boldsymbol{a}=\left(a_{0}, \ldots, a_{\mu-1}, a_{\mu}\right)\) with the same leading position-in particular \(a_{\mu} \neq 0\). Since \(\boldsymbol{a}\) has minimal ( \(-\boldsymbol{d}\) )-degree among all vectors in \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\) whose leading position is the last one, we conclude that \(\boldsymbol{a}\) satisfies the same degree constraints as \(\boldsymbol{b}\).

To conclude the proof, observe that
\[
\begin{aligned}
\delta_{A}(a) & =\max _{i}\left(\delta\left(a_{i}\right)+\delta_{A}\left(y_{i}^{(A)}\right)\right)=\max _{i}\left(\mu \operatorname{deg} a_{i}+\delta_{A}\left(y_{i}^{(A)}\right)\right) \\
& <\max _{i}\left(\mu d_{i}+\delta_{A}\left(y_{i}^{(A)}\right)\right)=\operatorname{deg} E+2 g-\operatorname{deg} A
\end{aligned}
\]
and that for any \(E_{j} \in U_{k}\), where \(k=1, \ldots, \mu\), it holds that
\[
\begin{aligned}
a\left(E_{j}\right)-w_{j} & =\sum_{i=0}^{\mu-1} a_{i}\left(x\left(E_{j}\right)\right) y_{i}^{(A)}\left(E_{j}\right)-w_{j} \\
& =\sum_{i=0}^{\mu-1} a_{i}\left(x\left(E_{j}\right)\right) S_{i, k}\left(x\left(E_{j}\right)\right)+T_{k}\left(x\left(E_{j}\right)\right) \\
& =\left(\boldsymbol{a} \boldsymbol{A}_{k}\right)\left(x\left(E_{j}\right)\right)=0
\end{aligned}
\]
since \(\boldsymbol{a} \in \mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\). Consequently, \(a\left(E_{j}\right)=w_{j}\) for \(j=1, \ldots, N\).

It is straightforward to extract an interpolation algorithm from Lemma 5.28 - we present it in Algorithm 14.

\section*{Algorithm 14 Interpolate \((\boldsymbol{w}, E, A, \boldsymbol{x}, \boldsymbol{y})\)}

\section*{Input:}
- Divisors \(A\) and \(E=E_{1}+\cdots+E_{N} \in \mathbb{D}(A)\),
- interpolation values \(\boldsymbol{w}=\left(w_{1}, \ldots, w_{N}\right) \in \mathbb{F}^{N}\),
- evaluations \(\boldsymbol{x}=\left(x_{j}\right)_{j=1, \ldots, N}\), where \(x_{j}=x\left(E_{j}\right) \in \mathbb{F}\),
- evaluations \(\boldsymbol{y}=\left(y_{i, j}\right)_{j=1, \ldots, N}^{i=0, \ldots, \mu-1}\), where \(y_{i, j}=y_{i}^{(A)}\left(E_{j}\right) \in \mathbb{F}\).

\section*{Output:}
- \(a \in G(A)\) satisfying \(a\left(E_{j}\right)=w_{j}\) for \(j=1, \ldots, N\) and \(\delta_{A}(a) \leqslant \operatorname{deg} E+2 g-1-\operatorname{deg} A\).
\(U_{1}, \ldots, U_{\mu} \leftarrow\) an \(x\)-partition of \(E\)
\(\boldsymbol{S}=\left[S_{i, k}\right] \in \mathbb{F}[x]^{\mu \times \mu} \leftarrow\) matrix with \(S_{i, k}\left(x_{j}\right)=y_{i, j}\) for all \(E_{j} \in U_{k}\)
\(\boldsymbol{T}=\left[T_{k}\right] \in \mathbb{F}[x]^{\mu} \leftarrow\) row vector with \(T_{k}\left(x_{j}\right)=-w_{j}\) for all \(E_{j} \in U_{k}\)
\(\boldsymbol{u}=\left(u_{1}, \ldots, u_{\mu}\right) \in \mathbb{F}[x]^{\mu} \leftarrow\) vector with \(u_{k}=\prod_{E_{j} \in U_{k}}\left(x-x_{j}\right)\)
\(\boldsymbol{d}=\left(d_{0}, \ldots, d_{\mu-1}, 0\right) \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\mu+1} \leftarrow\) vector with \(d_{i}=\frac{1}{\mu}\left(\operatorname{deg} E+2 g-\operatorname{deg} A-\delta_{A}\left(y_{i}^{(A)}\right)\right)\)
\(\boldsymbol{P} \in \mathbb{F}[x]^{(\mu+1) \times(\mu+1)} \leftarrow(-\boldsymbol{d})\)-Popov basis matrix of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\), where \(\boldsymbol{A}=\left[\frac{\boldsymbol{S}}{\boldsymbol{T}}\right] \in \mathbb{F}^{(\mu+1) \times \mu}\)
: \(\boldsymbol{a}=\left(a_{0}, \ldots, a_{\mu-1}, 1\right) \in \mathbb{F}[x]^{\mu+1} \leftarrow\) a row of \(\boldsymbol{P}\) with \(\operatorname{deg} a_{i}<d_{i}\) for all \(i\)
return \(a=\sum_{i=0}^{\mu-1} a_{i} y_{i}^{(A)}\)
Proposition 5.29. Algorithm 14 is correct and has complexity \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1}(N+g)\right)\).

Proof. Correctness follows directly from Lemma 5.28. For complexity, note that for all \(i\) and \(k\), we have \(\operatorname{deg} u_{k}=\left|U_{k}\right| \leqslant\lceil N / \mu\rceil\), and we can choose
\[
\operatorname{deg} S_{i, k}, \operatorname{deg} T_{k}<\lceil N / \mu\rceil
\]

Step \(2 \operatorname{costs} \widetilde{\mathcal{O}}\left(\mu^{2} N / \mu\right)=\widetilde{\mathcal{O}}(\mu N)\), while Steps 3 and \(4 \operatorname{cost} \widetilde{\mathcal{O}}(\mu N / \mu)=\widetilde{\mathcal{O}}(N)\). The bottleneck lies in Step 6, which according to Corollary 5.27 costs
\(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \mu\left(\max _{i} d_{i}+\max _{k} \operatorname{deg} u_{k}\right)\right) \subseteq \widetilde{\mathcal{O}}\left(\mu^{\omega}\left(\frac{\operatorname{deg} E+2 g}{\mu}+\frac{N}{\mu}\right)\right)=\widetilde{\mathcal{O}}\left(\mu^{\omega-1}(N+g)\right)\).
Here we used that \(d_{i} \leqslant(\operatorname{deg} E+2 g) / \mu\), since \(\operatorname{deg} A+\delta_{A}\left(y_{i}^{(A)}\right) \geqslant 0\) by Lemma 5.6.

Before we proceed to the next section, where we will use both interpolation and multi-point evaluation in order to compute a generating set of \(\mathcal{M}_{s, \ell}^{(r)}(D, G)\) over

Я, let us make a final comment on the output of Algorithm 14. We know from Lemma 5.28 that the returned \(a=\sum_{i=0}^{\mu-1} a_{i} y_{i}^{(A)}=\operatorname{Interpolate}(\boldsymbol{w}, E, A, \boldsymbol{x}, \boldsymbol{y})\) satisfies \(\delta_{A}(a) \leqslant \operatorname{deg} E+2 g-1-\operatorname{deg} A\), however, more can be said: Although this bound is sharp in the sense that it is the best that one can expect in general, in specific cases it can be beaten. A convenient property of Algorithm 14 is that its output \(a\) is guaranteed to have the smallest possible value of \(\delta_{A}(a)\) among all possible interpolating functions, which is shown in the following lemma.

Lemma 5.30. In the context of Algorithm 14, the output \(a \in G(A)\) satisfies \(\delta_{A}(a) \leqslant \delta_{A}(b)\) for all functions \(b \in Я(A)\) with \(b\left(E_{j}\right)=w_{j}\) for \(j=1, \ldots, N\).

Proof. Consider the map \(\varphi\) which sends any function \(b=\sum_{i=0}^{\mu-1} b_{i} y_{i}^{(A)} \in Я(A)\) to the vector \(\left(b_{0}, \ldots, b_{\mu-1}\right) \in \mathbb{F}[x]^{\mu}\), and observe that if \(b\left(E_{j}\right)=w_{j}\) for all \(j\), then \(\varphi(a-b)\) is in the row space of the matrix \(\widetilde{\boldsymbol{P}} \in \mathbb{F}[x]^{\mu \times \mu}\) obtained from the first \(\mu\) rows and columns of \(\boldsymbol{P}\). It is clear that \(\widetilde{\boldsymbol{P}}\) is in \((-\widetilde{\boldsymbol{d}})\)-Popov form, where \(\tilde{\boldsymbol{d}}=\left(d_{0}, \ldots, d_{\mu-1}\right)\), and that each entry in \(\varphi(a)\) has degree strictly smaller than the maximal degree of the corresponding column in \(\widetilde{\boldsymbol{P}}\) : otherwise \(\boldsymbol{P}\) would not be in \((-\boldsymbol{d})\)-Popov form. But then, if \(\varphi(b)\) satisfies the same degree constraints as \(\varphi(a)\), so does \(\varphi(a-b)\), and it follows from Proposition 1.6 on page 8 that \(\varphi(a-b)=0\), implying that \(a=b\) (see also [Kai80, Theorem 6.3-15] or [Nei16, Lemma 1.24]).

\subsection*{5.5.3 Computing a Я-generating set of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\)}

In this section we show how to efficiently compute the generating set \(\left\{B_{v}^{(u)}\right\}\) of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) over \(Я\), as given by Corollary 5.15. As we have mentioned previously, we will carry out the required multiplications of function field elements pointwise-relying on Algorithm 13 and Algorithm 14 for multi-point evaluation and interpolation respectively. The following lemma essentially tells us how many evaluation points we should use in order to guarantee that no information is lost in the process.

Lemma 5.31. Let \(a \in G(A)\) and \(b \in G(B)\), where \(A\) and \(B\) are divisors, and let \(E=E_{1}+\cdots+E_{N} \in \mathbb{D}(A) \cap \mathbb{D}(B)\). If \(c \in Я(A+B)\) satisfies \(c\left(E_{j}\right)=a\left(E_{j}\right) b\left(E_{j}\right)\) for \(j=1, \ldots, N\) and \(\delta_{A+B}(c)<N-\operatorname{deg}(A+B)\), then \(c=a b\).

Proof. Note that \(c \in \mathcal{L}(C)\), where \(C=\delta_{A+B}(c) P_{\infty}+A+B\). Using the notation as well as the claim of Lemma 1.17, we get that \(\mathrm{ev}_{E, C}\) is injective. The sought conclusion follows from \(\mathrm{ev}_{E, C}(c)=\mathrm{ev}_{E, C}(a b)\).

As can be seen in Algorithm 15, it is now straightforward to compute the sought generators of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) over \(Я\).
```

Algorithm 15 Generators ${ }_{\text {G }}(\boldsymbol{r}, D, G, E, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{g})$
Input:
- Received word $\boldsymbol{r} \in \mathbb{F}^{n}$,
- divisors $D$ and $G$ for the code $\mathcal{C}_{\mathcal{L}}(D, G)$,
- a divisor $E=E_{1}+\cdots+E_{N} \in \mathbb{D}(G)$ with $N \geqslant(\ell+1) \operatorname{deg} G+4 g+(s+1) n$,
- evaluations $\boldsymbol{x}=\left(x_{j}\right)_{j=1, \ldots, N}$, where $x_{j}=x\left(E_{j}\right) \in \mathbb{F}$,
- evaluations $\boldsymbol{y}=\left(y_{i, j}\right)_{j=1, \ldots, N}^{i=0, \ldots, \mu-1}$, where $y_{i, j}=y_{i}^{(A)}\left(E_{j}\right) \in \mathbb{F}$,
- evaluations $\boldsymbol{g}=\left(g_{v, j}^{(u)}\right)_{v=1,2, j, j=1, \ldots, N}^{u=0, \ldots, \ell}$, where $g_{v, j}^{(u)}=g_{v}^{(u)}\left(E_{j}\right) \in \mathbb{F}$,
$\left\langle g_{1}^{(u)}, g_{2}^{(u)}\right\rangle_{\text {Я }}=Я\left(G_{u}\right)$ and $\delta_{G_{u}}\left(g_{v}^{(u)}\right) \leqslant 4 g-1+(u+1) \operatorname{deg}(G)+(s+1) n$,
as in Corollary 5.15.

```

\section*{Output:}
```

- $\left(B_{v}^{(u)}\right)_{v=1,2}^{u=0, \ldots, \ell}$ such that $\left\langle B_{v}^{(u)}\right\rangle_{\mathrm{g}}=\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)$.
$R \in G(G) \leftarrow \operatorname{Interpolate}(\boldsymbol{r}, D, G, \boldsymbol{x}, \boldsymbol{y}) \quad \triangleright$ Algorithm 14
$\left(\rho_{j}^{(0)}\right)_{j=1}^{N} \in \mathbb{F}^{N} \leftarrow(1, \ldots, 1)$
$\left(\rho_{j}^{(1)}\right)_{j=1}^{N} \in \mathbb{F}^{N} \leftarrow$ Evaluate $(-R, E, G, \boldsymbol{x}, \boldsymbol{y}) \quad \triangleright$ Algorithm 13
for $u=2, \ldots, \ell$ do

$$
\left(\rho_{j}^{(u)}\right)_{j=1}^{N} \in \mathbb{F}^{N} \leftarrow\left(\rho_{j}^{(1)} \rho_{j}^{(u-1)}\right)_{j=1}^{N}
$$

for $u=0, \ldots, \ell, v=1,2$ and $t=0, \ldots, u$ do

$$
\boldsymbol{c}_{v, t}^{(u)} \in \mathbb{F}^{N} \leftarrow\left(\rho_{j}^{(u-t)} g_{v, j}^{(u)}\right)_{j=1, \ldots, N}
$$

$$
c_{v, t}^{(u)} \in Я(-t G) \leftarrow \operatorname{Interpolate}\left(\boldsymbol{c}_{v, t}^{(u)}, E,-t G, \boldsymbol{x}, \boldsymbol{y}\right)
$$

for $u=0, \ldots, \ell$ and $v=1,2$ do
$B_{v}^{(u)} \in \mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G) \leftarrow \sum_{t=0}^{u}\binom{u}{t} z^{t} c_{v, t}^{(u)}$
return $\left(B_{v}^{(u)}\right)_{v=1,2}^{u=0, \ldots,}$

```

Proposition 5.32. Algorithm 15 is correct and costs \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell^{3}(n+g)\right)\) operations in \(\mathbb{F}\).

Proof. Note that \(\delta_{G}(R) \leqslant n+2 g-1-\operatorname{deg} G\) due to Proposition 5.29, which
together with the given upper bound for \(\delta_{G_{u}}\left(g_{v}^{(u)}\right)\) implies that
\[
\begin{align*}
\delta_{-t G}\left(R^{u-t} g_{v}^{(u)}\right) & =\delta_{(u-t) G+G_{u}}\left(R^{u-t} g_{v}^{(u)}\right) \\
& \leqslant(u-t)(n+2 g-1-\operatorname{deg} G)+4 g-1+(u+1) \operatorname{deg} G+(s+1) n \\
& =(t+1) \operatorname{deg} G+(u-t+2)(2 g-1)+1+(s+1) n  \tag{5.3}\\
& =(t+1)(\operatorname{deg} G-2 g+1)+(u+3)(2 g-1)+1+(s+1) n \\
& \leqslant(\ell+1)(\operatorname{deg} G-2 g+1)+(\ell+3)(2 g-1)+1+(s+1) n \\
& =(\ell+1) \operatorname{deg} G+2(2 g-1)+1+(s+1) n \\
& <(\ell+1) \operatorname{deg} G+4 g+(s+1) n .
\end{align*}
\]

Lemma 5.30 then implies that Interpolate \(\left(\boldsymbol{c}_{v, t}^{(u)}, E,-t G\right)\) will output a function \(c_{v, t}^{(u)} \in Я(G)\) satisfying \(\delta_{-t G}\left(c_{v, t}^{(u)}\right)<(\ell+1) \operatorname{deg} G+4 g+(s+1) n\).

To complete the correctness proof, we consider Lemma 5.31 for the divisors \(A=(u-t) G, B=-u G\) and the functions \(a=(-R)^{u-t}, b=g_{v}^{(u)}\), and \(c=c_{v, t}^{(u)}\). By construction, it is clear that for all \(E_{j} \in \operatorname{supp} E\) we have that \(c_{v, t}^{(u)}\left(E_{j}\right)=(-R)^{u-t}\left(E_{j}\right) g_{v}^{(u)}\left(E_{j}\right)\). Moreover, \(\operatorname{deg} E \geqslant(\ell+1) \operatorname{deg} G+4 g+(s+1) n\), whence \(\delta_{-t G}\left(c_{v, t}^{(u)}\right)<\operatorname{deg} E \leqslant \operatorname{deg} E-\operatorname{deg}(-t G)\). Consequently, Lemma 5.31 implies that \(c_{v, t}^{(u)}=(-R)^{u-t} g_{v}^{(u)}\).

The complexity of the algorithm is dominated by the for-loop in Lines 6-8. The \(\mathcal{O}\left(\ell^{2}\right)\) calls of Interpolate \(\left(\boldsymbol{c}_{v, t}^{(u)}, E,-t G\right)\) cost \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell(n+g)\right)\) operations each, amounting to the total cost of \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell^{3}(n+g)\right)\).

Remark 5.33. The generating set \(\left\{\widetilde{B}_{v}^{(u)}\right\}\) from Remark 5.18 can be computed slightly faster. Indeed, in these generators, the needed powers \((-R)^{u}\) have the range \(u=0, \ldots, s\), so the for-loop in Lines \(6-8\) performs \(\mathcal{O}(s \ell)\) calls to Interpolate \(\left(\boldsymbol{c}_{v, t}^{(u)}, E,-t G\right)\), resulting in the total cost of \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} s \ell^{2}(n+g)\right)\).

\subsection*{5.5.4 Computing an \(\mathbb{F}[x]\)-generating set of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\)}

In the previous section, we saw how to efficiently compute the generating set \(\left\{B_{v}^{(u)}\right\}\) of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) over Я, as in Corollary 5.15. Following the strategy outlined in Section 5.4.2, the next logical step is to compute the set of products \(\left\{y_{i} B_{v}^{(u)}\right\}\), which generates \(\mathcal{M}_{s, \ell}^{(r)}(D, G)\) over \(\mathbb{F}[x]\) according to Corollary 5.17. Naturally, we now consider the following problem: given a function \(a \in G(A)\) for some divisor \(A\), compute \(y_{0} a, \ldots, y_{\mu-1} a \in G(A)\). Indeed, any algorithm for solving this can be used to obtain the sought \(\mathbb{F}[x]\)-basis of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\)
by simply calling it on the \(z\)-coefficients of the \(B_{v}^{(u)}\). We could in principle compute the products \(y_{i} a\) individually, relying on pointwise multiplication as we did in Algorithm 15; however, this would break our target complexity because computing each \(y_{i} B_{v}^{(u)}\) this way would cost \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell^{2}(n+g)\right)\) operations, and we need to compute \(2 \mu(\ell+1)\) such terms in total.

In this section we present a more efficient approach which computes all of the \(y_{0} a, \ldots, y_{\mu-1} a\) simultaneously by taking advantage of the fact that they form an \(\mathbb{F}[x]\)-basis of \(\langle a\rangle_{g}\). Since there is an obvious \(\mathbb{F}[x]\)-isomorphism between the modules \(\langle a\rangle_{g}\) and \(\langle z-a\rangle_{g}\), where \(z\) is an indeterminate, obtaining a basis of the former is easily reduced to obtaining one of the latter. As we will see, \(\langle z-a\rangle_{\mathrm{A}}\) turns out to be closely related to a particular instance of simultaneous Hermite-Padé approximations, which will allow us to compute the sought \(\mathbb{F}[x]\) basis using Theorem 5.25 as well as Corollary 5.27. In order to explain this precisely, we proceed with a few technical results.

If \(H(z) \in F[z], \alpha \in \mathbb{F}\) and \(P\) is a rational place that is not a pole of any of the coefficients of \(H(z)\), then we will denote by \(H(P, \alpha) \in \mathbb{F}\) the evaluation of \(H(\alpha) \in F\) at \(P\). Furthermore, for any divisors \(A\) and \(E=E_{1}+\cdots+E_{N} \in \mathbb{D}(A)\), and any function \(a \in G(A)\), we define the \(\mathbb{F}[x]\)-module
\(\mathcal{N}_{A, E}(a)=\left\{H=H_{0}+H_{1} z \in Я(A) \oplus z Я \mid H(P, a(P))=0\right.\) for all \(\left.P \in \operatorname{supp}(E)\right\}\).
To avoid repetition, in the next few lemmas we will treat \(A, E\) and \(a\) as fixed.
It is clear that \(\langle z-a\rangle_{\mathrm{g}}\) is a submodule of \(\mathcal{N}_{A, E}(a)\). The following result shows that it is a particularly well-behaved one:

Lemma 5.34. If \(H=H_{0}+z H_{1} \in \mathcal{N}_{A, E}(a)\) satisfies
\[
\max \left\{\delta_{A}\left(H_{0}\right), \delta\left(H_{1}\right)+\delta_{A}(a)\right\}<\operatorname{deg} E-\operatorname{deg} A
\]
then \(H(a)=0\), i.e. \(H \in\langle z-a\rangle_{\text {g }}\).

Proof. Since \(H \in \mathcal{N}_{A, E}(a)\), then \(H(a) \in Я(A)\). Moreover, by definition of \(\delta_{A}\), \(H(a) \in \mathcal{L}\left(\delta_{A}(H(a)) P_{\infty}+A\right)\), and since \(H(a)\left(E_{j}\right)=0\) for \(j=1, \ldots, N\), then \(H(a) \in \mathcal{L}\left(\delta_{A}(H(a)) P_{\infty}+A-E\right)\) because \(E \in \mathbb{D}(A)\). But we also know that
\[
\delta_{A}(H(a)) \leqslant \max \left\{\delta_{A}\left(H_{0}\right), \delta\left(H_{1}\right)+\delta_{A}(a)\right\}<\operatorname{deg} E-\operatorname{deg} A,
\]
which implies that the aforementioned Riemann-Roch space is trivial.

Lemma 5.34 essentially tells us that "small" elements in \(\mathcal{N}_{A, E}(a)\) necessarily also belong to \(\langle z-a\rangle_{\text {g }}\). In particular, this means that we might be able to recognize
the sought \(\mathbb{F}[x]\)-basis of \(\langle z-a\rangle_{\text {g }}\) as a subset of some appropriately "reduced" basis of \(\mathcal{N}_{A, E}(a)\). In the following lemma we relate \(\mathcal{N}_{A, E}(a)\) to simultaneous Hermite-Padé approximations, which will allow us to obtain such a reduced basis using Theorem 5.25 and Corollary 5.27.

Lemma 5.35. Let \(U_{1}, \ldots, U_{\mu}\) be an \(x\)-partition of \(E\), and consider matrices \(\boldsymbol{S}=\left[S_{i, k}\right], \boldsymbol{T}=\left[T_{i, k}\right]\) in \(\mathbb{F}[x]^{\mu \times \mu}\) satisfying
\[
S_{i, k}\left(x\left(E_{j}\right)\right)=y_{i}^{(A)}\left(E_{j}\right) \quad \text { and } \quad T_{i, k}\left(x\left(E_{j}\right)\right)=a\left(E_{j}\right) y_{i}\left(E_{j}\right) \quad \text { for } E_{j} \in U_{k}
\]

If \(\boldsymbol{u}=\left(u_{1}, \ldots, u_{\mu}\right) \in \mathbb{F}[x]^{\mu}\), where \(u_{k}=\prod_{E_{j} \in \operatorname{supp} U_{k}}\left(x-x\left(E_{j}\right)\right)\), then the map
\[
\psi: \sum_{i=0}^{\mu-1}\left(s_{i} y_{i}^{(A)}+t_{i} z y_{i}\right) \mapsto\left(s_{0}, \ldots, s_{\mu-1}, t_{0}, \ldots, t_{\mu-1}\right)
\]
is an \(\mathbb{F}[x]\)-isomorphism between \(\mathcal{N}_{A, E}(a)\) and \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\), where
\[
\boldsymbol{A}=\left[\frac{\boldsymbol{S}}{\boldsymbol{T}}\right] \in \mathbb{F}^{2 \mu \times \mu}
\]

Proof. Clearly \(\psi\) is an \(\mathbb{F}[x]\)-isomorphism between \(Я(A) \oplus z Я\) and \(\mathbb{F}[x]^{2 \mu}\), so it suffices to show that for any \(H \in Я(A) \oplus z Я\) it holds that \(H \in \mathcal{N}_{A, E}(a)\) if and only if \(\psi(H) \in \mathcal{H}_{\boldsymbol{q}}(\boldsymbol{A})\), or in other words that \(H\left(E_{j}, a\left(E_{j}\right)\right)=0\) for all \(E_{j} \in \operatorname{supp} U_{k}, k=1, \ldots, \mu\) if and only if \(\psi(H) \cdot \boldsymbol{A}_{k} \equiv 0 \bmod u_{k}, k=1, \ldots, \mu\), where \(\boldsymbol{A}_{k}\) denotes the \(k\)-th column of \(\boldsymbol{A}\). But this is necessarily true, since for every \(E_{j} \in U_{k}\) the following identity holds, where \(\alpha=x\left(E_{j}\right)\) :
\[
\begin{aligned}
H\left(E_{j}, a\left(E_{j}\right)\right) & =\sum_{i=1}^{\mu}\left(s_{i}(\alpha) y_{i}^{(A)}\left(E_{j}\right)+t_{i}(\alpha) a\left(E_{j}\right) y_{i}\left(E_{j}\right)\right) \\
& =\sum_{i=1}^{\mu}\left(s_{i}(\alpha) S_{i, k}(\alpha)+t_{i}(\alpha) T_{i, k}(\alpha)\right)=\left(\psi(H) \cdot \boldsymbol{A}_{k}\right)(\alpha) .
\end{aligned}
\]

In the context of Lemma 5.35, since \(\mathcal{N}_{A, E}(a)\) is isomorphic to \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\), then \(\langle z-a\rangle_{\text {Я }}\) is isomorphic to some submodule of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\). In the following lemma, we show that the sought \(\mathbb{F}[x]\)-basis of \(\langle z-a\rangle_{\mathrm{g}}\) can be extracted from a certain shifted Popov basis of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\).
Lemma 5.36. In the context of Lemma 5.35, if \(\boldsymbol{P} \in \mathbb{F}[x]^{2 \mu \times 2 \mu}\) is the \(\boldsymbol{d}\)-Popov basis of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})=\psi\left(\mathcal{N}_{A, E}(a)\right)\), where \(\operatorname{deg} E \geqslant 2 g+\mu+\delta_{A}(a)+\operatorname{deg} A\) and
\[
\boldsymbol{d}=\frac{1}{\mu}\left(\delta_{A}\left(y_{0}^{(A)}\right), \ldots, \delta_{A}\left(y_{\mu-1}^{(A)}\right), \delta\left(y_{0}\right)+\delta_{A}(a), \ldots, \delta\left(y_{\mu-1}\right)+\delta_{A}(a)\right) \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{2 \mu}
\]
then exactly \(\mu\) rows of \(\boldsymbol{P}\) have \(\boldsymbol{d}\)-degree less than \(\frac{1}{\mu}(\operatorname{deg} E-\operatorname{deg} A)\). Furthermore, if \(\widetilde{\boldsymbol{P}} \in \mathbb{F}[x]^{\mu \times 2 \mu}\) is the submatrix of \(\boldsymbol{P}\) consisting of these rows, then the \(k\)-th row of \(\widetilde{\boldsymbol{P}}\) is \(\psi\left(Y_{k}\right)\) for \(k=1, \ldots, \mu\), where
\[
Y_{k}=-a y_{k-1}+z y_{k-1} \in\langle z-a\rangle_{\text {G }} \subset \mathcal{N}_{A, E}(a) .
\]

Consequently, if \(\widetilde{\boldsymbol{P}}=\left[\widetilde{\boldsymbol{P}}_{1} \mid \widetilde{\boldsymbol{P}}_{2}\right]\), where \(\widetilde{\boldsymbol{P}}_{1}, \widetilde{\boldsymbol{P}}_{2} \in \mathbb{F}[x]^{\mu \times \mu}\), then
\[
a y_{k-1}=-\sum_{i=0}^{\mu-1} p_{k, i} y_{i}^{(A)}
\]
where \(\left(p_{k, 0}, \ldots, p_{k, \mu-1}\right)\) denotes the \(k\)-th row of \(\widetilde{\boldsymbol{P}}_{1}\).

Proof. For any \(H=H_{0}+z H_{1} \in \mathcal{N}_{A, E}(a)\), where \(H_{0}=\sum_{i=0}^{\mu-1} s_{i} y_{i}^{(A)} \in Я(A)\) and \(H_{1}=\sum_{i=0}^{\mu-1} t_{i} y_{i} \in Я\) with \(s_{i}, t_{i} \in \mathbb{F}[x]\), it holds that
\[
\begin{aligned}
\operatorname{deg}_{\boldsymbol{d}} \psi(H) & =\max \left\{\max _{i}\left\{\operatorname{deg} s_{i}+\frac{\delta_{A}\left(y_{i}^{(A)}\right)}{\mu}\right\}, \max _{i}\left\{\operatorname{deg} t_{i}+\frac{\delta\left(y_{i}\right)+\delta_{A}(a)}{\mu}\right\}\right\} \\
& =\frac{1}{\mu} \max \left\{\delta_{A}\left(H_{0}\right), \delta\left(H_{1}\right)+\delta_{A}(a)\right\}
\end{aligned}
\]

It then follows from Lemma 5.34 that
\[
\operatorname{deg}_{\boldsymbol{d}} \psi(H)<\frac{1}{\mu}(\operatorname{deg} E-\operatorname{deg} A) \Longrightarrow H \in\langle z-a\rangle_{\text {g }}
\]
which shows that at most \(\mu\) rows of \(\boldsymbol{P}\) can have \(\boldsymbol{d}\)-degree strictly less than \(\frac{1}{\mu}(\operatorname{deg} E-\operatorname{deg} A)\) because \(\langle z-a\rangle_{\text {g }}\) has rank \(\mu\) as an \(\mathbb{F}[x]\)-module. On the other hand, since \(Y_{1}, \ldots, Y_{\mu}\) are linearly independent over \(\mathbb{F}[x]\), and since
\[
\operatorname{deg}_{\boldsymbol{d}} \psi\left(Y_{k}\right)=\frac{1}{\mu}\left(\delta\left(y_{k-1}\right)+\delta_{A}(a)\right)<\frac{1}{\mu}\left(\delta_{A}(a)+2 g+\mu\right) \leqslant \frac{1}{\mu}(\operatorname{deg} E-\operatorname{deg} A)
\]
for \(k=1, \ldots, \mu\), where the strict inequality is due to Lemma 5.6 , then at least \(\mu\) rows of \(\boldsymbol{P}\) have \(\boldsymbol{d}\)-degree less than \(\frac{1}{\mu}(\operatorname{deg} E-\operatorname{deg} A)\) because \(\boldsymbol{P}\) is \(\boldsymbol{d}\)-row reduced, which proves the first claim of the lemma.

For the second claim, it is sufficient to show that the \(\boldsymbol{d}\)-pivot index of \(\psi\left(Y_{k}\right)\) is \(\mu+k\), since this would imply that the matrix whose rows are \(\psi\left(Y_{k}\right)\) is in \(\boldsymbol{d}\)-Popov form. To see this, write \(Y_{k}=-\sum_{i=0}^{\mu-1} w_{i} y_{i}^{(A)}+z y_{k-1}\), where \(w_{i} \in \mathbb{F}[x]\), and note that \(Y_{k}(a)=0\) implies that
\[
\max _{i} \delta_{A}\left(w_{i} y_{i}^{(A)}\right)=\delta_{A}\left(\sum_{i=1}^{\mu} w_{i} y_{i}^{(A)}\right)=\delta_{A}\left(a y_{k-1}\right)=\delta\left(y_{k-1}\right)+\delta_{A}(a)
\]

Consequently, \(\operatorname{deg}_{\boldsymbol{d}} \psi\left(Y_{k}\right)=\frac{1}{\mu}\left(\delta\left(y_{k-1}\right)+\delta_{A}(a)\right)\), which shows that \(\mu+k\) is indeed the \(\boldsymbol{d}\)-pivot index of \(\psi\left(Y_{k}\right)\).

Lemma 5.36 immediately gives rise to Algorithm 16 as a way of computing the products \(a y_{0}, \ldots, a y_{\mu-1} \in Я(A)\) efficiently.
```

Algorithm 16 BasisProducts( $a, E, A, \boldsymbol{x}, \boldsymbol{y}$ )
Input:

- A divisor $A$,
- a function $a \in G(A)$,
- a divisor $E=E_{1}+\cdots+E_{N} \in \mathbb{D}(A)$ with $\operatorname{deg} E \geqslant \operatorname{deg} A+\delta_{A}(a)+2 g+\mu$,

```
- evaluations \(\boldsymbol{x}=\left(x_{j}\right)_{j=1, \ldots, N}\), where \(x_{j}=x\left(E_{j}\right) \in \mathbb{F}\),
- evaluations \(\boldsymbol{y}=\left(y_{i, j}\right)_{j=1, \ldots, N}^{i=0, \ldots, \mu-1}\), where \(y_{i, j}=y_{i}^{(A)}\left(E_{j}\right) \in \mathbb{F}\).

\section*{Output:}
- Products \(\left(a y_{0}, \cdots, a y_{\mu-1}\right)\), where each \(a y_{i} \in Я(A)\).
if \(a=0\) then
return \((0, \ldots, 0)\)
\(U_{1}, \ldots, U_{\mu} \leftarrow\) an \(x\)-partition of \(E\)
\(\boldsymbol{S}=\left[S_{i, k}\right] \in \mathbb{F}[x]^{\mu \times \mu} \leftarrow\) matrix with \(S_{i, k}\left(x_{j}\right)=y_{i, j}\) for \(E_{j} \in U_{k}\)
\(\boldsymbol{T}=\left[T_{i, k}\right] \in \mathbb{F}[x]^{\mu \times \mu} \leftarrow\) matrix with \(T_{i, k}\left(x_{j}\right)=a\left(E_{j}\right) y_{i, j}\) for \(E_{j} \in U_{k}\)
\(\boldsymbol{u}=\left(u_{1}, \ldots, u_{\mu}\right) \in \mathbb{F}[x]^{\mu} \leftarrow\) vector with \(u_{k}=\prod_{E_{j} \in U_{k}}\left(x-x\left(E_{j}\right)\right)\)
\(\boldsymbol{d} \in \mathbb{Q}^{2 \mu} \leftarrow \frac{1}{\mu}\left(\delta_{A}\left(y_{0}^{(A)}\right), \ldots, \delta_{A}\left(y_{\mu-1}^{(A)}\right), \delta\left(y_{0}\right)+\delta_{A}(a), \ldots, \delta\left(y_{\mu-1}\right)+\delta_{A}(a)\right)\)
\(\boldsymbol{P} \in \mathbb{F}[x]^{2 \mu \times 2 \mu} \leftarrow \boldsymbol{d}\)-Popov basis of \(\mathcal{H}_{\boldsymbol{u}}(\boldsymbol{A})\), where \(\boldsymbol{A}=\left[\frac{\boldsymbol{S}}{\boldsymbol{T}}\right] \in \mathbb{F}[x]^{2 \mu \times \mu}\)
\(\left[\widetilde{\boldsymbol{P}}_{1} \mid \widetilde{\boldsymbol{P}}_{2}\right] \in \mathbb{F}[x]^{\mu \times 2 \mu} \leftarrow\) the submatrix of \(\boldsymbol{P}\) consisting of all rows with
\(\boldsymbol{d}\)-degree less than \(\frac{1}{\mu}(\operatorname{deg} E-\operatorname{deg} A)\), where \(\widetilde{\boldsymbol{P}}_{1}, \widetilde{\boldsymbol{P}}_{2} \in \mathbb{F}[x]^{\mu \times \mu}\)
for \(k=1, \ldots, \mu\) do
\(\left(p_{k, 0}, \ldots, p_{k, \mu-1}\right) \in \mathbb{F}[x]^{\mu} \leftarrow k\)-th row of \(\boldsymbol{P}_{1}\)
\(a_{k} \in Я(A) \leftarrow-\sum_{i=0}^{\mu-1} p_{k, i} y_{i}^{(A)}\)
return \(\left(a_{1}, \ldots, a_{\mu}\right)\)
Lemma 5.37. Algorithm 16 is correct and costs \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1}(N+|\operatorname{deg} A|)\right)\) operations in \(\mathbb{F}\).

Proof. Correctness is given by Lemma 5.36. For complexity, simply note that the computational bottleneck lies in Step 8, in which case \(\delta_{A}(a) \geqslant-\operatorname{deg} A\) because \(a\) is nonzero and \(a \in \mathcal{L}\left(\delta_{A}(a) P_{\infty}+A\right)\). By assumption, we have that \(N=\operatorname{deg} E \geqslant \operatorname{deg} A+\delta_{A}(a)+2 g+\mu\), hence by Lemma 5.6
\[
\begin{aligned}
-\operatorname{deg} A & \leqslant \delta_{A}\left(y_{i}^{(A)}\right) \leqslant 2 g-1-\operatorname{deg} A+\mu \\
& <\operatorname{deg} E-2 \operatorname{deg} A-\delta_{A}(a) \leqslant \operatorname{deg} E-\operatorname{deg} A .
\end{aligned}
\]

Since \(\operatorname{deg} u_{k} \leqslant N / \mu\) for \(k=1, \ldots, \mu\), then the total complexity of the algorithm is given by Corollary 5.27 as
\[
\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \max \{|\operatorname{deg} E|,|\operatorname{deg} E-\operatorname{deg} A|,|\operatorname{deg} A|\}\right) \subseteq \widetilde{\mathcal{O}}\left(\mu^{\omega-1}(N+|\operatorname{deg} A|)\right)
\]
operations in \(\mathbb{F}\).

With Algorithm 16 at our disposal, we can compute an \(\mathbb{F}[x]\)-basis of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) within our target complexity. The details are presented in Algorithm 17.

\section*{Algorithm 17 Generators \(_{\mathbb{F}[x]}(\boldsymbol{r}, D, G, E, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{g})\) \\ Input:}
- Received word \(\boldsymbol{r} \in \mathbb{F}^{n}\),
- divisors \(D\) and \(G\) for the code \(\mathcal{C}_{\mathcal{L}}(D, G)\),
- a divisor \(E=E_{1}+\cdots+E_{N} \in \mathbb{D}(G)\) with
\[
N \geqslant \max \{\operatorname{deg} G+(\ell+3)(2 g-1)+(s+1) n+2+\mu,
\]
\[
(\ell+1) \operatorname{deg} G+4 g+(s+1) n\}
\]
- evaluations \(\boldsymbol{x}=\left(x_{j}\right)_{j=1, \ldots, N}\), where \(x_{j}=x\left(E_{j}\right) \in \mathbb{F}\),
- evaluations \(\boldsymbol{y}=\left(y_{i, j}\right)_{j=1, \ldots, N}^{i=0, \ldots, \mu-1}\), where \(y_{i, j}=y_{i}^{(A)}\left(E_{j}\right) \in \mathbb{F}\),
- evaluations \(\boldsymbol{g}=\left(g_{v, j}^{(u)}\right)_{v=1,2, j, j=1, \ldots, N}^{u=0, \ldots,{ }^{2}}\), where \(g_{v, j}^{(u)}=g_{v}^{(u)}\left(E_{j}\right) \in \mathbb{F}\), \(\left\langle g_{1}^{(u)}, g_{2}^{(u)}\right\rangle_{\text {g }}=Я\left(G_{u}\right)\) and \(\delta_{G_{u}}\left(g_{v}^{(u)}\right) \leqslant 4 g-1+(u+1) \operatorname{deg}(G)+(s+1) n\), as in Corollary 5.15.

\section*{Output:}
 Corollary 5.15, i.e. \(\left\langle y_{i} B_{v}^{(u)}\right\rangle_{\mathbb{F}[x]}=\mathcal{M}_{s, \ell}^{(r)}(D, G)\).
\(\left(B_{v}^{(u)}\right)_{v=1,2}^{u=0, \ldots, \ell} \leftarrow \operatorname{Generators}_{\mathcal{C}}(\boldsymbol{r}, D, G, E, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{g}) \quad \triangleright\) Algorithm 15
for \(u=0, \ldots, \ell, v=1,2\) and \(t=0, \ldots, u\) do
\(b_{v, t}^{(u)} \in Я(-t G) \leftarrow\) the \(z^{t}\)-coefficient of \(B_{v}^{(u)}\)
\(\left(y_{i} b_{v, t}^{(u)}\right)_{i=0, \ldots, \mu-1} \leftarrow \operatorname{BasisProducts}\left(b_{v, t}^{(u)}, E,-t G, \boldsymbol{x}, \boldsymbol{y}\right) \quad\) Algorithm 16
for \(u=0, \ldots, \ell, v=1,2\) and \(i=0, \ldots, \mu-1\) do
\(B_{v, i}^{(u)} \in \mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G) \leftarrow \sum_{t=0}^{u} z^{t} y_{i} b_{v, t}^{(u)}\)
\(\operatorname{return}\left(B_{v, i}^{(u)}\right)_{v=1,2, i=0, \ldots, \mu-1}^{u=0, \ldots, \ell}\)

Proposition 5.38. Algorithm 17 is correct and costs \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell^{3}(n+g)\right)\) operations in \(\mathbb{F}\).

Proof. Correctness follows immediately from Corollary 5.17 and Lemma 5.37 once we show that the calls BasisProducts \(\left(b_{v, t}^{(u)}, E,-t G, \boldsymbol{x}, \boldsymbol{y}\right)\) in Line 4 are valid. In particular, we need to verify that
\[
\begin{equation*}
N \geqslant \operatorname{deg}(-t G)+\delta_{-t G}\left(b_{v, t}^{(u)}\right)+2 g+\mu \tag{5.4}
\end{equation*}
\]
for all appropriate values of \(u, v\) and \(t\). Using the notation from Corollary 5.15 and Algorithm 15, we know that \(b_{v, t}^{(u)}=\binom{u}{t}(-R)^{u-t} g_{v}^{(u)}\), hence by (5.3)
\[
\begin{equation*}
\delta_{-t G}\left(b_{r, v}^{(u)}\right) \leqslant(t+1) \operatorname{deg} G+(u-t+2)(2 g-1)+(s+1) n+1 \tag{5.5}
\end{equation*}
\]

The sought bound (5.4) on \(N\) then follows from
\[
-t \operatorname{deg} G+\delta_{-t G}\left(b_{v, t}^{(u)}\right) \leqslant \operatorname{deg} G+(\ell+2)(2 g-1)+(s+1) n+1
\]

For the complexity, we note that Line 1 costs \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell^{3}(n+g)\right)\) operations by Proposition 5.32, while each call BasisProducts \(\left(b_{v, t}^{(u)}, E,-t G, \boldsymbol{x}, \boldsymbol{y}\right)\) in Line 4 costs \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1}(N+|\operatorname{deg}(-t G)|)\right) \subseteq \widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell(n+g)\right)\) operations by Lemma 5.37. Since the for-loop in Line 2 has \(\mathcal{O}\left(\ell^{2}\right)\) iterations, the stated complexity follows - the rest of the algorithm is memory management and is therefore "free".

Remark 5.39. In the context of Remark 5.18, computing the generating set \(\left\{y_{i} \widetilde{B}_{v}^{(u)}\right\}\) over \(\mathbb{F}[x]\) of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) can be done using \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} s \ell^{2}(n+g)\right)\) operations in \(\mathbb{F}\), since in that case only \(\mathcal{O}(s \ell)\) coefficients of the \(\widetilde{B}_{v}^{(u)}\) are nonzero.

\subsection*{5.5.5 Solving the interpolation step of Guruswami-Sudan}

In the previous section we saw how to efficiently compute a generating set of \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) over \(\mathbb{F}[x]\). As we are about to see in the current section, this allows us to find a nonzero \(Q \in \mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) whose \(\delta_{G}(Q)\) is minimal. The interpolation step of Guruswami-Sudan list-decoding is thereby be complete if we discover that \(\delta_{G}(Q)<s(n-\tau)\). If on the other hand \(\delta_{G}(Q) \geqslant s(n-\tau)\), then we can be sure that all codewords necessarily have Hamming distance strictly greater than \(\tau\) from the received word, in which case we simply declare decoding failure. In the following lemma, we construct a matrix \(\boldsymbol{M}_{s, \ell} \in \mathbb{F}[x]\) whose shifted Popov from contains a row from which the sought \(Q\) can be recovered.

Lemma 5.40. For any divisor \(A\) and any function \(a=\sum_{i=0}^{\mu-1} a_{i} y_{i}^{(A)} \in Я(A)\), where \(a_{i} \in \mathbb{F}[x]\), let \(\vee^{(A)}(a)=\left(a_{0}, \ldots, a_{\mu-1}\right) \in \mathbb{F}[x]^{\mu}\). Furthermore, for any polynomial \(Q=\sum_{t=0}^{\ell} z^{t} Q^{(t)} \in \oplus_{t=0}^{\ell} z^{t} G(-t G)\) let
\[
\curlyvee_{G}(Q)=\left(\vee^{(0)}\left(Q_{0}\right)\left|\vee^{(-G)}\left(Q_{1}\right)\right| \cdots \mid \vee^{(-\ell G)}\left(Q_{\ell}\right)\right) \in \mathbb{F}[x]^{\mu(\ell+1)}
\]
and consider the matrix
\[
\boldsymbol{M}_{s, \ell}=\left[\frac{\boldsymbol{M}_{s, \ell}^{(1)}}{\boldsymbol{M}_{s, \ell}^{(2)}}\right] \in \mathbb{F}[x]^{2 \mu(\ell+1) \times \mu(\ell+1)},
\]
where for \(v=1,2\) we define
\[
\boldsymbol{M}_{s, \ell}^{(v)}=\left(\left[\frac{\curlyvee_{G}\left(y_{0} B_{v}^{(0)}\right)}{\vdots}\left[\frac{\curlyvee_{G}\left(y_{\mu-1} B_{v}^{(0)}\right)}{{ }^{(0)}}\right]^{\top}|\cdots|\left[\frac{\curlyvee_{G}\left(y_{0} B_{v}^{(\ell)}\right)}{\vdots}{ }_{\curlyvee_{G}\left(y_{\mu-1} B_{v}^{(\ell)}\right)}\right]^{\top}\right)^{\top}\right.
\]
and where the \(B_{v}^{(u)} \in \mathcal{M}_{s, \ell}^{(r)}(D, G)\) are as in Corollary 5.15. It then holds that \(\vee_{G}\) is an \(\mathbb{F}[x]\)-isomorphism between \(\mathcal{M}_{s, \ell}^{(\boldsymbol{r})}(D, G)\) and the row space of \(\boldsymbol{M}_{s, \ell}\), and that for any \(Q\) as before, \(\delta_{G}(Q)=\mu \operatorname{deg}_{\boldsymbol{d}} \curlyvee_{G}(Q)\), where
\[
\begin{aligned}
\boldsymbol{d} & =\left(\boldsymbol{d}^{(0)}|\cdots| \boldsymbol{d}^{(\ell)}\right) \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\mu(\ell+1)} \quad \text { with } \\
\boldsymbol{d}^{(t)} & =\frac{1}{\mu}\left(\delta_{-t G}\left(y_{0}^{(-t G)}\right), \ldots, \delta_{-t G}\left(y_{\mu-1}^{(-t G)}\right)\right) \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\mu} \quad \text { for } t=0, \ldots, \ell,
\end{aligned}
\]
recalling from Section 5.4 that \(\delta_{G}(Q):=\max _{t} \delta_{-t G}\left(Q^{(t)}\right)\).

Proof. Corollary 5.17 immediately implies that \(\curlyvee_{G}\) is the claimed \(\mathbb{F}[x]\)-isomorphism. Writing \(Q^{(t)}=\sum_{i=0}^{\mu-1} Q_{i}^{(t)} y_{i}^{(-t G)}\) for \(t=0, \ldots, \ell\), where \(Q_{i}^{(t)} \in \mathbb{F}[x]\), gives
\[
\begin{aligned}
\delta_{G}(Q) & =\max _{t}\left\{\delta_{-t G}\left(Q^{(t)}\right)\right\}=\max _{t, i}\left\{\delta_{-t G}\left(Q_{i}^{(t)} y_{i}^{(-t G)}\right)\right\} \\
& =\max _{t, i}\left\{\delta\left(Q_{i}^{(t)}\right)+\delta_{-t G}\left(y_{i}^{(-t G)}\right)\right\}=\max _{t, i}\left\{\mu \operatorname{deg} Q_{i}^{(t)}+\delta_{-t G}\left(y_{i}^{(-t G)}\right)\right\} \\
& =\mu \operatorname{deg}_{\boldsymbol{d}} \vee_{G}(Q) .
\end{aligned}
\]

Remark 5.41. In the context of Lemma 5.40, notice the neat similarity between the fact that \(\delta_{G}(Q)=\mu \operatorname{deg}_{\boldsymbol{d}}{ }^{\curlyvee}{ }_{G}(Q)\) and that \(\delta(h)=\mu \operatorname{deg} h\) for any \(h \in \mathbb{F}[x]\).

In the context of Lemma 5.40, it should be clear that if the \(\boldsymbol{d}\)-Popov form of \(\boldsymbol{M}_{s, \ell}\) contains a row \(\boldsymbol{p}\) satisfying \(\mu \operatorname{deg}_{\boldsymbol{d}} \boldsymbol{p}<s(n-\tau)\), then we can obtain the sought \(Q\) as \(\curlyvee_{G}^{-1}(\boldsymbol{p})\). Conversely, if no such \(\boldsymbol{p}\) exists, then the same goes for \(Q\). Recall from Proposition 1.8 on page 8 that computing a shifted Popov form of any full rank matrix \(\boldsymbol{M} \in \mathbb{F}[x]^{m \times m}\) can be done with cost \(\widetilde{\mathcal{O}}\left(m^{\omega} \operatorname{deg}(\boldsymbol{M})\right)\). Of course, we can not use these results directly, as our matrix \(\boldsymbol{M}_{s, \ell} \in \mathbb{F}[x]^{2 \mu(\ell+1) \times \mu(\ell+1)}\) is not square. However, we can easily reduce our setting to the square case
using the results from [ZL13]: for any matrix \(\boldsymbol{N} \in \mathbb{F}[x]^{r \times m}\), where \(r \geqslant m\), we can compute a row basis matrix \(\boldsymbol{B}\) in (unshifted) Popov form in complexity \(\widetilde{\mathcal{O}}\left(r m^{\omega-1} \operatorname{deg}(\boldsymbol{N})\right)\).

For us this means that we can compute a matrix \(\boldsymbol{B}_{s, \ell} \in \mathbb{F}[x]^{\mu(\ell+1) \times \mu(\ell+1)}\) in (unshifted) Popov form having the same row space as \(\boldsymbol{M}_{s, \ell}\) using no more than \(\widetilde{\mathcal{O}}\left(\mu^{\omega} \ell^{\omega} \operatorname{deg} \boldsymbol{M}_{s, \ell}\right)\) operations in \(\mathbb{F}\). Furthermore, we can bound
\[
\begin{align*}
\operatorname{deg} \boldsymbol{M}_{s, \ell} & \leqslant \frac{1}{\mu} \max _{u, v, i, t}\left\{-t \operatorname{deg} G+\delta\left(y_{i}\right)+\delta_{-t G}\left(b_{v, t}^{(u)}\right)\right\} \\
& \leqslant \max _{u, t} \frac{6 g-2+\mu+(u-t)(n+2 g-1)+(s+1) n+\operatorname{deg} G}{\mu} \\
& \in \mathcal{O}\left(\mu^{-1} \ell(n+g)\right), \tag{5.6}
\end{align*}
\]
where the first inequality is due to Lemma 5.8 , while the second follows from combining Lemma 5.6 with (5.5). Consequently, \(\boldsymbol{B}_{s, \ell}\) can be computed within our target complexity \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} \ell^{\omega+1}(n+g)\right)\), and since \(\boldsymbol{B}_{s, \ell}\) satisfies the same degree bound as \(\boldsymbol{M}_{s, \ell}\) in (5.6), its \(\boldsymbol{d}\)-Popov form can be obtained with the same cost.

Remark 5.42. Once again, we point out that the complexity can be improved using the alternative generating set from Remark 5.18. In (5.6), the expression \(u-t\) corresponds to the exponent of \(R\) in the expression \(\binom{u}{t}(-R)^{u-t} g_{v}^{(u)}\), which is the \(z^{t}\)-coefficient of \(B_{v}^{(u)}\). Since the exponent of \(R\) in any coefficient of \(\widetilde{B}_{v}^{(u)}\) never exceeds \(s\), we obtain the improved complexity \(\widetilde{\mathcal{O}}\left(\mu^{\omega-1} s \ell^{\omega}(n+g)\right)\).

At this point, we have addressed all of the parts in the interpolation step of Guruswami-Sudan list-decoding, as outlined in Section 5.4.2. Before we combine them into a single algorithm in Section 5.6, let us consider the root-finding step in the following section.

\subsection*{5.5.6 Root-finding}

In this section, we consider the final computational ingredient that we will need for Guruswami-Sudan list-decoding: given a polynomial \(Q(z) \in \mathcal{M}_{s, \ell}^{(r)}(D, G)\), compute the set \({ }^{1} L=\{f \in \mathcal{L}(G) \mid Q(f)=0\}\) of all roots of \(Q\). As foreshadowed in Section 5.4.2, we accomplish this by changing the representation of \(Q\) from

\footnotetext{
\({ }^{1}\) Some readers might object to our choice of using a set instead of a list - we are doing list decoding after all. Although it hardly matters in the context of this thesis, a case can be made that set is the more appropriate data structure here, as we do not care about the order of its members nor about repetitions.
}
\(\oplus_{t=0}^{\ell} z^{t} Я(-t G)\) to \(\bigoplus_{t=0}^{\ell} z^{t} \mathbb{F} \llbracket x \rrbracket\), which will allow us to use the root-finding algorithm from [NRS17]. It is not hard to see that the latter representation can be obtained from the former by simply considering the \(P_{0}\)-adic power series expansions in \(x\) of the \(z\)-coefficients of \(Q\)-recall from Section 5.2 that a rational place \(P_{0}\) having \(x\) as a local parameter can be assumed to exist as long as we are willing to pay the price of additional logarithmic factors in the total complexity. Let us now briefly summarize the results from [NRS17], adapting them to our setting.

Considering the aforementioned rational place \(P_{0}\) as fixed, for any function \(h \in F\), we denote by \(\widehat{h} \in x^{v_{P_{0}}(h)} \mathbb{F} \llbracket x \rrbracket\) the \(P_{0}\)-adic power series expansion of \(h\) in \(x\), letting \(\hat{0}=0\). Furthermore, for any polynomial \(Q=\sum_{t} z^{t} Q^{(t)} \in F[z]\), we write \(\widehat{Q}=\sum_{t} z^{t} \widehat{Q}^{(t)}\). The following definition is from [NRS17], and it describes the output of their root-finding algorithm:
Definition 5.43. If \(\widehat{Q} \in \mathbb{F} \llbracket x \rrbracket[z]\) and \(\beta \in \mathbb{Z}_{\geqslant 0}\), then a basic root set of \(\widehat{Q}\) to precision \(\beta\) is a set \(\left\{\left(\widehat{f}_{r}, \alpha_{r}\right)\right\}_{r=1}^{m} \subset \mathbb{F}[x] \times \mathbb{Z}_{\geqslant 0}\) with \(m \leqslant \operatorname{deg} \widehat{Q}\) such that
1) \(\widehat{Q}\left(\hat{f}_{r}+x^{\alpha_{r}} z\right) \equiv 0\left(\bmod x^{\beta}\right)\) for \(r=1, \ldots, m\), and
2) \(\hat{Q}(\widehat{f}) \equiv 0\left(\bmod x^{\beta}\right) \Longleftrightarrow \hat{f} \in \bigcup_{r=1}^{m}\left(\hat{f}_{r}+x^{\alpha_{r}} \mathbb{F} \llbracket x \rrbracket\right)\) for every \(\hat{f} \in \mathbb{F} \llbracket x \rrbracket\).

Example 5.44. An illuminating example taken straight from [NRS17] is when \(\widehat{Q}=z^{2}+z \in \mathbb{F}_{2} \llbracket x \rrbracket[z]\) and \(\beta=1\). Here, it is crucial to understand that \(\{(0,0)\}\) is not a basic root set of \(\widehat{Q}\) to precision 1 even though every \(\hat{f} \in \mathbb{F}_{2} \llbracket x \rrbracket\) satisfies \(\widehat{Q}(\hat{f}) \equiv 0(\bmod x)\); the reason for this is that the first restriction in Definition 5.43 is not satisfied. Instead, a basic root set is given by \(\{(0,1),(1,1)\}\).

Our algorithm for computing the sought \(\mathcal{L}(G)\)-roots of \(Q \in \mathcal{M}_{s, \ell}^{(r)}(D, G)\) will fundamentally rely on the following result:

Theorem 5.45 ([NRS17, Theorem 1.2]). There is an algorithm which for any \(\widehat{Q} \in \mathbb{F} \llbracket x \rrbracket[z]\) and any precision \(\beta \in \mathbb{Z}_{\geqslant 0}\) computes a basic root set of \(\widehat{Q}\) to precision \(\beta\) using \(\widetilde{\mathcal{O}}(\ell \beta)\) deterministic operations in \(\mathbb{F}\), together with an extra \(\widetilde{\mathcal{O}}\left(\mathrm{R}_{\mathbb{F}}(\ell) \beta\right)\) operations, where \(\mathrm{R}_{\mathbb{F}}(\ell)\) is the cost of finding all \(\mathbb{F}\)-roots of a degree \(\ell\) polynomial in \(\mathbb{F}[z]\). Here, we can choose to use a Las Vegas algorithm with \(\mathrm{R}_{\mathbb{F}}(\ell) \in \widetilde{\mathcal{O}}(\ell)\), e.g. [vzGG12, Corollary 14.16], or a deterministic one from [Sho91] with \(\mathrm{R}_{\mathbb{F}}(\ell) \in \widetilde{\mathcal{O}}\left(\ell \kappa^{2} \sqrt{p}\right)\), where \(|\mathbb{F}|=p^{\kappa}\) for some prime \(p\).

In order to use Theorem 5.45 in our setting, we will need to figure out:
1) how to choose the precision \(\beta\),
2) how to convert \(Q \in \oplus_{t=0}^{\ell} z^{t} Я(-t G)\) to \(\widehat{Q} \in \bigoplus_{t=0}^{\ell} z^{t} \mathbb{F} \llbracket x \rrbracket\) and
3) how to obtain the sought roots \(f \in \mathcal{L}(G)\) of \(Q\) from a basic root set of \(\widehat{Q}\).

The second item in the above list is the simplest - writing \(Q=\sum_{t=0}^{\ell} z^{t} Q^{(t)}\) with \(Q^{(t)}=\sum_{i=0}^{\mu-1} Q_{i}^{(t)} y_{i}^{(-t G)}\), where \(Q_{i}^{(t)} \in \mathbb{F}[x]\), we can compute \(\widehat{Q}=\sum_{t=0}^{\ell} z^{t} \widehat{Q}^{(t)}\) by simply relying on the identity \(\widehat{Q}^{(t)}=\sum_{i=0}^{\mu-1} Q_{i}^{(t)} \widehat{y}_{i}^{(-t G)}\). Assuming that we have precomputed the \(\widehat{y}_{i}^{(-t G)} \in \mathbb{F} \llbracket x \rrbracket\) to sufficiently high precision, this is just basic arithmetic in \(\mathbb{F}[x]\).

When it comes to the choice of the precision \(\beta\), then there are two restrictions that ought to be considered. The first one comes from making sure that we don't return "spurious" roots, i.e. those \(f \in \mathcal{L}(G)\) such that \(\widehat{Q}(\widehat{f}) \equiv 0\left(\bmod x^{\beta}\right)\) while \(Q(f) \neq 0\). As we are about to see in the following lemma, this issue is easily avoided by choosing \(\beta>\delta_{G}(Q)\).

Lemma 5.46. Let \(Q(z)=\sum_{t=0}^{\ell} z^{t} Q^{(t)}\) with \(Q^{(t)} \in Я(-t G)\), and let \(f \in \mathcal{L}(G)\). If \(\beta>\delta_{G}(Q)\) and \(\widehat{Q}(\widehat{f}) \equiv 0\left(\bmod x^{\beta}\right)\), then \(Q(f)=0\).

Proof. Notice that since \(f^{t} Q^{(t)} \in Я\) for all \(t\), then \(Q(f) \in\) Я. Furthermore, since
\[
\delta\left(f^{t} Q^{(t)}\right)=\delta_{t G}\left(f^{t}\right)+\delta_{-t G}\left(Q^{(t)}\right) \leqslant \delta_{-t G}\left(Q^{(t)}\right) \leqslant \delta_{G}(Q),
\]
where the first inequality is due to \(f \in \mathcal{L}(G)\), then \(\delta(Q(f)) \leqslant \delta_{G}(Q)\). Combining this with the assumption that \(\widehat{Q}(\widehat{f})=\widehat{Q(f)} \equiv 0\left(\bmod x^{\beta}\right)\), we may conclude that \(Q(f) \in \mathcal{L}\left(\delta_{G}(Q) P_{\infty}-\beta P_{0}\right)\), and if \(\beta>\delta_{G}(Q)\), then this Riemann-Roch space is trivial.

Remark 5.47. Actually, in our context of list decoding, we could dispense with Lemma 5.46 altogether: Theorem 5.11 merely states that every codeword within radius \(\tau\) from the received word \(\boldsymbol{r}\) corresponds to an \(\mathcal{L}(G)\)-root of \(Q\). The converse, however, is not guaranteed to be true - there could hypothetically exist roots of \(Q\) whose associated codewords are far away from \(\boldsymbol{r}\). To detect and discard such roots, we simply encode them and check their Hamming distance to \(\boldsymbol{r}\); and in the process of doing so we would automatically get rid of any aforementioned spurious roots of \(Q\). Moreover, these additional checks would have no impact on our asymptotic complexity bound. In spite of this, we keep Lemma 5.46 for the sake of having a root-finding algorithm that is provably correct even in isolation from list decoding.

The second restriction on the precision \(\beta\) is posed by the task of converting the truncated power series roots of \(\widehat{Q}\) back to \(\mathcal{L}(G)\). Indeed, a basic root set
\(\left\{\left(\hat{f}_{r}, \alpha_{r}\right)\right\}_{r=1}^{m}\) describes each root \(\widehat{f}_{r} \in \mathbb{F}[x]\) of \(\widehat{Q}\) only to precision \(\alpha_{r}\), and if this \(\alpha_{r}\) is too small, then there could exist two \({ }^{2}\) distinct functions \(h_{1}, h_{2} \in \mathcal{L}(G)\) satisfying \(\widehat{h}_{1} \equiv \widehat{h}_{2} \equiv \widehat{f}_{r}\left(\bmod x^{\alpha_{r}}\right)\). In Lemma 5.49, we will see how we can indirectly control \(\alpha_{r}\) by increasing \(\beta\); but first, let us show that conversion from truncated power series to \(\mathcal{L}(G)\) is guaranteed to be unambiguous as long as \(\alpha_{r}>\operatorname{deg} G\).

Lemma 5.48. If \(\hat{h} \in \mathbb{F}[x]\) and \(\alpha>\operatorname{deg} G\), then \(\left|\mathcal{L}(G) \cap\left(\hat{h}+x^{\alpha} \mathbb{F} \llbracket x \rrbracket\right)\right| \leqslant 1\).

Proof. If \(h_{1}, h_{2} \in \mathcal{L}(G) \cap\left(\widehat{h}+x^{\alpha} \mathbb{F} \llbracket x \rrbracket\right)\), then \(\widehat{h}_{1} \equiv \widehat{h}_{2} \equiv \widehat{h}\left(\bmod x^{\alpha}\right)\). But then it follows that \(h_{1}-h_{2} \in \mathcal{L}\left(G-\alpha P_{0}\right)=\{0\}\).

As promised, we now proceed by showing that the \(\alpha_{r}\) from Definition 5.43 can be made arbitrarily large by choosing the precision \(\beta\) appropriately.

Lemma 5.49. If \(Q(z)=\sum_{t=0}^{\ell} z^{t} Q^{(t)} \neq 0\) with \(Q^{(t)} \in Я(-t G)\), and if \(f \in Я(G)\) satisfies \(\widehat{Q}\left(\hat{f}+x^{\alpha} z\right) \equiv 0\left(\bmod x^{\beta}\right)\) for some \(\alpha \in \mathbb{Z}\), then
\[
\alpha \geqslant \frac{1}{\ell}\left(\beta-\delta_{G}(Q)\right)-\delta_{G}(f) .
\]

Proof. We begin by defining
\[
T=Q(z+f)=\sum_{t=0}^{\ell}(z+f)^{t} Q^{(t)}=\sum_{t=0}^{\ell} \sum_{u=0}^{t}\binom{t}{u} z^{u} f^{t-u} Q^{(t)}=\sum_{u=0}^{\ell} z^{u} T_{u}
\]
where \(T_{u}=\sum_{t=u}^{\ell}\binom{t}{u} f^{t-u} Q^{(t)}\). Since \(f^{t-u} \in Я((t-u) G)\) and \(Q^{(t)} \in Я(-t G)\), then \(T_{u} \in Я(-u G)\). Furthermore, \(x^{\alpha u} \widehat{T}_{u} \equiv 0\left(\bmod x^{\beta}\right)\) for all \(u\) because
\[
\widehat{Q}\left(\widehat{f}+x^{\alpha} z\right)=\widehat{T}\left(x^{\alpha} z\right)=\sum_{u=0}^{\ell} z^{u} x^{\alpha u} \widehat{T}_{u} \equiv 0 \quad\left(\bmod x^{\beta}\right) .
\]

Letting \(r \in\{0, \ldots, \ell\}\) be such that \(v_{P_{0}}\left(T_{r}\right)<\infty\) is maximal, observe that
\[
\alpha \ell+v_{P_{0}}\left(T_{r}\right) \geqslant \alpha r+v_{P_{0}}\left(T_{r}\right)=v_{P_{0}}\left(x^{\alpha r} T_{r}\right) \geqslant \beta,
\]
which implies that \(\alpha \geqslant \frac{1}{\ell}\left(\beta-v_{P_{0}}\left(T_{r}\right)\right)\). Finally, noting that
\[
0 \neq T_{r} \in \mathcal{L}\left(\delta_{-r G}\left(T_{r}\right) P_{\infty}-r G-v_{P_{0}}\left(T_{r}\right) P_{0}\right),
\]

\footnotetext{
\({ }^{2}\) Actually, if there exist distinct functions \(h_{1}, h_{2} \in \mathcal{L}(G)\) with \(\widehat{h}_{1} \equiv \widehat{h}_{2}\left(\bmod x^{\alpha_{r}}\right)\), then \(h_{1}-h_{2} \in \mathcal{L}\left(G-\alpha_{r} P_{0}\right) \neq\{0\}\). Consequently, there are exactly \(q^{\ell\left(G-\alpha_{r} P_{0}\right)}\) possibilities.
}
then the sought conclusion follows from
\[
\begin{aligned}
v_{P_{0}}\left(T_{r}\right) & \leqslant \delta_{-r G}\left(T_{r}\right)-r \operatorname{deg} G \leqslant \delta_{-r G}\left(T_{r}\right) \\
& =\delta_{-r G}\left(\sum_{t=r}^{\ell}\binom{t}{r} f^{t-r} Q^{(t)}\right) \\
& \leqslant \max _{t}\left\{\delta_{-r G}\left(f^{t-r} Q^{(t)}\right)\right\} \\
& \leqslant \max _{t}\left\{(t-r) \delta_{G}(f)+\delta_{-t G}\left(Q^{(t)}\right)\right\} \\
& =\ell \delta_{G}(f)+\delta_{G}(Q) .
\end{aligned}
\]

Combining Lemma 5.49 and Lemma 5.48, we obtain the final restriction
\[
\beta \geqslant 2 \ell \operatorname{deg} G+s(n-\tau),
\]
which ensures that unambiguous conversion from the truncated power series roots of \(\widehat{Q}\) to \(\mathcal{L}(G)\) is always possible. Indeed, this bound follows immediately from the fact that \(\delta_{G}(f) \leqslant \operatorname{deg} G\) for all \(f \in \mathcal{L}(G)\) and the assumption that \(\delta_{G}(Q)<s(n-\tau)\). Knowing that such conversion is possible, however, is not enough - we also need to know how to actually carry it out. In the following simple lemma, we show how this can be done using simultaneous Hermite-Padé approximations, which we have already familiarized ourselves with in Section 5.5.2.

Lemma 5.50. If \(f \in \mathcal{L}(G)\) and \(\sum_{i=0}^{\mu-1} f_{i} \widehat{y}_{i}^{(G)} \equiv \widehat{f}\left(\bmod x^{\alpha}\right)\) for some \(f_{i} \in \mathbb{F}[x]\) with \(\operatorname{deg} f_{i} \leqslant-\frac{1}{\mu} \delta_{G}\left(y_{i}^{(G)}\right)\) and \(\alpha>\operatorname{deg} G\), then \(\sum_{i=0}^{\mu-1} f_{i} y_{i}^{(G)}=f\).

Proof. Since \(\delta\left(f_{i}\right)=\mu \operatorname{deg} f_{i}\), then \(\delta_{G}\left(f_{i} y_{i}^{(G)}\right) \leqslant \mu \operatorname{deg} f_{i}+\delta_{G}\left(y_{i}^{(G)}\right) \leqslant 0\). But then \(\sum_{i=0}^{\mu-1} f_{i} y_{i}^{(G)} \in \mathcal{L}(G)\), and the conclusion follows from Lemma 5.48.

Using the notation from Definition 5.24 in the context of Lemma 5.50, we see that \(\left(f_{0}, \ldots, f_{\mu-1}, 1\right) \in \mathcal{H}_{x^{\alpha}}(\boldsymbol{A})\), where \(\boldsymbol{A}=\left[\hat{y}_{0}^{(G)}, \cdots, \widehat{y}_{\mu-1}^{(G)},-\widehat{f}\right] \in \mathbb{F}[x]^{1 \times(\mu+1)}\). Recovering \(f \in \mathcal{L}(G)\) from \(\hat{f}\) rem \(x^{\alpha}\) thus translates to finding a polynomial vector \(\boldsymbol{f} \in \mathcal{H}_{x^{\alpha}}(\boldsymbol{A})\) whose rightmost entry is 1 and \(\operatorname{deg}_{\boldsymbol{d}} \boldsymbol{f}=0\), where
\[
\boldsymbol{d}=\frac{1}{\mu}\left(\delta_{G}\left(y_{0}^{(G)}\right), \ldots, \delta_{G}\left(y_{\mu-1}^{(G)}\right), 0\right) \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\mu+1}
\]

But this is easily accomplished by relying on Theorem 5.25 and Corollary 5.27. We conclude this section by presenting our root-finding approach in its entirety in Algorithm 18.
```

Algorithm 18 FindRoots $(D, G, Q, \widehat{\boldsymbol{y}})$
Input:
- Divisors $D$ and $G$ for the code $\mathcal{C}_{\mathcal{L}}(D, G)$,
- a nonzero $Q=\sum_{t=0}^{\ell} z^{t} Q^{(t)} \in \mathcal{M}_{s, \ell}^{(r)}(D, G)$ with $\delta_{G}(Q)<s(n-\tau)$, where
$Q^{(t)}=\sum_{i=0}^{\mu-1} Q_{i}^{(t)} y_{i}^{(-t G)}$ for some $Q_{i}^{(t)} \in \mathbb{F}[x]$,
- $\widehat{\boldsymbol{y}}=\left(\widehat{y}_{i}^{(-t G)}\right)_{i=0, \ldots, \mu-1}^{t=0, \ldots, \ell}$ with $\widehat{y}_{i}^{(-t G)} \in \mathbb{F}[x]$ such that
$v_{P_{0}}\left(y_{i}^{(-t G)}-\widehat{y}_{i}^{(-t G)}\right) \geqslant \beta:=2 \ell \operatorname{deg} G+s(n-\tau)$.

```

\section*{Output:}
```

- $L=\{f \in \mathcal{L}(G) \mid Q(f)=0\}$ with $|L| \leqslant \ell$.
$\widehat{Q}^{(t)} \in \mathbb{F}[x] \leftarrow \sum_{i=0}^{\mu-1} Q_{i}^{(t)} \widehat{y}_{i}^{(-t G)}$ for $t=0, \ldots, \ell$
$\widehat{Q} \in \mathbb{F}[x] \leftarrow \sum_{t=0}^{\ell} z^{t} \widehat{Q}^{(t)}$
$\widehat{L} \subset \mathbb{F}[x] \leftarrow$ all polynomials from a basic root set of $\hat{Q}$ to precision $\beta$
$L \leftarrow \varnothing$
$\boldsymbol{d} \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\mu+1} \leftarrow \frac{1}{\mu}\left(\delta_{G}\left(y_{0}^{(G)}\right), \ldots, \delta_{G}\left(y_{\mu-1}^{(G)}\right), 0\right)$
$\alpha \in \mathbb{Z}_{>0} \leftarrow \operatorname{deg} G+1$
for $\widehat{f} \in \widehat{L}$ do
$\boldsymbol{F} \in \mathbb{F}^{(\mu+1) \times(\mu+1)} \leftarrow \boldsymbol{d}$-Popov basis of $\mathcal{H}_{x^{\alpha}}\left(\left[\hat{y}_{0}^{(G)}, \ldots, \widehat{y}_{\mu-1}^{(G)},-\hat{f}\right]\right)$
if $\boldsymbol{F}$ contains a row $\boldsymbol{f}=\left(f_{0}, \ldots, f_{\mu-1}, 1\right)$ with $\operatorname{deg}_{d} \boldsymbol{f}=0$ then $L \leftarrow L \cup\left\{\sum_{i=0}^{\mu-1} f_{i} y_{i}^{(G)}\right\}$
return $L$

```

Proposition 5.51. Algorithm 18 is correct and costs \(\widetilde{\mathcal{O}}\left(\ell^{2} \mu^{\omega-1}(n+g)\right)\) operations in \(\mathbb{F}\).

Proof. For correctness, our goal is to prove that \(L=K\), where \(L\) is the output of the algorithm and \(K=\{f \in \mathcal{L}(G) \mid Q(f)=0\}\). If \(\left\{\left(\hat{f}_{r}, \alpha_{r}\right)\right\}_{r=1}^{m} \subset \mathbb{F}[x] \times \mathbb{Z}_{\geqslant 0}\) denotes the basic root set used in Line 3, i.e. \(\hat{L}=\left\{\hat{f}_{r}\right\}_{r=1}^{m}\), then it is clear that \(K \subseteq \bigcup_{r=1}^{m} K_{r}\), where \(K_{r}=\mathcal{L}(G) \cap\left(\widehat{f}_{r}+x^{\alpha_{r}} \mathbb{F} \llbracket x \rrbracket\right)\) and \(m \leqslant \ell\). Since \(\delta_{G}(Q)<s(n-\tau), \delta_{G}\left(\widehat{h}_{r}\right) \leqslant \operatorname{deg} G\) and \(\beta=2 \ell \operatorname{deg} G+s(n-\tau)\), then Lemma 5.49 guarantees that \(\alpha_{r} \geqslant \frac{1}{\ell}\left(\beta-\delta_{G}(Q)\right)-\delta_{G}(\hat{h}) \geqslant \operatorname{deg} G+1\), hence \(\left|K_{r}\right| \leqslant 1\) by Lemma 5.48. Combining this with the fact that each non-empty \(K_{r}\) necessarily contains an \(\mathcal{L}(G)\)-root of \(Q\), as implied by Lemma 5.46 because \(\beta>\delta_{G}(Q)\), we may conclude that \(K=\bigcup_{r=1}^{m} K_{r}\). But due to Lemma 5.50
\[
\begin{aligned}
\bigcup_{r=1}^{m} K_{r}=L=\left\{\sum_{i=0}^{\mu-1} f_{i}^{(r)} y_{i}^{(G)} \mid\right. & \sum_{i=0}^{\mu-1} f_{i}^{(r)} \widehat{y}_{i}^{(G)} \equiv \widehat{f}_{r} \quad\left(\bmod x^{\alpha}\right) \\
& \left.\operatorname{deg} f_{i}^{(r)} \leqslant-\frac{1}{\mu} \delta_{G}\left(y_{i}^{(G)}\right), r=1, \ldots, m\right\}
\end{aligned}
\]

For the complexity, computing the \((\ell+1) \mu\) products \(Q_{i}^{(t)} \widehat{y}_{i}^{(-t G)}\) in Line 1 costs \(\widetilde{\mathcal{O}}(\ell \mu \beta) \subseteq \widetilde{\mathcal{O}}\left(\mu \ell^{2}(n+g)\right)\). The basic root set of \(\widehat{Q}\) in Line 3 can be computed with cost \(\widetilde{\mathcal{O}}\left(\beta \operatorname{deg}_{z}(\widehat{Q})\right) \subseteq \widetilde{\mathcal{O}}\left(\ell^{2}(n+g)\right)\) due to [NRS17] (see Theorem 5.45). Finally, the total cost of computing the \(\boldsymbol{d}\)-Popov bases in line 8 across all of the \(\mathcal{O}(\ell)\) iterations in the surrounding for-loop is \(\widetilde{\mathcal{O}}\left(\ell \mu^{\omega-1}(n+g)\right)\) by Corollary 5.27. The claimed complexity of the algorithm follows.

\subsection*{5.6 A complete decoding algorithm}

We conclude this chapter by combining all of the intermediate algorithms from Section 5.5 into an efficient realization of Guruswami-Sudan list-decoding for the code \(\mathcal{C}_{\mathcal{L}}(D, G)\). We begin by listing all of the data that we have assumed to be precomputed:
- a divisor \(E=E_{1}+\cdots+E_{N} \in \mathbb{D}(G)\) satisfying
\[
N \geqslant \max \{\operatorname{deg} G+(\ell+3)(2 g-1)+(s+1) n+2+\mu,(\ell+1) \operatorname{deg} G+4 g+(s+1) n\}
\]
- evaluations \(\boldsymbol{x}=\left(x_{j}\right)_{j=1, \ldots, N}\), where \(x_{j}=x\left(E_{j}\right) \in \mathbb{F}\),
- evaluations \(\boldsymbol{y}=\left(y_{i, j}\right)_{\substack{i=1, \ldots, N}}^{i=0, \ldots, \mu-1}\), where \(y_{i, j}=y_{i}^{(A)}\left(E_{j}\right) \in \mathbb{F}\),
- evaluations \(\boldsymbol{g}=\left(g_{v, j}^{(u)}\right)_{v=1,2, j=1, \ldots, N}^{u=0, \ldots, \ell}\), where \(g_{v, j}^{(u)}=g_{v}^{(u)}\left(E_{j}\right) \in \mathbb{F}\) with \(\left\langle g_{1}^{(u)}, g_{2}^{(u)}\right\rangle_{\text {G }}=Я\left(G_{u}\right)\) and \(\delta_{G_{u}}\left(g_{v}^{(u)}\right) \leqslant 4 g-1+(u+1) \operatorname{deg}(G)+(s+1) n\), as in Corollary 5.15,
- \(\widehat{\boldsymbol{y}}=\left(\widehat{y}_{i}^{(-t G)}\right)_{i=0, \ldots, \mu-1}^{t=0, \ldots, \ell}\) with \(\widehat{y}_{i}^{(-t G)} \in \mathbb{F}[x]\) such that \(v_{P_{0}}\left(y_{i}^{(-t G)}-\widehat{y}_{i}^{(-t G)}\right) \geqslant \beta:=2 \ell \operatorname{deg} G+s(n-\tau)\).

Without further ado, we present the main result of this chapter in Algorithm 19.
```

Algorithm 19 Decode $(\boldsymbol{r}, s, \ell, D, G)$
Input:
- Received word $\boldsymbol{r} \in \mathbb{F}^{n}$,
- divisors $D$ and $G$ for the code $\mathcal{C}_{\mathcal{L}}(D, G)$,
- decoding parameters $s, \ell \in \mathbb{Z}_{>0}$ with $s \leqslant \ell$,
- corresponding list-decoding radius $\tau \in \mathbb{Z}_{>0}$,
Output:
- $L=\{f \in \mathcal{L}(G) \mid d(\boldsymbol{r}, \boldsymbol{c}) \leqslant \tau\}$ or FAIL
$\left(B_{v, i}^{(u)}\right)_{v=1,2, i=0, \ldots, \mu-1}^{u=0, \ldots, \ell} \leftarrow \operatorname{Generators}_{\mathbb{F}[x]}(\boldsymbol{r}, D, G, E, \boldsymbol{x}, \boldsymbol{y}, \boldsymbol{g})$
$\boldsymbol{M}_{s, \ell} \in \mathbb{F}[x]^{2 \mu(\ell+1) \times \mu(\ell+1)} \leftarrow$ matrix based on the $B_{v, i}^{(u)}$ as in Lemma 5.40
$\boldsymbol{B}_{s, \ell} \in \mathbb{F}[x]^{\mu(\ell+1) \times \mu(\ell+1)} \leftarrow$ basis matrix in (unshifted) Popov form of $\boldsymbol{M}_{s, \ell}$
$\boldsymbol{d} \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\mu(\ell+1)} \leftarrow\left(\boldsymbol{d}^{(0)}|\cdots| \boldsymbol{d}^{(\ell)}\right)$ with $\boldsymbol{d}^{(t)}=\frac{1}{\mu}\left(\delta_{-t G}\left(y_{i}^{(-t G)}\right)\right)_{i=0}^{\mu-1} \in\left(\frac{1}{\mu} \mathbb{Z}\right)^{\mu}$
$\boldsymbol{V}_{s, \ell} \in \mathbb{F}[x]^{\mu(\ell+1) \times \mu(\ell+1)} \leftarrow \boldsymbol{d}$-Popov form of $\boldsymbol{B}_{s, \ell}$
$\boldsymbol{Q}=\left(\left(Q_{i}^{(0)}\right)_{i=0}^{\mu}|\ldots|\left(Q_{i}^{(\ell)}\right)_{i=0}^{\mu}\right) \in \mathbb{F}[x]^{\mu(\ell+1)} \leftarrow \operatorname{deg}_{\boldsymbol{d}^{-}}$-minimal row of $\boldsymbol{V}_{s, \ell}$
if $\operatorname{deg}_{\boldsymbol{d}} \boldsymbol{Q} \geqslant s(n-\tau)$ then
return FAIL
$Q \in \oplus_{t=0}^{\ell} z^{t} Я(-t G) \leftarrow \sum_{t=0}^{\ell} z^{t} \sum_{i=0}^{\mu-1} Q_{i}^{(t)} y_{i}^{(-t G)}$
$L \leftarrow$ FindRoots $(D, G, Q, \widehat{\boldsymbol{y}})$
for $f \in L$ do
$\boldsymbol{c} \in \mathbb{F}^{n} \leftarrow \operatorname{Evaluate}(f, D, G, \boldsymbol{x}, \boldsymbol{y})$
if $d(\boldsymbol{r}, \boldsymbol{c})>\tau$ then $L \leftarrow L \backslash\{f\}$
return $L$

```

Remark 5.52. Note that it is trivial to modify Algorithm 19 to return the codewords \(\boldsymbol{c} \in \mathcal{C}_{\mathcal{L}}(D, G)\) within radius \(\tau\) from the received word-this is in contrast to returning the underlying messages \(f \in \mathcal{L}(G)\) in the usual spirit of Guruswami-Sudan list-decoding.

Combining all of the results from Section 5.5, we arrive at the following:

Theorem 5.53. Algorithm 19 is correct and costs \(\widetilde{\mathcal{O}}\left(s \ell^{\omega} \mu^{\omega-1}(n+g)\right)\) operations in \(\mathbb{F}\).

In the remainder of this chapter, we consider the performance of Algorithm 19 for special cases of codes, comparing with previously known results when possible.

\subsection*{5.6.1 Examples}

Example 5.54. AG codes obtained from the rational function field \(\mathbb{F}(x)\) are known as generalized Reed-Solomon (GRS) codes. In this case \(g=0\) and \(\mu=1\), which specializes the complexity of Algorithm 19 to \(\widetilde{\mathcal{O}}\left(\ell^{\omega} n\right)\) operations in \(\mathbb{F}\). The same complexity is achieved for families of function fields having fixed small genus, e.g. those arising from elliptic curves. The best known complexity for Guruswami-Sudan list-decoding of GRS codes is \(\widetilde{\mathcal{O}}\left(s^{2} \ell^{\omega-1} n\right)\) [CJN \(\left.{ }^{+} 15\right]\).

Example 5.55. By definition, any maximal function field \(F\) over \(\mathbb{F}=\mathbb{F}_{q}\) attains the Hasse-Weil bound - it has exactly \(N_{1}=q+1+2 g \sqrt{q}\) rational places, where \(q\) is necessarily a square. If \(F\) is such a function field, then any place \(P\) of \(F \overline{\mathbb{F}}\), where \(\overline{\mathbb{F}}\) denotes the algebraic closure of \(\mathbb{F}\), necessarily contains a positive element no larger than \(\sqrt{q}\) in its Weierstrass semigroup [HKT08, Theorem 10.6], i.e. we are guaranteed that \(\mu \leqslant \sqrt{q}\) in the complexity of Algorithm 19. Furthermore, it is well known that all maximal function fields satisfy \(g \leqslant \sqrt{q}(\sqrt{q}-1) / 2 \in \mathcal{O}(q)\), which implies that any code of length \(n \in \Omega(q)\) over such a function field can be decoded using no more that \(\widetilde{\mathcal{O}}\left(s \ell^{\omega} q^{(\omega-1) / 2} n\right) \subseteq \widetilde{\mathcal{O}}\left(s \ell^{\omega} n^{(\omega+1) / 2}\right)\) operations in \(\mathbb{F}\).

We obtain even better results for long codes over specific maximal function fields:

Example 5.56. In the case of Hermitian \({ }^{3}\) function field \(F=\mathbb{F}_{q^{2}}\left(x_{1}, x_{2}\right)\), where \(x_{2}^{q}+x_{2}=x_{1}^{q+1}\), we have \(N_{1}=q^{3}+1\) rational places and genus \(g=q(q-1) / 2\). The usual choice of \(P_{\infty}\) in one-point codes of \(F\) gives \(\mu=q\). Consequently, we can decode any such code of length \(n \in \Omega\left(q^{3}\right)\) using
\[
\widetilde{\mathcal{O}}\left(s \ell^{\omega} q^{\omega-1} q^{3}\right)=\widetilde{\mathcal{O}}\left(s \ell^{\omega} q^{\omega+2}\right)=\widetilde{\mathcal{O}}\left(s \ell^{\omega} n^{(\omega+2) / 3}\right)
\]
operations in \(\mathbb{F}\). For \(n=q^{3}\), our approach specializes to the one from [NB15].
Example 5.57. The Giulietti-Korchmaros function field \(\mathbb{F}_{q^{6}}\left(x_{1}, x_{2}, x_{3}\right)\) from [GK09], where \(x_{2}^{q}+x_{2}=x_{1}^{q+1}\) and \(x_{3}^{q^{2}-q+1}=x_{1}^{q^{2}}-x_{1}\), is also maximal-it has \(\mu \leqslant q^{3}, g=\left(q^{5}-2 q^{3}+q^{2}\right) / 2\) and \(N_{1}=q^{8}-q^{6}+q^{5}+1\). In this case, we can decode any code of lenth \(n \in \Omega\left(q^{8}\right)\) with \(\operatorname{cost} \widetilde{\mathcal{O}}\left(s \ell^{\omega} n^{(3 \omega+5) / 8}\right)\).

Example 5.58. The Suzuki \({ }^{4}\) function field \(F=\mathbb{F}_{q}\left(x_{1}, x_{2}\right)\), where \(q=2^{2 e+1}\) is an odd power of two and \(x_{2}^{q}+x_{2}=x_{1}^{2^{e}}\left(x_{1}^{q}+x_{1}\right)\), has genus \(g=2^{e}(q-1)\) and \(N_{1}=q^{2}+1\) rational places. Although it is not maximal in the sense of the Hasse-Weil bound, no other function field with the same genus and constant field can surpass its number of rational places [Ser, Section 5.4]. From [BMZ21], it immediately follows that the Weierstrass semigroup of any place \(P\) contains

\footnotetext{
\({ }^{3}\) already seen in Section 2.6 .1 on page 40
\({ }^{4}\) already seen in Section 4.6 on page 80
}
a positive element no greater than \(q\), i.e. \(\mu \leqslant q\). This means that for any code over \(F\) of length \(n \in \Omega\left(q^{2}\right)\), the complexity of Algorithm 19 specializes to \(\widetilde{\mathcal{O}}\left(s \ell^{\omega} n^{(\omega+1) / 2}\right)\).

Example 5.59. Let \(F\) be a function field over \(\mathbb{F}\) corresponding to a \(C_{a, b}\) curve; in this example, we will use the notation from Section 2.1. One-point codes of the form \(\mathcal{C}_{\mathcal{L}}\left(D, m P_{\infty}\right)\) over \(F\) were decoded in [BB10] with complexity \(\widetilde{\mathcal{O}}\left(\ell^{5} a^{3}(n+g)\right)\) under the additional assumption that \(D-n P_{\infty}\) is a principal divisor. It should be noted that here \(P_{\infty}\) refers to a very specific rational place, which among other things implies that \(a=\mu\). Using Algorithm 19, we can decode these codes at the cost of \(\widetilde{\mathcal{O}}\left(s \ell^{\omega} a^{\omega-1}(n+g)\right)\) operations in \(\mathbb{F}\), which is notably better-and we need not assume that \(G=m P_{\infty}\) and that \(D-n P_{\infty}\) is principal.

In conclusion, our algorithm is faster than any other general list-decoding algorithm for AG codes of the form \(\mathcal{C}_{\mathcal{L}}(D, G)\). Moreover, except for GRS codes, it is at least as fast as any specialized decoding algorithm.

\section*{Chapter 6}

\section*{Conclusion}

In this thesis we have considered various computational problems associated with algebraic geometry codes. In Chapter 2, we investigated encoding and unencoding of codes over \(C_{a, b}\) curves and arrived at algorithms that have quasilinear complexity for codes whose underlying points admit a semi-grid structure. In Chapter 3, we attempted to let go of the semi-grid assumption - this resulted in algorithms that require precomputation but are quasi-linear for generic point sets. In Chapter 4, we investigated the error-correcting capability of improved power decoding for general AG codes - we did this both theoretically and experimentally, and we concluded that it is comparable to that of the GuruswamiSudan list decoder. Finally, in Chapter 5 we developed an efficient variant of the Guruswami-Sudan decoder in the fully general setting of all AG codes.

In the future, it would be interesting to develop the results from Chapter 3 further - removing the reliance on genericity. Furthermore, the algorithms could be generalized to higher dimensions, and the precomputation could be sped up. When it comes to Chapter 4, then it is likely that the proposed power decoder can be made efficient using simultaneous Hermite-Padé approximations. Finally, the complexity of our list decoder in Chapter 5 can likely be improved by a factor \(s / \ell\) if we use a slightly different generating set in the interpolation step.

\section*{Appendix \(A\)}

\section*{Notations}

\section*{Complexity:}
\begin{tabular}{|c|c|}
\hline \(\mathcal{O}(\cdot), \widetilde{\mathcal{O}}(\cdot), \Omega(\cdot)\) & Asymptotic complexity, Section 1.2. \\
\hline \(\mathrm{M}(\cdot)\) & Multiplication of univariate polynomials, Section 1.3. \\
\hline \multicolumn{2}{|l|}{Common objects:} \\
\hline F & A field. \\
\hline \(\mathbb{F}_{q}\) & A finite field with \(q\) elements. \\
\hline \(\mathbb{F}[X]_{<m}\) & Polynomials over \(\mathbb{F}\) of degree less than \(m\). \\
\hline \(\mathbb{Z}, \mathbb{Q}, \mathbb{R}\) & Integers, rationals and reals respectively. \\
\hline \(\mathbb{Z}_{>0}, \mathbb{Z}_{\geqslant 0}\) & Positive and non-negative integers respectively. \\
\hline \multicolumn{2}{|l|}{\(\mathbb{F}[x]\)-modules (Section 1.4):} \\
\hline \(\mathrm{deg}_{s}\) & Shifted degree of a polynomial vector. \\
\hline \(\mathrm{rdeg}_{s}, \mathrm{cdeg}_{s}\) & Shifted row and column degree of a polynomial matrix. \\
\hline \multicolumn{2}{|l|}{Algebraic geometry (Section 1.4):} \\
\hline \(F\) & Function field. \\
\hline \(v_{P}(\cdot)\) & Valuation. \\
\hline \(\mathcal{L}(\cdot)\) & Riemann-Roch space. \\
\hline \(\mathfrak{l}(\cdot)\) & dimension of Riemann-Roch space. \\
\hline \(Я_{P}(A)\) & \(\bigcup_{m=-\infty}^{\infty} \mathcal{L}(m P+A)\). \\
\hline \(\delta_{A}^{(P)}(f)\) & \(-v_{P}(f)-v_{P}(A)\). \\
\hline \(\mathcal{C}_{\mathcal{L}}(D, G)\) & Algebraic geometry code. \\
\hline
\end{tabular}
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[^2]:    ${ }^{1}$ Kedlaya and Umans' asymptotically efficient algorithm for multivariate multi-point evaluation [KU08] has resisted practical implementations according to e.g. [vdHL19], the same goes the "fastest" matrix multiplication algorithms [LG12].

[^3]:    ${ }^{2}$ to make sure that such $\omega$ exists, it is then defined as the smallest value for which the cost bound $\mathcal{O}\left(m^{\omega+\epsilon}\right)$ holds for every $\epsilon>0$.

[^4]:    ${ }^{3}$ actually, $\boldsymbol{P}$ only needs to be in weak $\boldsymbol{s}$-Popov form, which is a weaker condition
    ${ }^{4}$ see also [Nei16, Lemma 1.24]

[^5]:    ${ }^{5}$ maximum likelihood decoding of Reed-Solomon codes is known to be NP-hard [GV05]

[^6]:    ${ }^{1}$ Actually, the algorithm by Kedlaya and Umans works with any number of variables.

[^7]:    ${ }^{2}$ Their complexity model differs from ours by counting bit operations instead of field operations, but this has no impact on our use case.

[^8]:    ${ }^{1}$ if they are not, simply shear the points in an extension field (see Section 2.2.2)

