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#### Abstract

Dynamic Belief Update is a model checking problem in Dynamic Epistemic Logic concerning the effect of applying a number of epistemic actions on an initial epistemic model. It can also be considered as a plan verification problem in epistemic planning. The problem is known to be PSPACE-hard. To better understand the source of complexity of the problem, previous research has investigated the complexity of 128 parameterized versions of the problem with parameters such as number of agents and size of epistemic actions. The complexity of many parameter combinations has been determined, but previous research left 14 parameter combinations open. In this paper, we solve all of these open problems. Most of the parameter combinations turns out to be fixed-parameter intractable, except for 2 that are fixed-parameter tractable.
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## 1 Introduction

In the fields of psychology, ecology, economy and various areas of computer science like automated planning and distributed systems, the need to model multi-agent systems and reason about the knowledge of the involved agents often arises. Indeed, situations where multiple human or artificial agents interact with their environment, and have to update their knowledge accordingly, are ubiquitous. Our cognitive ability to attribute mental states to ourselves and to others has been previously studied under the name of Theory of Mind reasoning [19, 22].

There is a consensus across all fields that the problem posed by Theory of Mind reasoning is a computationally intractable task. Nonetheless, the exact aspects that are responsible for its hardness are still open to discussion. Indeed, in many real-life situations, humans manage to reason fairly efficiently about the knowledge of themselves and other agents. A conjecture is that higher-order thinking is the most prominent source of intractability, and situations requiring modest depth of reasoning are the easiest to untangle. However, this claim is still at the heart of a decades-old debate, where different explanations collide [15, 24].

As an illustration of some of the potential complications, let us consider the coordinated attack problem [13], which is famous in the area of distributed systems. In this problem, two generals, $i$ and $j$, are stationed in separate camps and plan to capture a fortified place. They will only succeed by attacking simultaneously, and thus have to agree on a common time to begin the assault. In addition, they will only attack if they are certain that the other general will follow through. However, they can only communicate by means of a messenger, who might be captured while travelling between camps. In this setting, each general has to reason about the knowledge of the other, and its evolution

[^1]after each message that is sent. Suppose general $i$ decides to attack at dawn. General $i$ will need to ensure that general $j$ knows, and will hence send a messenger to let $j$ know. A while after having dispatched the messenger, general $i$ might ask himself: 'Does general $j$ now know that I will attack at dawn?' Suppose the message was successfully delivered. Upon reception of the message, general $j$ might also reflect on general $i$ 's knowledge, and ask himself: 'Does general $i$ know that I know that he will attack at dawn?' As general $i$ has no way of knowing whether the message arrived safely or not (the messenger might have been caught), general $j$ can acknowledge the message by sending another message back to general $i$ 's camp, who will then wonder: 'Does general $j$ know that I know that he knows that...?'

The coordinated attack problem is famous for the fact that, no matter how many messages are being sent back and forth, the two generals can never achieve common knowledge that they will attack at dawn, and can hence never safely coordinate an attack [13]. What will happen, though, is that their level of shared knowledge will grow higher and higher as more and more messages are successfully delivered. After the successful delivery of the first message, we will have that 'general $j$ knows that $i$ will attack at dawn'. After the successful delivery of 2 messages (one from $i$ to $j$ and an acknowledgement from $j$ to $i$ ), we will have that 'general $i$ knows that general $j$ knows that $i$ will attack at dawn'. After 3 messages we have 'general $j$ knows that general $i$ knows that general $j$ knows that $i$ will attack at dawn', etc. The potential source of computational complexity here is that each message delivery results in a higher level of Theory of Mind (higher level of shared knowledge), and this might require a larger model to represent. The coordinated attack problem actually does not at all exploit the worst-case computational behaviour of reasoning about the higher-order knowledge resulting from a sequence of actions. However, it still points to the fact that such problems can be non-trivial and it is not immediately obvious whether we can always ensure tractability (we cannot).

Dynamic Epistemic Logic (DEL) is a well-suited framework to model situations like the coordinated attack problem, as it is a family of modal logics that allow not only to reason about (higher-order) knowledge, but also to represent how such knowledge is dynamically updated through the occurrence of events. Even if many decision problems associated with DEL are provably hard [11, 19], it has been shown that simpler tasks involving DEL can be carried out fairly easily [19]. In this paper, we study the Dynamic Belief Update (DBU) problem, which boils down to verifying whether an epistemic formula holds in an epistemic model after a series of epistemic updates, i.e. whether a certain epistemic fact holds after a sequence of (epistemic) events have occurred in an initial (epistemic) situation. In the coordinated attack problem, we could for instance ask about whether the two generals have shared knowledge to depth $n$ about attacking at dawn after the successful delivery of $n$ messages. This would be an instance of the DBU problem: The initial epistemic situation is the one where general $i$ has decided to attack at dawn, the sequence of epistemic events is the $n$ messages sent back and forth, and the epistemic fact to be check after the sequence of events is whether $n$ th-order shared knowledge has been achieved.

In previous work, van de Pol et al. [19] identifies numerous dimensions of interest of a DBU instance. Those dimensions include the number of events that occur, the modal depth of the epistemic formula to be checked after the events have occurred, and the number of agents involved. The restriction of one or several dimensions of the problem forms a new, simpler problem, which is potentially easier. Using tools from parameterized complexity [12], it has been shown that some restricted problems are tractable, while others remain hard. Our work consists in extending the efforts of van de Pol et al. [19] to identify which aspects of DBU make it intractable. We manage to settle the tractability question of all problems left open by van de Pol et al.

In Section 2, we present the DEL framework of this paper, and after recalling notions of parameterized complexity, we present DBU and its parameters. In Section 3, we prove our new
fixed-parameter intractability results of DBU. In Section 4, we settle the last remaining problems by proving their tractability.

## 2 Background

### 2.1 Dynamic Epistemic Logic

DEL is a modal logic focused on reasoning about knowledge, which can be revised according to the evolution of the situation [11]. In this paper, we use a variant of DEL that allows multipointed epistemic models and has propositional postconditions [6]. While various other variants of DEL exist, we present here a simple version, which can be readily extended into a version of DEL with more general preconditions, postconditions or frame conditions. The advantage of choosing a restricted version of DEL is that we mainly prove intractability results, and those intractability results will then of course immediately generalize from the restricted to the generalized versions of DEL.

The language $\mathcal{L}_{K}(P, \mathcal{A})$ of multi-agent epistemic logic is defined as follows, where $p$ ranges over a finite set of propositional variables (atoms) $P$ and $i$ over a finite set of agents $\mathcal{A}$ :

$$
\varphi:=\top|p| \neg \varphi|\varphi \wedge \varphi| K_{i} \varphi,
$$

The intended meaning of $K_{i} \varphi$ is 'agent $i$ knows $\varphi$ '. We will often use the abbreviated notation $\hat{K}_{i} \varphi=$ $\neg K_{i} \neg \varphi$, which reads 'agent $i$ considers $\varphi$ possible'. Other symbols such as $\vee$ and $\rightarrow$ can be defined by abbreviation as usual. The semantics of the language is defined through epistemic models (Kripke models).

## EXAMPLE 1

Our running example will be the coordinated attack problem, informally introduced in Section 1. A propositional variable (atom) $d$ is used to express that 'general $i$ attacks at dawn'. For $k=i, j$, we use the atom $m_{k}$ to denote that the messenger is currently at the camp of general $k$. We can then use the formula $\neg m_{i} \wedge \neg m_{j}$ to express that the messenger has been captured (he is no longer at any of the two camps). As mentioned in the introduction, after two messages successfully delivered, general $i$ knows that general $j$ knows that $i$ will attack at dawn, which we can express formally as the formula $K_{i} K_{j} d$. Hence, the relevant formulas of the coordinated attack problem can be expressed in the language $\mathcal{L}_{K}(P, \mathcal{A})$ with $P=\left\{d, m_{i}, m_{j}\right\}$ and $\mathcal{A}=\{i, j\}$.

## Definition 1 (Epistemic Models)

An epistemic model for the language $\mathcal{L}_{K}(P, \mathcal{A})$ is a tuple $\mathcal{M}=\left(W, \sim, L, W_{d}\right)$, where:

- $W$ is a non-empty finite set of worlds.
- $W_{d} \subseteq W$ is a non-empty set of designated worlds.
- $\sim$ is a function assigning an equivalence relation $\sim_{i}$ on $W$ to every agent $i \in \mathcal{A}$, called the indistinguishability relation for agent $i$.
- $L: W \rightarrow 2^{P}$ is a function assigning to each world $w$ a labelling, which is the set of atoms true in $w$.

When $W_{d}=\left\{w_{d}\right\}$ for some $w_{d} \in W, \mathcal{M}$ is called a single-pointed epistemic model, and $w_{d}$ is then often referred to as the actual world. By slight abuse of notation, we will then write $\mathcal{M}=(W, \sim$, $\left.L, w_{d}\right)$. Otherwise, $\mathcal{M}$ is a multi-pointed epistemic model.


Figure 1 An epistemic model $\mathcal{M}_{0}=\left(W, \sim, L, w_{1}\right)$ for $\mathcal{L}_{K}\left(\left\{d, m_{i}, m_{j}\right\},\{i, j\}\right)$. In this model, $W=$ $\left\{w_{1}, w_{2}\right\}, \sim_{i}=\left\{\left(w_{1}, w_{1}\right),\left(w_{2}, w_{2}\right)\right\}, \sim_{j}=\left\{\left(w_{1}, w_{1}\right),\left(w_{2}, w_{2}\right),\left(w_{1}, w_{2}\right),\left(w_{2}, w_{1}\right)\right\}, L\left(w_{1}\right)=\left\{d, m_{i}\right\}$ and $L\left(w_{2}\right)=\left\{m_{i}\right\}$. Even though they are not depicted for readability reasons, there are reflexive edges on each world, labelled by $i$ and $j$. In general, we are going to omit reflexive edges in figures.

## Definition 2 (Truth in an epistemic model)

Let $\mathcal{M}=\left(W, \sim, L, W_{d}\right)$ be an epistemic model. We define truth as follows, where $w \in W, p \in P$, $i \in \mathcal{A}$, and $\varphi, \psi \in \mathcal{L}_{K}(P, \mathcal{A})$ :

| $\left(W, \sim, L, W_{d}\right) \models \varphi$ | iff | for all $w \in W_{d},(W, \sim, L, w) \models \varphi$ |
| :--- | :--- | :--- |
| $(W, \sim, L, w) \models \top$ |  | always |
| $(W, \sim, L, w) \models p$ | iff | $p \in L(w)$ |
| $(W, \sim, L, w) \models \neg \varphi$ | iff | $(W, \sim, L, w) \not \models \varphi$ |
| $(W, \sim, L, w) \models \varphi \wedge \psi$ | iff | $(W, \sim, L, w) \models \varphi$ and $(W, \sim, L, w) \models \psi$ |
| $(W, \sim, L, w) \models K_{i} \varphi$ | iff | for all $w^{\prime}$ s.t. $w \sim_{i} w^{\prime},\left(W, \sim, L, w^{\prime}\right) \models \varphi$ |

## Example 2

Figure 1 shows an epistemic model $\mathcal{M}_{0}$ representing the initial situation of the coordinated attack problem. Nodes depict the worlds of $\mathcal{M}_{0}$, and represent different possible states of affairs. Each node is labelled by its name, followed by the list of the atomic propositions that are true in the world. The world on the left, $w_{1}$, represented by a double circle, is the actual world. It means that actually general $i$ has decided to attack at dawn (d), and actually the messenger is at the camp of general $i$ ( $m_{i}$ ), which is expressed by $\mathcal{M}_{0} \models d \wedge m_{i}$. However, in the other world $w_{2}$, general $i$ has not decided to attack at dawn, and $d$ is not true. Since general $j$ does not know whether general $i$ has decided to attack at dawn or not, general $j$ deems worlds $w_{1}$ and $w_{2}$ equally possible, which is illustrated by the indistinguishability edge labelled $j$ between worlds $w_{1}$ and $w_{2}$. As such, $\mathcal{M}_{0} \models \neg K_{j} d$.

Event models, defined next, represent changes to the situation resulting from the occurrence of events or execution of actions, which lead agents to update their knowledge.

## Definition 3 (Event Models)

An event model for $\mathcal{L}_{K}(P, \mathcal{A})$ is a tuple $\mathcal{E}=\left(E, \sim\right.$, pre, post, $\left.E_{d}\right)$, such that:

- $E$ is a non-empty finite set of events.
- $E_{d} \subseteq E$ is a non-empty set of designated events.
- $\sim$ is a function assigning an equivalence relation $\sim_{i}$ on $W$ to every agent $i \in \mathcal{A}$, called the indistinguishability relation for agent $i$.
- pre : $E \rightarrow \mathcal{L}_{K}(P, \mathcal{A})$ is a function assigning to each event a precondition.
- post : $E \rightarrow \mathcal{L}_{K}(P, \mathcal{A})$ is a function assigning to each event a postcondition, which is a conjunction of literals (propositional variables and their negations, including $T$ ) in which each atom appears at most once.


Figure 2 The event model $\mathcal{E}_{i \rightarrow j}=\left(E, \sim\right.$, pre, post, $\left.e_{1}\right)$. In this model, $E=\left\{e_{1}, e_{2}\right\}, \sim_{i}=$ $\left\{\left(e_{1}, e_{1}\right),\left(e_{2}, e_{2}\right),\left(e_{1}, e_{2}\right),\left(e_{2}, e_{1}\right)\right\}, \sim_{j}=\left\{\left(e_{1}, e_{1}\right),\left(e_{2}, e_{2}\right)\right\}, \operatorname{pre}\left(e_{1}\right)=d \wedge m_{i}, \operatorname{post}\left(e_{1}\right)=\neg m_{i} \wedge m_{j}$, $\operatorname{pre}\left(e_{2}\right)=\top, \operatorname{post}\left(e_{2}\right)=\neg m_{i} \wedge \neg m_{j}$.

As with epistemic models, when $E_{d}=\left\{e_{d}\right\}$ for some $e_{d} \in E, \mathcal{E}$ is called a single-pointed event model and $e_{d}$ often the actual event. By slight abuse of notation, we will then write $\mathcal{E}=(E, \sim$, pre, post, $e_{d}$ ). Otherwise, $\mathcal{E}$ is a multi-pointed event model.

## Example 3

Figure 2 depicts the event model $\mathcal{E}_{i \rightarrow j}$ representing the event/action where the messenger successfully delivers message $d$ from $i$ to $j$. Here the nodes are called events. They represent the possible outcomes of the action. Similarly to the epistemic model presented earlier, event $e_{1}$ on the left is represented by a double square, which indicates that it is the actual event. It is labelled by a pair of two formulas, which are respectively its precondition $\operatorname{pre}\left(e_{1}\right)=d \wedge m_{i}$ and its postcondition post $\left(e_{1}\right)=\neg m_{i} \wedge m_{j}$. Intuitively, event $e_{1}$ models the outcome where the messenger safely arrives at general $j$ 's camp. The occurrence of $d$ in the precondition of $e_{1}$ means that agent $j$ gets to know that $d$ is true (since agent $j$ can distinguish $e_{1}$ from $e_{2}$ ). The postcondition $\neg m_{i} \wedge m_{j}$ of $e_{1}$ makes $m_{j}$ true instead of $m_{i}$, i.e. represents the fact that the messenger ends up being at general $j$ instead of general $i$. The event $e_{2}$ represents the situation where the messenger gets caught (ends up being at neither of the two camps). As general $i$ has no way of knowing wether the messenger will be successful in his quest, he does not know which of the two events will actually occur, and can hence not distinguish between $e_{1}$ and $e_{2}$. This is the reason we have an indistinguishability edge labelled $i$ between the two events. In addition to event model $\mathcal{E}_{i \rightarrow j}$ depicted here, we will consider the additional event model $\mathcal{E}_{j \rightarrow i}$ that represents the symmetric situation where general $j$ sends the messenger to general $i$ 's camp. It can be obtained from $\mathcal{E}_{i \rightarrow j}$ by swapping all occurrences of $i$ and $j$.

Epistemic models can be updated with the application of event models through product updates, defined as follows.

## Definition 4 (Product Update)

Let $\mathcal{M}=\left(W, \sim, L, W_{d}\right)$ be an epistemic model and $\mathcal{E}=\left(E, \sim\right.$, pre, post, $\left.E_{d}\right)$ an event model. Suppose that there exists at least one pair $(w, e) \in W_{d} \times E_{d}$ such that ( $\left.W, \sim, L, w\right) \vDash \operatorname{pre}(e)$. The product update of $\mathcal{M}$ with $\mathcal{E}$ is then the epistemic model $\mathcal{M} \otimes \mathcal{E}=\mathcal{M}^{\prime}$ with $\mathcal{M}^{\prime}=\left(W^{\prime}, \sim^{\prime}, L^{\prime}, W_{d}^{\prime}\right)$ and

$$
\begin{aligned}
& -W^{\prime}=\{(w, e) \in W \times E \mid(W, \sim, L, w) \models \operatorname{pre}(e)\} \\
& -\sim_{i}^{\prime}=\left\{((w, e),(v, f)) \in W^{\prime} \times W^{\prime} \mid w \sim_{i} v \text { and } e \sim_{i} f\right\} \\
& -L^{\prime}((w, e))=(L(w) \cup\{p \mid \operatorname{post}(e) \models p\})-\{p \mid \operatorname{post}(e) \models \neg p\} \\
& -\quad W_{d}^{\prime}=\left\{(w, e) \in W^{\prime} \mid w \in W_{d} \text { and } e \in E_{d}\right\}
\end{aligned}
$$

## Example 4

Figure 3 depicts the evolution of the coordinated attack problem when messages are sent back and forth. The initial situation, represented by the epistemic model $\mathcal{M}_{0}$ at the top of the figure, is the


Figure 3 The epistemic model $\mathcal{M}_{0}$ of Example 2 and its successive updates with event models $\mathcal{E}_{i \rightarrow j}$ and $\mathcal{E}_{j \rightarrow i}$.
same as described in Example 2. Its update with the epistemic model $\mathcal{E}_{i \rightarrow j}$ is depicted immediately below, noted $\mathcal{M}_{1}$. Let us explain how $\mathcal{M}_{1}=\mathcal{M}_{0} \otimes \mathcal{E}_{i \rightarrow j}$ is built. In order to build the set of worlds of $\mathcal{M}_{1}$, one has to check, for each event of $\mathcal{E}_{i \rightarrow j}$, which worlds of $\mathcal{M}_{0}$ satisfy its precondition. The designated event $e_{1}$ has its precondition satisfied in the designated world $w_{1}$. The model $\mathcal{M}_{1}$ thus has a world ( $w_{1}, e_{1}$ ), which is also designated and depicted as the leftmost world of the model (and renamed to $w_{1}$ for simplicity). As the postcondition of $e_{1}$ is $\neg m_{i} \wedge m_{j}$, the label of ( $w_{1}, e_{1}$ ) is the same as $w_{1}$, except that $m_{i}$ is now false and $m_{j}$ true. Event $e_{2}$, that general $i$ can not distinguish from event $e_{1}$, has its precondition satisfied in both worlds of $\mathcal{M}_{0}$. Event $e_{2}$ will hence create a complete copy of the original model $\mathcal{M}_{0}$, except the postcondition will be imposed on the copy. The postcondition of $e_{2}$ makes both $m_{i}$ and $m_{j}$ false. This explains why the two rightmost worlds of $\mathcal{M}_{1}$ is a copy of $\mathcal{M}_{0}$ with $m_{i}$ removed.

Model $\mathcal{M}_{n}$ is the model resulting from $n$ successful message passings. From the figure we can see that $\mathcal{M}_{n}$ for all $n$ is a chain model in which the first world, $w_{1}$, is the actual world, and in which $d$ holds in all worlds except the last, $w_{n+2}$. Furthermore, it is an alternating chain, where the edges alternate between $i$-edges and $j$-edges. From this it follows that we have $\mathcal{M}_{n} \models K_{k_{1}} K_{k_{2}} \cdots K_{k_{n}} d$ for any sequence of agents $k_{1}, \ldots, k_{n}$. E.g. in $\mathcal{M}_{3}$ we have both $\mathcal{M}_{3} \models K_{i} K_{j} K_{i} d$ and $\mathcal{M}_{3} \models K_{j} K_{i} K_{j} d$. The conclusion is that, as hinted at before, after $n$ successful message passings, the two generals will have shared knowledge to degree $n$ that they will attack at dawn.

### 2.2 Generalizations of the DEL framework

One could also define the precondition of an event as a formula of the language $\mathcal{L}_{D K}(P, \mathcal{A})$, which is $\mathcal{L}_{K}(P, \mathcal{A})$ extended with modalities $[\mathcal{E}]$ for each event model $\mathcal{E}$. In this extended language, $[\mathcal{E}] \phi$ expresses that after the action $\mathcal{E}$ has occurred, $\phi$ is true. We here do not consider this extended language and the generalized preconditions it leads to. All our intractability results of course trivially generalize to this more general setting (since anything expressible in the more restricted setting
is also expressible in the more general setting). The same holds for generalizing to other frame conditions, i.e. alternative conditions on $\sim$ that do not require the $\sim_{i}$ relations to be equivalence relations, but do not prevent them from being it either. This includes various versions of DEL where the underlying epistemic models represent beliefs rather than knowledge-or other propositional attitudes weaker than knowledge. Specifically, it includes DEL based on, e.g. K or KD45 and also DEL based on plausibility models [2]. As we will later see, even our tractability results generalize from S5 to other frame conditions (in fact, arbitrary frame conditions), since the proof does not make use of any assumptions about frame conditions. In other words, all our results, both the tractability and intractability results, generalize to doxastic versions of DEL.

Finally, we can also consider to generalize the form of the postconditions. Often in DEL, the postconditions are expressed as mappings from propositions to epistemic formulas [20], so that the updated truth value of a proposition can potentially depend on the prior truth value of a complicated epistemic formula. Using such postconditions, many event models can be expressed more compactly. Given a postcondition of our type (a conjunction of literals) of size (length) $n$, we can always translate it into a mapping from propositions to epistemic formulas of size $\Theta(n)$ (at least when assuming, as is usually done, that we only encode how the mapping differs from the identity). Hence, we again get that any intractability result we might achieve for our type of postconditions transfers to the generalized postconditions.

### 2.3 Parameterized complexity

In this section, we recall some notions of parameterized complexity. Parameterized complexity is a branch of complexity theory whose aim is to offer a finer-grained analysis of a computational problem, taking into account some characteristics of each instance. It studies parameterized problems [12], which resemble classical decision problems. Given an alphabet $\Sigma$, a parameterized problem $L$ is a subset of $\Sigma^{*} \times \mathbb{N}$. Given an instance $\langle x, k\rangle$ of $L$, we call $x$ the main part and $k$ the parameter. The parameter $k$ is a metric that gauges one dimension of $x$. For instance, if our problem is to modelcheck formulas of $\mathcal{L}_{K}(P, \mathcal{A})$, then $x$ consists of a formula $\phi$ and a $\operatorname{model} \mathcal{M}$, while $k$ can, e.g. be the modal depth of $\phi$ or the number of agents used in $\phi$ and $\mathcal{M}$.

In classical complexity theory, the class of tractable problems is $P$. The corresponding class in parameterized complexity theory is FPT, defined next.

DEFINITION 5 (Fpt-algorithms and fixed-parameter tractability [14,Definition 1.4])
Let $L$ be a parameterized problem. An fpt-algorithm for problem $L$ is an algorithm that solves $L$, for which there exists a computable function $f: \mathbb{N} \rightarrow \mathbb{N}$ and a polynomial $\mathcal{P}$, such that the running time of the algorithm on any instance $\langle x, k\rangle \in L$ is at most

$$
f(k) \cdot \mathcal{P}(|x|) .
$$

A parameterized problem is called fixed-parameter tractable if there exists an fpt-algorithm solving it, and the class of all fixed-parameter tractable problems is denoted FPT.

A well-known problem that is intractable in the traditional sense is SAT [9]. However, one of its parameterized variants $p$-SAT, where the number of propositional variables $p$ of an instance is a parameter of the problem, is fixed-parameter tractable.

Indeed, let us try to check whether formula $\varphi$, built over p variables, is satisfiable. Checking whether a given assignment of the p variables satisfies the formula can be done in time $\mathcal{P}(|\varphi|)$, for some polynomial $\mathcal{P}$. As there are $2^{\mathrm{p}}$ different assignments of the variables of $\varphi$, one could check

## 8 Parameterized complexity of dynamic belief updates

them all against $\varphi$, which can be done in time $2^{\mathrm{p}} \cdot \mathcal{P}(|\varphi|)$. We have thus described an fpt-algorithm for the p -SAT problem. Intuitively, this means that if we consider the number of variables $p$ of any instance of SAT to be a constant, SAT becomes tractable.

Proving that a parameterized problem is or is not fixed-parameter tractable can often be done through fpt-reductions, defined next. They can be seen as the parameterized complexity counterpart of classical polynomial-time reductions and are useful for proving membership and hardness results for parameterized problems.

Definition 6 (Fpt-reductions [14, Definition 2.1])
Let $L$ and $L^{\prime}$ be two parameterized problems. An fpt-reduction from $L$ to $L^{\prime}$ is a mapping $R: L \longrightarrow L^{\prime}$ such that:

- $\langle x, k\rangle \in L$ iff $R(\langle x, k\rangle) \in L^{\prime}$.
- $R$ is computable by an fpt-algorithm, i.e. there is a computable function $f$ and a polynomial $\mathcal{P}$ such that $R(\langle x, k\rangle)$ can be computed in time $f(k) \cdot \mathcal{P}(|x|)$.
- There exists a computable function $g$ such that if $\langle x, k\rangle \in L$ and $\left\langle x^{\prime}, k^{\prime}\right\rangle=R(\langle x, k\rangle)$ then $k^{\prime} \leq g(k)$.
When there exists an fpt-reduction from $L$ to $L^{\prime}$, we write $L \leq_{f p t} L^{\prime}$.
It follows from the way fpt-reductions are defined that the problem class FPT is closed under fptreductions. More specifically, suppose $L \leq_{f p t} L^{\prime}$. Then if $L^{\prime}$ belongs to FPT, so does $L$ [14,Lemma 2.2]. Hence, to prove that a problem $L^{\prime}$ is not fixed-parameter tractable, it suffices to find an fptreduction to $L^{\prime}$ from a problem $L$ known to be not fixed-parameter tractable (we call such problems fixed-parameter intractable). In this paper, we consider two complexity classes that are deemed fixed-parameter intractable, namely W[1] and para-NP [12]. W[1] is the class of problems that can be fpt-reduced to k-W2SAT, which is the problem where, given a 2 CNF formula $\varphi$ and a parameter k , one has to decide if there exists a valuation satisfying $\varphi$ in which at most k variables are true. ParaNP is the class of parameterized problems that can be solved by a nondeterministic fpt-algorithm. Para-NP-hard problems are deemed fixed-parameter intractable, as $\mathrm{W}[1] \subseteq$ para-NP [14].

In the remaining of this paper, we will allow problems to have multiple parameters. If a problem $L$ has parameters $\mathrm{k}_{1}, \ldots, \mathrm{k}_{n}$, we denote it $\mathrm{k}_{1} \cdots \mathrm{k}_{n}-L$. The instances of the problem are then of the form $\left\langle x, \mathrm{k}_{1}+\cdots+\mathrm{k}_{n}\right\rangle$. Note that, for any permutation $\sigma$ of $\mathrm{k}_{1}, \ldots, \mathrm{k}_{n}$, the notations $\mathrm{k}_{1} \cdots \mathrm{k}_{n}-L$ and $\sigma\left(\mathrm{k}_{1} \cdots \mathrm{k}_{n}\right)-L$ define the same problem. If the parameter sequence contains repetitions, e.g. $\mathrm{k}_{1} \mathrm{k}_{2} \mathrm{k}_{1}-L$, we still only count each distinct parameter once, so the instances of that problem would be of the form $\left\langle x, \mathrm{k}_{1}+\mathrm{k}_{2}\right\rangle$. When adding further parameters to a parameterized problem, we of course make it more constrained. That is, for any problem $L$ and parameter sequences $X$ and $Y$, the problem $X Y-L$ is at least as constrained as $X-L$. Hence, the following is easily proved.

## Proposition 1

Let $X$ and $Y$ be sequences of parameters of a decision problem $L$. Then $X Y-L \leq f p t X$.

### 2.4 Dynamic Belief Update

The decision problem considered in this paper is presented in Figure 4, following van de Pol et al. [19]. It is the problem of checking whether a certain epistemic formula is true after having updated an initial epistemic situation (epistemic model) with a sequence of epistemic actions (event models). ${ }^{1}$

[^2]
## Dynamic Belief Update (DBU)

Input: An initial epistemic model $\mathcal{M}$ on $\mathcal{L}_{K}(P, \mathcal{A})$;
A series of event models $\mathcal{E}_{1}, \ldots, \mathcal{E}_{u}$ on $\mathcal{L}_{K}(P, \mathcal{A})$;
A goal formula $\varphi_{g} \in \mathcal{L}_{K}(P, \mathcal{A})$.
Output: Yes if $\mathcal{M} \otimes \mathcal{E}_{1} \otimes \cdots \otimes \mathcal{E}_{u} \models \varphi_{g}$ No otherwise

Figure 4 The decision problem DBU considered in this paper.
TABLE 1 Parameters for DBU

| Param. | Description | Param. | Description |
| :--- | :--- | :--- | :--- |
| a | Number of agents | o | Goal formula's modal depth |
| c | Max. length of event preconditions | p | Number of prop. variables |
| e | Max. no. of events per event model | u | Number of event models |
| f | Length of goal formula |  |  |

So it is about the complexity of keeping track of 'who knows what' when observing a sequence of actions taking place, where these actions can both change ontic facts and what the different agents know. A concrete example could be the coordinated attack problem presented above. The problem of whether $n$ messages lead to $n$ th-order shared knowledge can be stated as the following instance of DBU. We let $\mathcal{M}$ be the initial epistemic model $\mathcal{M}_{0}$ of the coordinated attack problem presented in Figure 1. For $m=1, \ldots, n$, if $m$ is odd we let $\mathcal{E}_{m}$ be the event model $\mathcal{E}_{i \rightarrow j}$ of Figure 2, and if $m$ is even we let $\mathcal{E}_{m}$ be the symmetric event model $\mathcal{E}_{j \rightarrow i}$. Finally, we let the goal formula $\phi_{g}$ be the formula $\bigwedge_{k_{1}, \ldots, k_{n}} K_{k_{1}} K_{k_{2}} \cdots K_{k_{n}} d$. Now we have that the instance is positive if and only if the successful delivery of the first $n$ messages lead to $n$ th-order shared knowledge of $d$ among agents $i$ and $j$. Other problems that can be phrased as instances of DBU are the consecutive number puzzle, the muddy children puzzle, and problems related to epistemic games like Hanabi and Clue, as well as the false-belief tasks studied in cognitive psychology $[3,5,7]$. We can also think of DBU as the plan verification problem in epistemic planning [6]: Given an initial state (epistemic model), a sequence of actions (event models) and a goal formula, does the action sequence achieve the goal from the initial state?

DBU is PSPACE-complete, as proven by van de Pol et al. [19]. Their paper proposes various parameters as an attempt to identify the features that make DBU hard. Those parameters are given in Table 1, and any combination of the 7 parameters form a parameterized version of DBU.

This leads us to the class of problems of the form $X$-DBU, where $X$ is a subsequence of the 7 parameters. For instance, acp-DBU is the dynamic belief update problem where the parameters are the number of agents, the length of the preconditions and the number of propositional variables. There are $2^{7}=128$ problems of this form. Prior to our work, the (fixed-parameter) tractability or intractability of 114 of them was already known [19]. Of the remaining 14 problems, we show intractability of 12 of them and tractability for 2 . We also provide alternative proofs for some problems that were previously settled. Table 2 summarizes the known results, including the new

[^3]TABLE 2 Complexity results for the most general parameterized variants of DBU, from which all other results for our set of parameters can be immediately deduced. Results on the left table originate from [19], while results on the right table constitute the original contributions of this paper.

| Param. for DBU | Complexity | Param. for DBU | Complexity |
| :--- | :--- | :--- | :--- |
| acfou | W[1]-hard | acefop | para-NP-hard |
| afopu | W[1]-hard | cfopu | W[1]-hard |
| eu | FPT | acopu | W[1]-hard |
| Earlier known results $[19]$ | acfpu | FPT |  |

New results of this paper


Figure 5 Complexity results for the most general parameterized variants of DBU. Each parameter sequence $X$ shown in the figure is short for the associated decision problem $X$-DBU. The problems above the vertical line are the ones that are not fixed-parameter tractable, and the ones below are those who are. The dashed edges show problem inclusion: the top end-point of the edge has a parameter sequence included in the sequence of the bottom end-point. This implies that the problem at the bottom reduces to the problem at the top, and hence that the the problem at the bottom is easier than the problem at the top. The framed parameter sequences are associated to problems whose tractability is settled in this paper. Problems in grey formed the previously known border, but are now superseeded by one of our results. Notice that acfopu-DBU $=$ acfpu-DBU.
ones of this paper, and Figure 5 shows the same results alternatively, by providing an outline of the tractability frontier. Both only mention the strongest results, as all other results can be immediately deduced from them through Proposition 1, and the observation that, for any sequence of parameters $X$ of DBU, $X \mathrm{f}-\mathrm{DBU} \leq \leq_{p t} X \mathrm{fo}-\mathrm{DBU}$ (if we constrain the length of the goal formula, we are also constraining its modal depth).

It can be hard to keep track of 128 different versions of the same problem. However, many are obviously interdependent in the sense that the (in)tractability of one immediately implies the (in)tractability of the other, e.g. through Proposition 1. To keep track of dependency and which problems are still open, we developed a small script, which can be found at https://github.com/ arnaudlequen/dbuproblemfinder. The script allowed us to find the open problems that would solve most other open problems and keeping track of the remaining open problems as we gradually settled more cases.

### 2.5 Single-pointed vs multi-pointed DBU

We have defined the DBU problem on multi-pointed epistemic models and event models. In classical DEL, one usually only considers single-pointed models with a single designated world (actual world) of each epistemic model and a single designated event (actual event) of each event model. In our intractability proofs, we are, however, going to use multi-pointed models extensively and they are also essential to represent non-deterministic actions in epistemic planning [6]. We here show that the question of fixed-parameter tractability is independent of whether we consider single- or multipointed models.

## PROPOSITION 2

Let $X$ denote a subsequence of the 7 parameters of Table 1 , and let $X$ - $\mathrm{DBU}_{s}$ denote the $X$-DBU problem restricted to single-pointed epistemic models and event models. Then $X$-DBU $\leq_{f p t} X$ - $\mathrm{DBU}_{s}$ and $X$-DBU ${ }_{s} \leq_{f p t} X$-DBU.

Proof. The reduction $X-\mathrm{DBU}_{s} \leq_{f p t} X$-DBU is trivial, as any problem in $X-\mathrm{DBU}_{s}$ is also a problem in $X$-DBU. We then prove the other direction, $X$-DBU $\leq_{f p t} X$-DBU . To prove this, we first define a translation $\cdot s$ from multi-pointed models over the language $\mathcal{L}_{K}(P, \mathcal{A})$ into single-pointed models. To define the translation, we first pick a fresh agent $j$ and fresh propositional symbol $p_{j}$. Let $\mathcal{A}^{\prime}=\mathcal{A} \cup\{j\}$ and $\mathcal{P}^{\prime}=\mathcal{P} \cup\left\{p_{j}\right\}$. The translation will then take any multi-pointed epistemic (or event) model over $\mathcal{L}_{K}(P, \mathcal{A})$ and turn it into a single-pointed epistemic (or event) model over $\mathcal{L}_{K}\left(P^{\prime}, \mathcal{A}^{\prime}\right)$. For any epistemic model $\mathcal{M}=\left(W, \sim, L, W_{d}\right)$, the translated model $\mathcal{M}_{s}=\left(W^{\prime}, \sim^{\prime}, L^{\prime}, w_{d}\right)$ is defined by:

- $W^{\prime}=W \cup\left\{w_{d}\right\}$, where $w_{d} \notin W$.
- $L^{\prime}(w)=L(w)$ for all $w \in W$, and $L^{\prime}\left(w_{d}\right)=\left\{p_{j}\right\}$.
$-\sim_{i}^{\prime}=\sim_{i}$ for all $i \in \mathcal{A}$, and $\sim_{j}^{\prime}=\left(\left(W_{d} \cup\left\{w_{d}\right\}\right) \times\left(W_{d} \cup\left\{w_{d}\right\}\right)\right)^{r}$ (where $R^{r}$ denotes the reflexive closure of relation $R$ ).
Note that by this construction, for any formula $\phi$ in $\mathcal{L}_{K}(P, \mathcal{A})$, we will have $\mathcal{M} \models \phi$ iff $\mathcal{M}_{s} \models$ $K_{j}\left(\neg p_{j} \rightarrow \phi\right)$. Similarly, for any event model $\mathcal{E}=\left(E, \sim\right.$, pre, post, $\left.E_{d}\right)$, we define its translation $\mathcal{E}_{s}=\left(E^{\prime}, \sim^{\prime}\right.$, pre $^{\prime}$, post $\left.^{\prime}, e_{d}\right)$ by:
- $E^{\prime}=E \cup\left\{e_{d}\right\}$, where $e_{d} \notin E$.
$-\sim_{i}^{\prime}=\sim_{i}$ for all $i \in \mathcal{A}$, and $\sim_{j}^{\prime}=\left(\left(E_{d} \cup\left\{e_{d}\right\}\right) \times\left(E_{d} \cup\left\{e_{d}\right\}\right)\right)^{r}$.
- $\operatorname{pre}^{\prime}(e)=\neg p_{j} \wedge \operatorname{pre}(e)$ for all $e \in E$, and $\operatorname{pre}^{\prime}\left(e_{d}\right)=p_{j}$.
- $\operatorname{post}^{\prime}(e)=\operatorname{post}(e)$ for all $e \in E$, and $\operatorname{post}^{\prime}\left(e_{d}\right)=\mathrm{T}$.

Claim. For any epistemic model $\mathcal{M}$ and event model $\mathcal{E}$ over $\mathcal{L}_{K}(P, \mathcal{A})$, the models $(\mathcal{M} \otimes \mathcal{E})_{s}$ and $\mathcal{M}_{s} \otimes \mathcal{E}_{s}$ are isomorphic. Proof of claim: We create a bijection $f$ between the worlds of the two models as follows. The model $(\mathcal{M} \otimes \mathcal{E})_{s}$ has a single designated world $w_{d}$. The model $\mathcal{M}_{s} \otimes \mathcal{E}_{s}$ also has a single designated world $\left(w_{d}, e_{d}\right)$. So we let $f\left(w_{d}\right)=\left(w_{d}, e_{d}\right)$. Now take any other world $w$ of $(\mathcal{M} \otimes \mathcal{E})_{s}$. This will be a world $(w, e)$ of $\mathcal{M} \otimes \mathcal{E}$. By definition, we then have that $w$ is a world of $\mathcal{M}, e$ is an event of $\mathcal{E}$, and pre $(e)$ is true in $w$. Since $w$ is a world of $\mathcal{M}$, it is also a world of
$\mathcal{M}_{s}$. Since $e$ is an event of $\mathcal{E}$, it is also an event of $\mathcal{E}_{s}$. Since pre $(e)$ is true in $w,(w, e)$ must then be a world of $\mathcal{M}_{s} \otimes \mathcal{E}_{s}$. We can hence let $f((w, e))=(w, e)$. We then first need to prove that this is a bijection. As $f$ is clearly injective, it suffices to prove that it is surjective. So let ( $w, e$ ) be any world of $\mathcal{M}_{s} \otimes \mathcal{E}_{s}$. Either $w$ is a world of $\mathcal{M}$ or $w=w_{d}$. If $w=w_{d}$ then $e=e_{d}$, since $e_{d}$ is the only event of $\mathcal{E}_{s}$ that has its precondition satisfied in $w_{d}$. But then $(w, e)=\left(w_{d}, e_{d}\right)$, and we know that this is in the image of $f$. Now suppose $w \neq w_{d}$. Then also $e \neq e_{d}$, since the precondition of $e_{d}$ is $p_{j}$ that is only satisfied in $w_{d}$. This implies that $w$ belongs to $\mathcal{M}$ and $e$ to $\mathcal{E}$. By definition of the product update, we also have that pre $(e)$ is satisfied in $w$. This implies that ( $w, e$ ) also belongs to $(\mathcal{M} \otimes \mathcal{E})_{s}$, and hence that $(w, e)$ must be in the image of $f$, as required. We now know that $f$ is a bijection, and need to check that it satisfies the conditions for being an isomorphism. First we check that for any world $w$ of $(\mathcal{M} \otimes \mathcal{E})_{s}, w$ and $f(w)$ satisfy the same propositional variables. This is trivial for all world except $w_{d}$ of $(\mathcal{M} \otimes \mathcal{E})_{s}$. The world $w_{d}$ of $(\mathcal{M} \otimes \mathcal{E})_{s}$ satisfies only $p_{j}$, so we need to show that $f\left(w_{d}\right)=\left(w_{d}, e_{d}\right)$ also only satisfies $p_{j}$. But since $w_{d}$ only satisfies $p_{j}$ and the event $e_{d}$ has the trivial postcondition $T$, it immediately follows. Now we only need to check that the two models also have the same indistinguishability relations between worlds related by $f$. Suppose $w \sim_{i} v$ for a pair of distinct worlds $w, v$ of $(\mathcal{M} \otimes \mathcal{E})_{s}$ and an agent $i$. Since the indistinguishability relations of both models are trivially reflexive, we can assume $w \neq v$. Suppose first $i=j$. Suppose further that $w=w_{d}$. Then $v=\left(w^{\prime}, e^{\prime}\right)$ for some $w^{\prime} \in W_{d}$ and $e^{\prime} \in E_{d}$. Since $w^{\prime} \in W_{d}$, in $\mathcal{M}_{s}$ we have $w_{d} \sim_{j} w^{\prime}$. Since $e^{\prime} \in E_{d}$, in $\mathcal{E}_{s}$ we have $e_{d} \sim_{j} e^{\prime}$. Hence, $\left(w_{d}, e_{d}\right) \sim_{j}\left(w^{\prime}, e^{\prime}\right)$ in $\mathcal{M}_{s} \otimes \mathcal{E}_{s}$. Since $\left(w_{d}, e_{d}\right)=f\left(w_{d}\right)$ and $\left(w^{\prime}, e^{\prime}\right)=f\left(\left(w^{\prime}, e^{\prime}\right)\right)$, we then get $f(w) \sim_{i} f(v)$, as required. Suppose that instead $w \neq w_{d}$, still assuming $i=j$. We can assume that also $v \neq w_{d}$, as otherwise the case is symmetric to the previous one. In this case, we must have that $w=\left(w^{\prime}, e^{\prime}\right)$ and $v=\left(v^{\prime}, f^{\prime}\right)$ where $w^{\prime}, v^{\prime} \in W_{d}$ and $e^{\prime}, f^{\prime} \in E_{d}$. It follows that $w^{\prime} \sim_{j} v^{\prime}$ in $\mathcal{M}_{s}$ and $e^{\prime} \sim_{j} f^{\prime}$ in $\mathcal{E}_{s}$, and hence $\left(w^{\prime}, e^{\prime}\right) \sim_{j}\left(v^{\prime}, f^{\prime}\right)$ in $\mathcal{M}_{s} \otimes \mathcal{E}_{s}$. This again shows the required. This covers the case where $i=j$. Now assume $i \neq j$. Then we must have that $w=\left(w^{\prime}, e^{\prime}\right)$ and $v=\left(v^{\prime}, f^{\prime}\right)$, where $w^{\prime} \sim_{i} v^{\prime}$ in $\mathcal{M}$ and $e^{\prime} \sim_{i} f^{\prime}$ in $\mathcal{E}$. Then also $w^{\prime} \sim_{i} v^{\prime}$ in $\mathcal{M}_{s}$ and $e^{\prime} \sim_{i} f^{\prime}$ in $\mathcal{E}_{s}$. Hence, $\left(w^{\prime}, e^{\prime}\right) \sim_{i}\left(v^{\prime}, f^{\prime}\right)$ in $\mathcal{M}_{s} \otimes \mathcal{E}_{s}$, as required. This completes the proof of the claim.

To prove $X$-DBU $\leq_{f p t} X$ - $\mathrm{DBU}_{s}$, we define a mapping $R$ from $X$-DBU to $X-\mathrm{DBU}_{s}$ as follows. For each $X$-DBU instance $\langle x, k\rangle$, we let $R(\langle x, k\rangle)=\left\langle x^{\prime}, k^{\prime}\right\rangle$ be the $X$-DBU instance where

- If $x$ consists of the elements $\mathcal{M}, \mathcal{E}_{1}, \ldots, \mathcal{E}_{u}$ and $\phi_{g}$, then $x^{\prime}$ consists of the elements $\mathcal{M}_{s}$, $\left(\mathcal{E}_{1}\right)_{s}, \ldots,\left(\mathcal{E}_{u}\right)_{s}$ and $K_{j}\left(\neg p_{j} \rightarrow \phi_{g}\right)$.
- $k^{\prime}=g(k)=k+13$.

Rand $g$ are clearly computable. We hence only need to prove that $\langle x, k\rangle$ is a positive instance of $X$-DBU iff $\left\langle x^{\prime}, k^{\prime}\right\rangle$ is a positive instance of $X$-DBU . As earlier concluded, we have $\mathcal{M} \otimes \mathcal{E}_{1} \otimes$ $\cdots \otimes \mathcal{E}_{u} \models \phi_{g}$ iff $\left(\mathcal{M} \otimes \mathcal{E}_{1} \otimes \cdots \otimes \mathcal{E}_{u}\right)_{s} \models K_{j}\left(\neg p_{j} \rightarrow \phi\right)$. By the claim above, we get that $\left(\mathcal{M} \otimes \mathcal{E}_{1} \otimes \cdots \otimes \mathcal{E}_{u}\right)_{s} \models K_{j}\left(\neg p_{j} \rightarrow \phi\right)$ is equivalent to $\mathcal{M}_{s} \otimes\left(\mathcal{E}_{1}\right)_{s} \otimes \cdots \otimes\left(\mathcal{E}_{u}\right)_{s} \models K_{j}\left(\neg p_{j} \rightarrow \phi\right)$. Hence, $x$ is a positive instance iff $x^{\prime}$ is. The only thing left to check is the size of the parameter $k^{\prime}=g(k)$. We need to ensure that $k^{\prime}$ is less than or equal to the sum of the parameters in $X$ for the problem $x^{\prime}$. Compared to $x$, the input $x^{\prime}$ uses 1 additional agent, the maximal length of preconditions is at most 3 higher, the maximal number of events per event model is at most 1 higher, the length of the goal formula is 6 higher, its modal depth is 1 higher and the number of propositional variables is 1 higher. Hence, the sum of the parameters in $X$ is at most $1+3+1+6+1+1=13$ higher for $x^{\prime}$ than $x$. Hence, we can bound $k^{\prime}$ by $k+13$.

## 3 New intractability results

In this section, we present proofs for the intractability of three parameterized variants of DBU, namely acefop-DBU, cfopu-DBU and acopu-DBU. As the sequences of parameters considered consist of five parameters or more, the intractability of numerous other problems is also settled by our proofs. However, we will only mention explicitly, as corollaries, the problems whose intractability was previously unknown.

## Theorem 1

acefop-DBU is fixed-parameter intractable (more precisely, para-NP-hard). In other words, the Dynamic Belief Update problem is intractable even when restricting the number of propositional variables and agents ( $p, a$ ), the maximum number of events in event models (e), the maximum length of event preconditions (c) and the length and modal depth of the goal formula ( $\mathrm{f}, \mathrm{o}$ ).

Proof. The proof is by an fpt-reduction from an NP-hard problem to an instance of acefop-DBU with fixed values of $a, c, e, f, o$ and $p$, thus proving para-NP-hardness of the latter (since the NPhard problem does not have any parameter, the reduction is also a regular polynomial reduction). The construction used in the proof is an adaptation of the proof of Theorem 19 of Bolander et al. [6]. The general idea is to simulate, through an instance of DBU, the execution of a fixed nondeterministic Turing machine $M$ that solves a given NP-hard problem (any NP-hard problem will do). We begin by encoding the initial configuration of the machine (i.e. its tape, the position of its head and its internal state) into the initial epistemic model. Then, we build a series of event model updates, such that the epistemic model after $n$ product updates contains the representation of every configuration of $M$ that can be reached in exactly $n$ transitions (computation steps). Finally, we build a goal formula that checks whether an accepting configuration was encountered in the process or not. Thus, the DBU instance is positive if and only if $M$ accepts the word in the input.

Let $M=\left(\mathcal{S}, \Gamma, q_{0}, \delta, q_{f}\right)$ be any nondeterministic Turing machine that solves an NP-hard problem in polynomial time, with states $\mathcal{S}=\left\{q_{0}, q_{1}, \ldots, q_{f}\right\}$, where $q_{0}$ is the only initial state, $q_{f}$ is the only accepting state, $\Gamma$ is the set of tape symbols including the blank symbol \# and $\delta$ is the transition function [16]. The DBU instance we build has agents $\mathcal{A}=\{i, j, k, g\}$ and propositional variables $P=\Gamma \cup \mathcal{S} \cup\left\{r_{i}, r_{j}, t\right\}$. Information cells for agent $k$ (i.e. sets $W_{k} \subseteq W$ of maximum size that are closed under $\sim_{k}$ ) are used to encode configurations of $M$, and agents $i$ and $j$ are used to distinguish the right and the left of each cell of the tape that we encode. We will in all epistemic models enforce $\sim_{k}=\sim_{i}$ $\cup \sim_{j}$ by having $\sim_{k}=\sim_{i} \cup \sim_{j}$ in the initial model, and $\sim_{k}=\sim_{i} \cup \sim_{j}$ in all event models. We will similarly enforce $\sim_{g}$ to be the universal relation-i.e. make any two worlds indistinguishable-by making all pairs of worlds in the initial model indistinguishable, and by making all pairs of events of all event models indistinguishable. For simplicity, the $\sim_{k}$ and $\sim_{g}$ indistinguishability relations will not be explicitly drawn. Furthermore, the reflexive and transitive closure of all indistinguishability relations drawn is implicitly assumed.

A configuration of the machine can be represented by an Instantaneous Description (ID) [16]. Following Bolander et al. [6], we represent IDs by epistemic models as illustrated in Figure 6.

This pair of information cells for agent $k$ offers two unique representations of an ID [6], and we call represented ID an information cell for $k$ that has the form of either (6.1) or (6.2). Each world represents one cell of the tape of the machine, and is marked with a propositional variable representing the symbol in the cell. One world is marked with two additional propositions: one for the current state of the machine $\left(q_{s}\right)$, as well as either $r_{i}$ or $r_{j}$. This world represents the current position of the head and is called the current world (not to be confused with the actual world of an epistemic model). The propositions $r_{i}$ and $r_{j}$ are used to distinguish between the right and the left of


Figure 6 Two information cells for agent $k$, both representing the ID $x_{1} \cdots x_{n-1} q_{s} x_{n} \cdots x_{m}$ of the Turing machine $M=\left(\mathcal{S}, \Gamma, q_{0}, \delta, q_{f}\right)$, where $x_{i} \in \Gamma$ and $q_{s} \in \mathcal{S}$. This ID represents the configuration of $M$ where the word on the tape is $x_{1} \cdots x_{m}$, where $M$ is in state $q_{s}$, and the head is at the $n$th symbol $x_{n}$ of the word on the tape. Recall that $\sim_{k}=\sim_{i} \cup \sim_{j}$ and $\sim_{g}=W \times W$ are implicitly assumed, where $W$ is the set of all worlds. Note the similarity to the chain models obtained when formalising the coordinated attack problem, cf. Figure 3. In both cases, the models have the structure of an alternating $i, j$-chain of worlds.


Figure 7 The initial epistemic model $\mathcal{M}_{0}$ for the Turing machine $M$ with input word $\omega=x_{1} \cdots x_{m}$. It consists of the represented ID of the initial configuration of $M$ plus an additional designated world $w_{t}$ only accessible from the other worlds by the $\sim_{g}$ relation (recall that $\sim_{k}=\sim_{i} \cup \sim_{j}$ and $\sim_{g}=W \times W$ are implicitly assumed).
the current cell. If $r_{i}\left(\right.$ resp. $\left.r_{j}\right)$ is true, then the cell at the right of the current one is reachable through an $i$-edge (resp. $j$-edge).

We proceed to show how to build the initial epistemic model and event models. Suppose that in its initial configuration, $M$ is in state $q_{0}$ and with the word $\omega=x_{1} \cdots x_{m}$ on its tape. Then the initial epistemic model $\mathcal{M}_{0}$ is the represented ID of the initial configuration of $M$, as shown in Figure 7 . In addition to that, we add a designated world $w_{t}$ only labelled by the propositional variable $t$. Its purpose is to make sure the model does not end up being empty, which could otherwise happen if at some point no transition can be applied to any ID.

The next step consists in building the series of event models, which are all copies of a single model $\left(\mathcal{E}_{\text {trans }}, E_{\text {trans }}\right)$. The aim of ( $\left.\mathcal{E}_{\text {trans }}, E_{\text {trans }}\right)$ is to simulate one step of the Turing machine $M$, by applying all applicable transitions to each represented ID of the previous epistemic model. The event model mainly consists in a disjoint union of several sub-event models, that we call transition components, whose purpose is to attempt to apply a transition of the Turing machine $M$ to a represented ID. For each transition $l$, i.e. each element of the transition function $\delta$, we construct an $i$-transition component $\tau_{l}^{i}$ and a $j$-transition component $\tau_{l}^{j}$. We construct these transition components such that given an ID $s$ and valid transition $l$ for $s$, applying $\tau_{l}^{i}$ (resp. $\tau_{l}^{j}$ ) to the represented ID of $s$, of the form (6.1) (resp. (6.2)), will result in the represented ID of the successor of $s$ after $l$ was applied. Applying to an ID $s$ a transition component whose form does not match the represented ID of $s$, or whose transition is not applicable to $s$, will yield no worlds.

Figure 8 shows an example of an $i$-transition component. The $j$-transition component can be obtained by swapping $i$ and $j$ everywhere. Other transitions, such as $\delta\left(q_{s}, x_{n}\right)=\left(q_{t}, y, L\right)$ or transitions satisfying $x_{n}=y$, can be handled similarly.

Let us try to explain the intuition behind this construction. It is very similar to the construction of Bolander et al. [6]. Event $e_{1}$ makes sure that, after the update, worlds that represent cells of the


Figure 8 The transition component $\tau_{l}^{i}$, for a transition $l$ of the form $\delta\left(q_{s}, x_{n}\right)=\left(q_{t}, y, R\right)$, where $x_{n} \neq y$.

$$
\text { - } e_{f}:\left\langle q_{f}, T\right\rangle \quad \square e_{t}:\langle t, T\rangle
$$

Figure 9 Event model $\sigma$. The purpose of $e_{f}$ is to make sure to preserve any world marked with $q_{f}$, as the existence of such a world would mean that an accepting configuration has been reached (in one of the represented executions). Event $e_{t}$ copies the world $w_{t}$ as the only designated event, making sure always to preserve a single designated world (actual world) after each update. Recall that we have implicitly assumed $e_{f} \sim_{g} e_{t}$.
tape that are unaffected by the transition are left unchanged. It copies into the updated model every world of the represented ID, except the world representing the current head position and the one at its right. Event $e_{2}$ copies the current world, noted $w$, but removes the propositional variables that mark the head of the machine. It also updates the tape symbol. If the cell to the right of the current position of the head is not blank, then there exists a world $w^{\prime}$ to the right of the current world $w$, i.e. such that $w \sim_{i} w^{\prime}$. Event $e_{3}$ adds to $w^{\prime}$ the propositional variables that make it into the current world of the updated model. It updates as well the current state of the machine, from $q_{s}$ to $q_{t}$. If the cell to the right of the current position of the head is blank, then no world is to the right of the current world. Event $e_{4}$ then creates it with a blank symbol and sets it to be the current world of the updated model. Applying the $i$-transition component of Figure 8 to a represented ID $s$ of the form (6.2) results in no world. Indeed, in $s$, the current world is instead labelled by $r_{j}$, and thus, no world verifies $r_{i}$. Therefore, no event has its precondition satisfied, as each of the four events $e_{1}, \ldots, e_{4}$ has a precondition requiring $r_{i}$ to hold in at least one world. Similarly, if the transition is not applicable to the ID represented by $s$, then the current world of $s$ is labelled by $q_{s}^{\prime} \neq q_{s}$ and/or $x_{n}^{\prime} \neq x_{n}$, and thus does not satisfy $q_{s} \wedge x_{n}$. And as before, each of the four events $e_{1}, \ldots, e_{4}$ has a precondition requiring $q_{s} \wedge x_{n}$ to hold in at least one world.

In order to build ( $\mathcal{E}_{\text {trans }}, E_{\text {trans }}$ ), we need to introduce another component $\sigma$, which consists of two events, $e_{f}$ and $e_{t}$. Those events, depicted in Figure 9, carry to the updated model the information that will eventually allow the goal formula to check whether the instance is positive or not. Building $\left(\mathcal{E}_{\text {trans }}, E_{\text {trans }}\right)$ is then straightforward. In addition to $\sigma$, it consists in the disjoint union of the $i$ and $j$-transition components $\tau_{l}^{i}$ and $\tau_{l}^{j}$ associated to every transition $l$ of $M$. Recall again that we implicitly assume to also add a $g$-edge between any pair of events. Applying ( $\mathcal{E}_{\text {trans }}, E_{\text {trans }}$ ) to an epistemic model that contains the representations of all IDs reachable in $n$ transitions results in a model containing the representations of all IDs reachable in $n+1$ transitions. If a model contains a world where $q_{f}$ is true, then in the updated model, there is also a world where $q_{f}$ if true.

By assumption, there exists a polynomial $\mathcal{P}$ such that, for any word $\omega^{\prime}, M$ accepts $\omega^{\prime}$ iff $M$ accepts it in at most $\mathcal{P}\left(\left|\omega^{\prime}\right|\right)$ steps. Then, for our given input $\omega$, we only need to simulate $\mathcal{P}(|\omega|)$ steps of $M$,
and thus create a series of $\mathcal{P}(|\omega|)$ product updates of $\mathcal{M}_{0}$ with the event model $\left(\mathcal{E}_{\text {trans }}, E_{\text {trans }}\right)$. In the final model, the only designated world is $w_{t}$, which is linked by a $g$-edge to every other remaining world. The goal formula $\hat{K}_{g} q_{f}$ must thus be true in the final model iff a world verifying $q_{f}$ has been reach after some initial sequence of product updates, i.e. if $M$ can reach an accepting state in at most $\mathcal{P}(|\omega|)$ steps. Thus, $M$ accepts input $\omega$ iff the instance of DBU with initial state $\mathcal{M}_{0}$, with $\mathcal{P}(|\omega|)$ copies of the event model ( $\left.\mathcal{E}_{\text {trans }}, E_{\text {trans }}\right)$ and with goal formula $\hat{K}_{g} q_{f}$ is positive. Note that we indeed here have fixed values for all of the parameters a, c, e, f, o and p. We initially fixed 4 agents, so $\mathrm{a}=4$. We defined $P=\Gamma \cup \mathcal{S} \cup\left\{r_{i}, r_{j}, t\right\}$, where $\Gamma$ and $\mathcal{S}$ are finite sets of the fixed Turing machine $M$, so also p has a fixed value. The event models we have constructed are completely independent of the problem instance we consider (the input word), and even independent of which Turing machine $M$ we start out with. Thus, also c and e have fixed values. The goal formula is $\phi_{g}=\hat{K}_{g} q_{f}$, which clearly also has a fixed length and a fixed model depth independent of the input word, so also f and o have fixed values. We have hence successfully fpt-reduced the problem 'Does $M$ accept input $\omega$ ?', where $M$ is fixed and $\omega$ is the input, to the problem acefop-DBU. We comply with the conditions of Definition 6: we respectively satisfy the second and third conditions as the reduction is polynomial, and all parameters of acefop-DBU are constants, by construction. Finally, as $M$ solves an NP-hard problem, acefop-DBU is para-NP-hard.

## Corollary 1

acp-DBU, acep-DBU and acfp-DBU are all fixed-parameter intractable.
The corollary is by Proposition 1. In addition to settling those four open problems, Theorem 1 shows a stronger result, which is that all parameterized versions of DBU that do not have $u$ as a parameter are fixed-parameter intractable. This settles in itself the fixed-parameter intractability of 64 out of the total 128 problems. It also constitutes an alternative proof of the intractability of three different problems shown separately by van de Pol et al. [19], which are acefo-DBU, cefop-DBU and aefop-DBU.

We now prove fixed-parameter intractability of two further problems that were left open by van de Pol et al. [19]: cfopu-DBU and acpu-DBU. We here show that both are fixed-parameter intractable, which implies the fixed-parameter intractability of cfpu-DBU and acp-DBU. Our proofs of both theorems are adaptations of the fixed-parameter intractability proof of copu-DBU by van de Pol et al. [19]. In addition to strengthening their construction to be able to generalize their intractability results, we also simplify their construction in a few places. The general point is to show $\mathrm{W}[1]-$ hardness by a reduction from the earlier mentioned W[1]-complete problem k-W2SAT: Given a 2 CNF input formula $\varphi$ and a parameter k , decide whether there exists a valuation satisfying $\varphi$ in which at most k variables are true.

In the following we assume the variables of $\varphi$ are named $x_{1}, \ldots, x_{m}$. The general trick in constructing an fpt-reduction from k-W2SAT to a parameterized DBU problem is as follows. First we define epistemic (sub)models that can be used to encode propositional valuations over $\left\{x_{1}, \ldots, x_{m}\right\}$. We call these valuation gadgets and use $\mathcal{M}_{v}$ to denote the valuation gadget encoding the valuation $v$. The initial model of the DBU instance is then the model $\mathcal{M}_{0}$ where 0 denotes the valuation with $0\left(x_{i}\right)=0$ for all $i$ (the valuation that sets every variable false). We then construct an event model that can take any set of valuation gadgets and for each gadget $\mathcal{M}_{v}$ it constructs $m$ new gadgets $\mathcal{M}_{v\left[x_{1} \mapsto 1\right]}, \ldots, \mathcal{M}_{v\left[x_{m} \mapsto 1\right]}$ (where $v[x \mapsto 1]$ is the mapping that is as $v$ except $v(x)=1$ ). After updating k times with this event model, we are guaranteed to have gadgets representing all valuations where at most $k$ variables are true. If we have no bound on $f$, we can now directly use the goal formula of the DBU instance to check that there exists a gadget making $\varphi$ true. This is what we do for the intractability proof of acpu-DBU. If we have a bound on $f$, as in the intractability


Figure 10 Left: A valuation gadget for $m=4$ representing the valuation 0 in which all $x_{i}, i=$ $1, \ldots, m$, are false. Right: The gadget for the valuation where $x_{2}$ and $x_{4}$ are true (since the outgoing 2 - and 4-edges have been deleted).
proof of cfopu-DBU, we need to perform product updates with additional event models that mark the gadgets making $\varphi$ true.

## Theorem 2

cfopu-DBU is fixed-parameter intractable (W[1]-hard). In other words, the Dynamic Belief Update problem is intractable even when restricting the number of propositional variables (p), the number of event models (u), the maximum length of event preconditions (c), and the length and modal depth of the goal formula ( $\mathrm{f}, \mathrm{o}$ ).

Proof. The main contribution of this proof over the proof of the fixed-parameter intractability of copu-DBU by van de Pol et al. [19] is the construction of an additional event model ( $\mathcal{E}_{\varphi}$ ) that allows us to only consider a goal formula of fixed length (while still preserving the fixed bound on the event preconditions). Let $\varphi$ and k be given (an instance of $\mathrm{k}-\mathrm{W} 2 \mathrm{SAT}$ ), where $\varphi$ has variables $\operatorname{var}(\phi)=\left\{x_{1}, \ldots, x_{m}\right\}$. We will now create an instance of DBU that can decide the k-W2SAT instance, i.e. whether there exists a valuation satisfying $\phi$ and setting at most k variables true. The DBU instance will be using agents $\mathcal{A}=\{1, \ldots, m, a, b\}$. For each valuation $v$ over $\operatorname{var}(\varphi)$, we define the gadget $\mathcal{M}_{v}$ as the star-shaped model with a single root world satisfying proposition $r$, and for each $x_{i}$ with $v\left(x_{i}\right)=0$ it has an outgoing $i$-edge to a unique world satisfying no propositions. The construction is illustrated for $m=4$ in Figure 10.

Now consider the event model $\mathcal{E}$ illustrated for $m=4$ in Figure 11. The events with no label are implicitly labelled $\langle T, T\rangle$, i.e. they are events that preserve any world to which they are applied. The events labelled $\langle r, \top\rangle$ only apply to the roots of gadgets. When $\mathcal{E}$ is applied to a gadget $\mathcal{M}_{v}$, it creates $m$ copies of the gadget, where in the first gadget $x_{1}$ is made true (by removing the outgoing 1 -edge), in the second $x_{2}$ is made true (by removing the outgoing 2-edge), etc. These gadgets are furthermore connected by $a$-edges via their root worlds. When this event model is applied k times to the initial gadget model $\mathcal{M}_{0}$, we achieve a model with $m^{\mathrm{k}}$ gadgets connected by $a$-edges via their root worlds. Each gadget is obtained by starting with the initial gadget representing the valuation 0 , and then making at most $k$ variables true by consecutively removing $k$ edges from the gadget model. Since we might attempt to remove the same edge multiple times, this construction gives us a representation of all valuations where at most $k$ variables are true (except the valuation 0 that can be checked separately). Hence, the final model $\mathcal{M}_{0} \otimes \mathcal{E}^{k}$ contains a gadget for each valuation with at most k variables set true (except the valuation 0 ).

Note that a clause $(\neg) x_{i} \vee(\neg) x_{j}$ is true in a valuation $v$ iff the formula $(\neg) K_{i} r \vee(\neg) K_{j} r$ is true at the root of the gadget $\mathcal{M}_{v}$. We now construct an additional event model $\mathcal{E}_{\varphi}$ as follows. It has a single designated event labelled $\langle r, T\rangle$. For each clause $(\neg) x_{i} \vee(\neg) x_{j}$ of $\varphi$, it has an additional event labelled $\left\langle r \wedge \neg\left((\neg) K_{i} r \vee(\neg) K_{j} r\right), f\right\rangle$, where $f$ is a new propositional variable denoting 'failure'. All events of $\mathcal{E}_{\varphi}$ are connected by $b$-edges. Each event with postcondition $f$ checks whether a particular


Figure 11 The pointed event model $\mathcal{E}$ for $m=4$. The unlabelled events are implicitly labelled $\langle T, T\rangle$.
clause of $\varphi$ is false in the gadget to which it is applied. If it is, a $b$-accessible world satisfying $f$ is created. When $\mathcal{E}_{\varphi}$ is applied to a valuation gadget, it will hence preserve the root (due to the event $\langle r, T\rangle$ ), and additionally it will add a $b$-accessible $f$-world for each unsatisfied clause. If there are no unsatisfied clauses, it will only preserve the root. Hence, if we apply $\mathcal{E}_{\varphi}$ to the model $\mathcal{M}_{0} \otimes \mathcal{E}^{\mathrm{k}}$ containing gadgets for all the relevant valuations, the resulting model $\mathcal{M}_{0} \otimes \mathcal{E}^{k} \otimes \mathcal{E}_{\varphi}$ will contain an $r$-world with no $b$-accessible $f$-worlds iff $\varphi$ is true in one of the valuations. Hence, we can check whether $\varphi$ is true in one of the relevant valuations by checking the goal formula $\varphi_{g}:=\hat{K}_{a}\left(r \wedge K_{b} \neg f\right)$ in the model $\mathcal{M}_{0} \otimes \mathcal{E}^{\mathrm{k}} \otimes \mathcal{E}_{\varphi}$.

To sum up, given a k-W2SAT instance $\varphi$ with parameter k , we reduce it to the DBU instance with initial model $\mathcal{M}_{0}$, with k copies of the event model $\mathcal{E}$ followed by the event model $\mathcal{E}_{\varphi}$ and with goal formula $\varphi_{g}$. We now only have to verify that the reduction is an fpt-reduction from k W2SAT to copu-DBU. Building the epistemic model $\mathcal{M}_{0}$ and the k copies of the event model $\mathcal{E}$ is clearly polynomial in $m$ and k and hence in the input size of the $\mathrm{k}-\mathrm{W} 2 \mathrm{SAT}$ instance. Building $\mathcal{E}_{\varphi}$ is polynomial in the formula $\varphi$ and hence also in the input size of the $k-W 2 S A T$ instance. Finally, the goal formula has a fixed length. This shows that the reduction is computable by an fpt-algorithm. We then only need to show that the parameters of the translated cfopu-DBU instance can be bound by a computable function in $k$. The parameters $c, f, o, p$ all have a fixed value independent of the k -W2SAT instance, and u is $\mathrm{k}+1$. So the parameters are clearly bound by a computable function in k , and the proof is complete.

## THEOREM 3

acopu-DBU is fixed-parameter intractable ( $W[1]$-hard).
PROOF. The main contribution of this proof over the proof of the fixed-parameter intractability of copu-DBU by van de Pol et al. [19] is that we show how to create gadgets that encode the truth value of the different variables via worlds at different depths of the model rather than via different agents. This is necessary since we have a as a parameter, so we need to put a bound on the number of agents. When referring to worlds at different depths of a model, and with no bound on the depth of a model, we usually also need preconditions of unbounded length. But our construction shows that it is possible to still do with only preconditions of bounded length. In our proof, in order to encode a valuation, we use chains of worlds linked by alternating agents (as in the formalization


Figure 12 Left: A valuation gadget for $m=4$ representing the valuation 0 in which all $x_{i}, i=$ $1, \ldots, m$, are false. Right: The gadget for the valuation where $x_{2}$ and $x_{4}$ are true (since the worlds in distance 2 and 4 from the root have label $t$ ).
of the coordinated attack problem, and as in the encoding of the Turing machine tape in Theorem 1). This trick, central to our proof, resembles a trick used by de Haan and van de Pol [10]. The main difference is that they encode the truth-value of a single variable as a chain, and create as many chains as there are true propositional variables in the encoded valuation, whereas we encode an entire valuation in a single chain.

Essentially, the structure of this proof is as the previous, except we need a different type of gadgets. Let $\varphi$ and k be given with $\operatorname{var}(\varphi)=\left\{x_{1}, \ldots, x_{m}\right\}$. Let $\mathcal{A}=\{1,2, a\}$. For each valuation $v$, we define the gadget $\mathcal{M}_{v}$ as an alternating 1,2-chain of worlds with a root world satisfying $r$, and where the world at distance $i$ from the root makes the propositional variable $t$ true iff $v\left(x_{i}\right)=1$. The construction is illustrated for $m=4$ in Figure 12.

Now consider the event model $\mathcal{E}$ illustrated for $m=4$ in Figure 13. As in the previous proof, when this event model is applied to a gadget $\mathcal{M}_{v}$, it creates $m$ copies of the gadget, where in the first gadget $x_{1}$ is made true (by adding $t$ to the world at distance 1 from the root), in the second $x_{2}$ is made true (by adding $t$ to the world at distance 2 from the root), etc. As before, these gadgets will be connected by $a$-edges via their root worlds. Also as before, when this event model is applied k times to the initial gadget model $\mathcal{M}_{0}$, we achieve a model with $m^{\mathrm{k}}$ gadgets containing at least one gadget for each valuation making at most k variables true (again except the valuation 0 that can be treated separately). The only essential difference is that instead of making use of agents to encode the truth value of the different variables, we use the depth of the event model. This means we can use a as a parameter in our reduction (the number of agents is fixed independently of the input).

Let $\psi_{1}:=\hat{K}_{1} t, \psi_{2}:=\hat{K}_{1} \hat{K}_{2} t, \psi_{3}:=\hat{K}_{1} \hat{K}_{2} \hat{K}_{1} t$, etc. Then note that $\varphi$ is true in the valuation $v$ iff the formula $\varphi\left[\psi_{i} / x_{i}\right]$ is true in the root of the gadget $\mathcal{M}_{\nu}$. Hence, to check whether $\varphi$ is true in a valuation making at most k variables true, we can check whether the formula $\varphi_{g}:=\hat{K}_{a} \varphi\left[\psi_{i} / x_{i}\right]$ is true in $\mathcal{M}_{0} \otimes \mathcal{E}^{\mathrm{k}}$. To sum up, given a k -W2SAT instance $\varphi$ with parameter k , we reduce it to the DBU instance with initial model $\mathcal{M}_{0}$, with k copies of the event model $\mathcal{E}$ and with goal formula $\varphi_{g}$. Building $\mathcal{M}_{0}$ and the k copies of $\mathcal{E}$ is polynomial in $m$ and k , and building $\varphi_{g}$ is polynomial in $m$ and the length of $\varphi$. Hence, the DBU instance can be computed in polynomial time in the size of the k-W2SAT instance, and is hence computable by an fpt-algorithm. We then only need to show that the parameters of the translated acopu-DBU instance can be bound by a computable function in k .


Figure 13 The pointed event model $\mathcal{E}$ for $m=4$. The unlabelled events are implicitly labelled $\langle T, T\rangle$.

This trivially holds, as the parameters $a, c, o, p$ all have fixed value independent of the $k-W 2 S A T$ instance, and $u$ is $k$.

## 4 New tractability results

In this section we prove tractability of acfpu-DBU (and hence also acfopu-DBU). By Proposition 2, we can freely choose to consider single- or multi-pointed models. We here only consider singlepointed models, as it becomes technically simpler and allows us to rely on many existing results that only exist for single-pointed models. The overall idea of our proof is to reduce the size of models via stratified bisimulation contractions ( $k$-bisimulation contractions). In the first subsection below, we define stratified bisimulations ( $k$-bisimulations) and some well-known results concerning them, followed by a new result concerning the relation between $k$-bisimulations and product updates. In the next subsection we then consider partition refinements as a way to compute $k$-bisimulation contractions, and study the computational complexity of partition refinement algorithms. In the final subsection, all the previous results will be combined to prove our tractability result.

### 4.1 Stratified bisimulations and bisimulation contractions

We use the variant of the definition of stratified bisimulations provided by Yu et al. [23], but otherwise refer to Blackburn et al. [4] for a thorough introduction to bisimulations in modal logic (the latter contains a slightly different, but equivalent, definition of stratified bisimulations).

Definition 7 [23, Definition 4.9]
Let $\mathcal{M}$ be an epistemic model. Two worlds $w$ and $w^{\prime}$ are called 0 -bisimilar, written $w \leftrightarrow_{0} w^{\prime}$, if $L(w)=L\left(w^{\prime}\right)$. For $k>0$, they are $k$-bisimilar, written $w \overleftrightarrow{\leftrightarrow}_{k} w^{\prime}$, if they are 0 -bisimilar and for every agent $i \in \mathcal{A}$ :

- [forth ${ }_{k}$ ] If $v \sim_{i} w$ then there is a $v^{\prime} \sim_{i} w^{\prime}$ such that $v \overleftrightarrow{\leftrightarrow}_{k-1} v^{\prime}$.
- [back ${ }_{k}$ If $v^{\prime} \sim_{i} w^{\prime}$ then there is a $v \sim_{i} w$ such that $v \leftrightarrow_{k-1} v^{\prime}$.

Two epistemic models $\mathcal{M}=(W, \sim, L, w)$ and $\mathcal{M}^{\prime}=\left(W^{\prime}, \sim^{\prime}, L^{\prime}, w^{\prime}\right)$ are called $k$-bisimilar, written $\mathcal{M} \overleftrightarrow{\Xi}_{k} \mathcal{M}^{\prime}$, if $w$ and $w^{\prime}$ are $k$-bisimilar in the disjoint union of the two models. ${ }^{2}$

Note that $k$-bisimilarity implies $n$-bisimiliarity for all $n<k$. A crucial property of $k$-bisimulations is that they preserve modal equivalence up to depth $k$. More precisely, we have the following.

## Proposition 3 [4, Proposition 2.31]

Two (single-pointed) epistemic models are $k$-bisimilar iff they agree on all formulas of modal depth at most $k$.

Another crucial property of $k$-bisimulations is that we can reduce the size of a model by taking its $k$-bisimulation contraction, and doing so will give us a model that is $k$-bisimilar to the original model. The $k$-bisimulation contraction is achieved by identifying all $k$-bisimilar worlds of the model. Hence, for instance, the 0 -bisimulation contraction of a model is the one in which we identify any pair of worlds that has the same label. More precisely, we define as follows.

Definition 8 [23, Definition 4.11]
The $k$-bisimulation contraction of an epistemic model $\mathcal{M}$, denoted $\lfloor\mathcal{M}\rfloor_{k}$, is the quotient structure of $\mathcal{M}$ with respect to the $\overleftrightarrow{L}_{k}$-relation on its worlds.

The following notational convention will later come in handy.

## Definition 9

Let $\mathcal{M}$ be an epistemic model and $\mathcal{E}$ an event model. We introduce $\mathcal{M} \otimes_{k} \mathcal{E}$ as shorthand for $\lfloor\mathcal{M} \otimes \mathcal{E}\rfloor_{k}$.

## Proposition 4 [23, Proposition 4.12]

For any model $\mathcal{M}$ and any $k \geq 0$, we have $\lfloor\mathcal{M}\rfloor_{k} \leftrightarrows_{k} \mathcal{M}$.
Combining Propositions 3 and 4 , we can conclude that if we need to check the truth of a formula $\phi$ of modal depth $k$ in an epistemic model $\mathcal{M}$, we can first compute $\lfloor\mathcal{M}\rfloor_{k}$, and then check whether $\phi$ holds there. Computing the $k$-bisimulation contraction of course takes time, so it is not obvious that this would be a better approach to the model checking of $\phi$ in $\mathcal{M}$, even if the contracted model is smaller. The real advantage appears if we can perform a $k$-bisimulation contraction after each of a series of product updates, as we can then prove that the models stay within a certain size (as opposed to e.g. the coordinated attack problem, where each product update produces a model that is one world larger than the previous). For instance, 0 -bisimulation contraction always gives us a model with at most $2^{|P|}$ worlds, as any two worlds with the same label are identified. The main complication of this idea is that we need to figure out how to pick the right value of $k$. The following result by Yu et al. [23] shows that when the event models only have propositional preconditions (preconditions of modal depth 0 ), it is simple.

[^4]Proposition 5 [23, Proposition 4.14]
Let $\mathcal{M}$ and $\mathcal{M}^{\prime}$ be two (single-pointed) epistemic models with $\mathcal{M} \leftrightarrows_{k} \mathcal{M}^{\prime}$. Let $\mathcal{E}=(E, \sim$ , pre, post, $e$ ) be a (single-pointed) event model with propositional preconditions (preconditions of modal depth 0 ), and suppose that $\mathcal{M} \models \operatorname{pre}(e)$ and $\mathcal{M}^{\prime} \models \operatorname{pre}(e)$. Then $\mathcal{M} \otimes \mathcal{E} \overleftrightarrow{ }_{k} \mathcal{M}^{\prime} \otimes \mathcal{E}$.

Suppose we are trying to solve a DBU instance with initial epistemic model $\mathcal{M}$, event models $\mathcal{E}_{1}, \ldots, \mathcal{E}_{u}$ that only have propositional preconditions, and goal formula $\phi_{g}$. Let o denote the modal depth of $\phi_{g}$. By Propositions 4, we have $\mathcal{M} \otimes \mathcal{E}_{1} \leftrightarrow_{0} \mathcal{M} \otimes_{0} \mathcal{E}_{1}$. Applying Proposition 5, we then get $\left(\mathcal{M} \otimes \mathcal{E}_{1}\right) \otimes \mathcal{E}_{2} \leftrightarrows_{\mathrm{o}}\left(\mathcal{M} \otimes_{\mathrm{o}} \mathcal{E}_{1}\right) \otimes \mathcal{E}_{2}$. Applying again Proposition 4, we get $\left(\mathcal{M} \otimes_{\mathrm{o}} \mathcal{E}_{1}\right) \otimes \mathcal{E}_{2} \leftrightarrows_{\mathrm{o}}$ $\left(\mathcal{M} \otimes_{\mathrm{o}} \mathcal{E}_{1}\right) \otimes_{\mathrm{o}} \mathcal{E}_{2}$. Combining these, we get

$$
\mathcal{M} \otimes \mathcal{E}_{1} \otimes \mathcal{E}_{2} \leftrightarrows_{\mathrm{o}} \mathcal{M} \otimes_{\mathrm{o}} \mathcal{E}_{1} \otimes_{\mathrm{o}} \mathcal{E}_{2}
$$

More generally, by repeated applications of Propositions 4 and 5, we get that

$$
\mathcal{M} \otimes \mathcal{E}_{1} \otimes \cdots \otimes \mathcal{E}_{u} \leftrightarrows{ }_{\mathrm{o}} \mathcal{M} \otimes_{\mathrm{o}} \mathcal{E}_{1} \otimes_{\mathrm{o}} \cdots \otimes_{\mathrm{o}} \mathcal{E}_{u}
$$

In other words, we can replace the original sequence of product updates (left) by a sequence where after each update, we take the o-bisimulation contraction (right). This gives us a resulting model that is o-bisimilar to the model that would have resulted from performing the original product update sequence. Hence, the two resulting models assign the same truth-value to the goal formula $\phi_{g}$ (by Proposition 3). This gives us an alternative way to decide DBU instances: after each product update, we take the o-bisimulation contraction. This can potentially be a computational advantage, as the o-bisimulation contractions can prevent models from growing arbitrarily large when undergoing a sequence of updates.

## Example 5

Consider again the coordinated attack problem. Both of the event models $\mathcal{E}_{i \rightarrow j}$ and $\mathcal{E}_{j \rightarrow i}$ only have propositional preconditions (more specifically, the precondition formulas are $d \wedge m_{i}, d \wedge m_{j}$ and $T)$. Hence, given any goal formula $\phi_{g}$ of modal depth o , we can check whether $\phi_{g}$ holds after the successful delivery of $u$ messages by checking whether the following holds:

$$
\mathcal{M} \otimes_{\mathrm{o}} \underbrace{\mathcal{E}_{i \rightarrow j} \otimes_{\mathrm{o}} \mathcal{E}_{j \rightarrow i} \otimes_{\mathrm{o}} \cdots}_{\mathrm{u} \text { event models }} \models \phi_{g} .
$$

In the coordinated attack problem, the size of an o-bisimulation contracted model is actually linear in o, as we will now show. Consider the $\mathcal{M}_{n}$ models of Figure 3. Consider any two worlds $w_{k}$ and $w_{l}$ in $\mathcal{M}_{n}$ where $\mathrm{o}+1<k, l<n+2-\mathrm{o}$. Then from $w_{k}$ and $w_{l}$ we can by any path of length $\leq \mathrm{o}$ only reach worlds where $d$ holds, so $w_{k}$ and $w_{l}$ will satisfy the same formulas of depth at most o , and hence by Proposition 3, $w_{k} \leftrightarrows{ }_{o} w_{l}$. In other words, $w_{k}$ and $w_{l}$ will be identified in the o-bisimulation contraction. So any pair of worlds between the leftmost o worlds and the rightmost o of $\mathcal{M}_{n}$ will be identified, and the contracted model $\left\lfloor\mathcal{M}_{n}\right\rfloor_{o}$ can hence at most contain $20+1$ worlds. This implies that when we need to check whether $\phi_{g}$ holds after a sequence of updates (message passings), we only need to consider models of a size that is linear in the model depth o of the goal formula, not linear in the number $u$ of updates.

In order for the idea presented above to work in general, we still need a bit more. First of all, in DBU we can generally not assume that events have propositional preconditions. So we can not rely on Proposition 5 in its current form. We hence generalize it in the following way.

## Proposition 6

Suppose $\mathcal{M} \leftrightarrows_{k} \mathcal{M}^{\prime}$. Let $\mathcal{E}=(E, \sim$, pre, post, $e)$ be an event model with preconditions of modal depth at most $n$, where $n \leq k$, and suppose that $\mathcal{M} \models \operatorname{pre}(e)$ and $\mathcal{M}^{\prime} \vDash \operatorname{pre}(e)$. Then $\mathcal{M} \otimes \mathcal{E} \overleftrightarrow{\unlhd}_{k-n}$ $\mathcal{M}^{\prime} \otimes \mathcal{E}$.

Proof. The proof is by induction on the value of $k-n$. The base case is $k-n=0$. So suppose $\mathcal{M}=(W, \sim, L, w), \mathcal{M}^{\prime}=\left(W^{\prime}, \sim^{\prime}, L^{\prime}, w^{\prime}\right)$ and $\mathcal{E}=(E, \sim$, pre, post, $e)$ are given, satisfying the assumptions of the proposition, where $k-n=0$. We need to prove that $\mathcal{M} \otimes \mathcal{E}$ and $\mathcal{M}^{\prime} \otimes \mathcal{E}$ are 0 -bisimilar. As we have assumed $\mathcal{M} \leftrightarrows_{k} \mathcal{M}^{\prime}$, we immediately get that $\mathcal{M} \overleftrightarrow{0}_{0} \mathcal{M}^{\prime}$. This means $w \unlhd_{0} w^{\prime}$, in other words that $L(w)=L\left(w^{\prime}\right)$. Hence, clearly, we must also have $L((w, e))=L\left(\left(w^{\prime}, e\right)\right)$, as $(w, e)$ and $\left(w^{\prime}, e\right)$ are two worlds with identical labels that have been updated with the same event. Hence, $(w, e) \overleftrightarrow{\coprod}_{0}\left(w^{\prime}, e\right)$, i.e. $\mathcal{M} \otimes \mathcal{E} \leftrightarrows_{0} \mathcal{M}^{\prime} \otimes \mathcal{E}$, as required. This covers the base case.

For the induction step, suppose the conclusion holds for $k-n=m$ and consider the case of $k-n=m+1$. Since $m+1>0$, we must have $k-n>0$ and hence $k-n-1 \geq 0$. Suppose $\mathcal{M}=(W, \sim, L, w), \mathcal{M}^{\prime}=\left(W^{\prime}, \sim^{\prime}, L^{\prime}, w^{\prime}\right)$ and $\mathcal{E}=(E, \sim$, pre, post, $e)$ are given, satisfying the assumptions of the proposition, where $k-n=m+1$. Suppose further that $\mathcal{M} \otimes \mathcal{E}=(\bar{W}, \bar{\sim}, \bar{L},(w, e))$ and $\mathcal{M}^{\prime} \otimes \mathcal{E}=\left(\bar{W}^{\prime}, \bar{\sim}^{\prime}, \bar{L}^{\prime},\left(w^{\prime}, e\right)\right)$. We need to prove $\mathcal{M} \otimes \mathcal{E} \overleftrightarrow{B}_{k-n} \mathcal{M}^{\prime} \otimes \mathcal{E}$, i.e. $(w, e) \overleftrightarrow{แ}_{k-n}\left(w^{\prime}, e\right)$. That $(w, e) \overleftrightarrow{u}_{0}\left(w^{\prime}, e\right)$ holds is proved exactly as in the base case. So we only need to prove [forth ${ }_{k-n}$ ] and $\left[\right.$ back $_{k-n}$ ] of Definition 7 for the pair of worlds ( $w, e$ ) and $\left(w^{\prime}, e\right)$. [back ${ }_{k-n}$ ] and [forth ${ }_{k-n}$ ] are symmetric, so it suffices to prove [forth ${ }_{k-n}$ ]. To prove [forth ${ }_{k-n}$ ], suppose $(v, f) \bar{\sim}_{i}(w, e)$. We then need to find a $\left(v^{\prime}, f^{\prime}\right) \bar{\sim}_{i}^{\prime}\left(w^{\prime}, e\right)$ such that $(v, f) \overleftrightarrow{\unlhd}_{k-n-1}\left(v^{\prime}, f^{\prime}\right)$. Since $(v, f) \bar{\sim}_{i}(w, e)$, we get $v \sim_{i} w$ and $f \sim_{i} e$, by the definition of product update. Since we have assumed $\mathcal{M} \leftrightarrows_{k} \mathcal{M}^{\prime}$, we must have $w \overleftrightarrow{\leftrightarrow}_{k} w^{\prime}$. Hence, by [forth ${ }_{k}$ ] of the bisimilarity between $w$ and $w^{\prime}$, there exists $v^{\prime} \sim_{i}^{\prime} w^{\prime}$ such that $v \overleftrightarrow{\leftrightarrow}_{k-1} v^{\prime}$. Let $\mathcal{N}=(W, \sim, L, v), \mathcal{N}^{\prime}=\left(W^{\prime}, \sim^{\prime}, L^{\prime}, v^{\prime}\right)$ and $\mathcal{F}=(E, \sim$, pre, post, $f)$. Then $\mathcal{N} \overleftrightarrow{\leftrightarrow}_{k-1} \mathcal{N}^{\prime}$. Since $v \overleftrightarrow{\leftrightarrow}_{k-1} v^{\prime}$, the two worlds $v$ and $v^{\prime}$ satisfy the same formulas up to modal depth $k-1$, by Proposition 3. Since $k-n-1 \geq 0$, we have $k-1 \geq n$. The two worlds $v$ and $v^{\prime}$ must hence also satisfy the same formulas up to modal depth $n$, in particular we get $\mathcal{N} \models \operatorname{pre}(f)$ iff $\mathcal{N}^{\prime} \models \operatorname{pre}(f)$. Since $(v, f) \bar{\sim}_{i}(w, e)$, necessarily we must have $\mathcal{N} \models \operatorname{pre}(f)$. Hence, also $\mathcal{N}^{\prime} \models$ $\operatorname{pre}(f)$. We therefore have $\mathcal{N}^{\prime} \otimes \mathcal{F}=\left(\bar{W}^{\prime}, \bar{\sim}^{\prime}, \bar{L}^{\prime},\left(v^{\prime}, f\right)\right)$. We now have that $\mathcal{N} \overleftrightarrow{N}_{k-1} \mathcal{N}^{\prime}$, that $\mathcal{F}$ has preconditions of modal depth at most $n$, and that $\mathcal{N} \models \operatorname{pre}(f)$ and $\mathcal{N}^{\prime} \models \operatorname{pre}(f)$. Since $k-1-n=(k-n)-1=(m+1)-1=m$, we can apply the induction hypothesis to conclude that $\mathcal{N} \otimes \mathcal{F} \overleftrightarrow{\leftrightarrows}_{k-1-n} \mathcal{N}^{\prime} \otimes \mathcal{F}$. Hence, $(v, f) \overleftrightarrow{\leftrightarrow}_{k-1-n}\left(v^{\prime}, f\right)$. Since $v^{\prime} \sim_{i}^{\prime} w^{\prime}, f \sim_{i} e, \mathcal{N}^{\prime} \models \operatorname{pre}(f)$ and $\mathcal{N}^{\prime} \models \operatorname{pre}(e)$, we get $\left(v^{\prime}, f\right) \bar{\sim}_{i}^{\prime}\left(w^{\prime}, e\right)$. Letting $f^{\prime}=f$, we have then found the required $\left(v^{\prime}, f^{\prime}\right) \bar{\sim}_{i}^{\prime}\left(w^{\prime}, e\right)$ such that ( $v, f) \overleftrightarrow{\leftrightarrow}_{k-n-1}\left(v^{\prime}, f^{\prime}\right)$. This completes the proof.

This result above is new. It is perhaps not a surprising result, but it might still be of independent interest outside of the study of DBU. In particular, the original version, Proposition 5, was the main ingredient in proving decidability of the plan existence problem in epistemic planning with propositional preconditions [23]. Our generalized result could potentially be applied to the study of the complexity of the corresponding bounded plan existence problem.

The result above can be applied as follows. Consider a DBU instance where o as usual denotes the modal depth of the goal formula, c denotes the maximal length of its event preconditions and u denotes the number of event models. Note that c is also an upper bound on the modal depth of the event preconditions. We can now reason as follows, recalling that $k$-bisimilarity implies
$n$-bisimilarity for all $n<k$ :

```
        M}\otimes\mp@subsup{\mathcal{E}}{1}{}\mp@subsup{\overleftrightarrow{@ O+(u-1)c}}{~}{M}\mp@subsup{\otimes}{\textrm{o}+\textrm{uc}}{}\mp@subsup{\mathcal{E}}{1}{
        by Proposition 4
\Downarrow
    M}\otimes\mp@subsup{\mathcal{E}}{1}{}\otimes\mp@subsup{\mathcal{E}}{2}{}\mp@subsup{\overleftrightarrow{O}}{\textrm{o}+(u-2)\textrm{c}}{}\mathcal{M}\mp@subsup{\otimes}{\textrm{o+}+\textrm{uc}}{}\mp@subsup{\mathcal{E}}{1}{}\otimes\mp@subsup{\mathcal{E}}{2}{}\quad\mathrm{ by Proposition 6
\Downarrow
    M}\otimes\mp@subsup{\mathcal{E}}{1}{}\otimes\mp@subsup{\mathcal{E}}{2}{}\mp@subsup{\overleftrightarrow{心}}{\textrm{o}+(\textrm{u}-2)\textrm{c}}{}\mathcal{M}\mp@subsup{\otimes}{\textrm{o}+\textrm{uc}}{}\mp@subsup{\mathcal{E}}{1}{}\mp@subsup{\otimes}{\textrm{o}+\textrm{uc}}{}\mp@subsup{\mathcal{E}}{2}{}\quad\mathrm{ by Proposition 4
\Downarrow
    M}\otimes\mp@subsup{\mathcal{E}}{1}{}\otimes\mp@subsup{\mathcal{E}}{2}{}\otimes\mp@subsup{\mathcal{E}}{3}{}\mp@subsup{\overleftrightarrow{L}}{\textrm{o}+(\textrm{u}-3)\textrm{c}}{}\mathcal{M}\mp@subsup{\otimes}{\textrm{o+}+\textrm{uc}}{}\mp@subsup{\mathcal{E}}{1}{}\mp@subsup{\otimes}{\textrm{o}+\textrm{uc}}{}\mp@subsup{\mathcal{E}}{2}{}\otimes\mp@subsup{\mathcal{E}}{3}{}\quad\mathrm{ by Proposition }
\Downarrow
\Downarrow
    M}\otimes\mp@subsup{\mathcal{E}}{1}{}\otimes\cdots\otimes\mp@subsup{\mathcal{E}}{u}{}\overleftrightarrow{O
```

Hence, since we are checking a goal formula of modal depth o, we can replace the original sequence of updates (left) by a sequence where after each update, we take the (o+uc)-bisimulation contraction (right). What is left is only to prove that taking the ( $\mathrm{o}+\mathrm{uc}$ )-bisimulation contraction after each update is sufficient for tractability when the parameters include $\mathrm{a}, \mathrm{c}, \mathrm{f}, \mathrm{p}$ and u .

### 4.2 Partition refinements

Bisimulation contractions can be computed using a partition refinement algorithm [1]. We will here slightly generalize this to computing $k$-bisimulation contractions. A partition of a set $W$ is a set $P=\left\{W_{1}, \ldots, W_{n}\right\}$ with $W_{1} \cup \cdots \cup W_{n}=W$ and all $W_{i}$ being non-empty and pairwise disjoint. The elements $W_{i}$ of the partition are called blocks. To split a block $W_{i}$ in a partition $P=\left\{W_{1}, \ldots, W_{n}\right\}$ means to replace the block $W_{i}$ by a set of sub-blocks $W_{i}^{1}, \ldots, W_{i}^{m}$ such that $\left\{W_{i}^{1}, \ldots, W_{i}^{m}\right\}$ forms a partition of $W_{i}$. The result of the split is hence the new partition $P^{\prime}=\left\{W_{1}, \ldots, W_{i-1}, W_{i}^{1}, \ldots, W_{i}^{m}, W_{i+1}, \ldots, W_{n}\right\}$. A refinement step consists in splitting one or more blocks of a partition.

Our partitions and refinements will be on the set of worlds $W$ of epistemic models $\mathcal{M}=(W, \sim$ $, L, w)$. For any subset $W^{\prime} \subseteq W$ and agent $a \in \mathcal{A}$, we are going to use the notation $w \sim_{a} W^{\prime}$ to denote the existence of a $v \in W^{\prime}$ with $w \sim_{a} v$. When $W^{\prime}$ is a block of a partition, $w \sim_{a} W^{\prime}$ simply means that agent $a$ has an (indistinguishability) edge to the block $W^{\prime}$.

Partition refinement algorithms are algorithms that start with an initial partition that is then iteratively refined through a series of refinement steps (usually until a fixed-point is reached). We here sketch one of the standard partition refinement algorithms, but refer to Paige and Tarjan [18] or Aceto et al. [1] for a more thorough introduction to partition refinements. For all $k>0$, we build partition $P_{k}$ from $P_{k-1}$ by the following refinement step:

Refinement step. Each block $W_{i}$ of $P_{k-1}$ is split into sub-blocks $W_{i}^{1}, \ldots, W_{i}^{m}$ defined as follows. Any pair of worlds $w, v \in W_{i}$ belong to the same sub-block $W_{i}^{j}$ iff for every agent $a \in \mathcal{A}$ and every block $W_{b}$ of $P_{k-1}, w \sim_{a} W_{b}$ iff $v \sim_{a} W_{b}$.

## Example 6

Let us illustrate partition refinement on the models $\mathcal{M}_{n}$ of the coordinated attack problem (Figure 3). Consider the particular case of $\mathcal{M}_{4}$. There are three different labels in $\mathcal{M}_{4}$, the label $\left\{d, m_{j}\right\}$ of $w_{1}$, the label $\{d\}$ of the worlds $w_{2}-w_{5}$, and the empty label of $w_{6}$. Hence, the initial partition $P_{0}$ of $\mathcal{M}_{3}$ will contain three blocks $W_{1}=\left\{w_{1}\right\}, W_{2}=\left\{w_{2}, w_{3}, w_{4}, w_{5}\right\}$ and $W_{3}=\left\{w_{6}\right\}$. Now consider
what happens when we apply the refinement step to $P_{0}=\left\{W_{1}, W_{2}, W_{3}\right\}$. Nothing can happen to $W_{1}$ and $W_{3}$ as these are already singletons. So consider $W_{2}$. We need to split worlds of $W_{2}$ into separate sub-blocks if they differ on which agents have edges to which blocks of $P_{0}$. Since $w_{2}$ has an $i$-edge to block $W_{1}$ and $w_{3}$ does not, $w_{2}$ and $w_{3}$ will end in distinct sub-blocks. A similar argument gives that $w_{4}$ and $w_{5}$ will end in distinct sub-blocks, since $w_{5} \sim_{j} W_{3}$, but $w_{4} \not \chi_{j} W_{3}$. We hence only need to check whether $w_{3}$ and $w_{4}$ will also end in separate sub-blocks. For $k=i, j$, we have $w_{3} \sim_{k} W_{l}$ iff $l=2$. The same holds with $w_{3}$ replaced by $w_{4}$. Hence, $w_{3}$ and $w_{4}$ will still end in the same sub-block. Hence, the refinement step will result in the partition $P_{1}=\left\{W_{1}, W_{1}^{\prime}, W_{2}^{\prime}, W_{3}^{\prime}, W_{3}\right\}$ where $W_{1}^{\prime}=\left\{w_{2}\right\}, W_{2}^{\prime}=\left\{w_{3}, w_{4}\right\}$ and $W_{3}^{\prime}=\left\{w_{5}\right\}$.

The following result is according to our knowledge also new, however it is probably at least implicitly known by experts on bisimulation and partition refinement, even if not explicitly spelled out in the existing literature.

## Proposition 7

Let $\mathcal{M}$ be an epistemic model. After performing $k$ refinement steps on the initial partition of $\mathcal{M}$, two worlds are in the same block iff they are $k$-bisimilar.

Proof. Suppose $\mathcal{M}=(W, \sim, L, v)$. For each $k$, we let $P_{k}$ denote the $k$ th partition of $W$, i.e. the result of performing $k$ refinement steps on the initial partition $P_{0}$. We need to prove that two worlds are in the same block of $P_{k}$ iff they are $k$-bisimilar. The proof is by induction on $k$. The base case is $k=0$. By definition, we have that two worlds are in the same block of $P_{0}$ iff they are 0 -bisimilar. This covers the base case.

For the induction step, suppose the claim holds for $k$ and consider $k+1$. Suppose $P_{k+1}=$ $\left\{W_{1}, \ldots, W_{n}\right\}$. Let $w, w^{\prime} \in W$ be chosen arbitrarily. We need to prove that $w \overleftrightarrow{\leftrightarrow}_{k+1} w^{\prime}$ iff $w, w^{\prime} \in W_{i}$ for some $i \in\{1, \ldots, n\}$. First we prove the 'if' direction. So suppose $w, w^{\prime} \in W_{i}$. Since the initial partition only puts worlds in the same block if they have the same label, and since each refinement step only splits existing blocks into sub-blocks, also $w$ and $w^{\prime}$ will necessarily have the same label. This proves $w \overleftrightarrow{\longleftrightarrow} w^{\prime}$. We then only have to prove [forth ${ }_{k+1}$ ] and [back ${ }_{k+1}$ ]. We only prove [forth ${ }_{k+1}$ ], the other one being symmetric. So suppose $v \sim_{a} w$ for some agent $a \in \mathcal{A}$. We then need to find a $v^{\prime} \sim_{a} w^{\prime}$ such that $v \unlhd_{k} v^{\prime}$. Since $P_{k+1}$ is the result of applying a refinement step to $P_{k}$, by definition of the refinement step we have that for all blocks $W_{b}$ of $P_{k}, w \sim_{a} W_{b}$ iff $w^{\prime} \sim_{a} W_{b}$. Let $W_{j}$ denote the block of $P_{k}$ containing $v$. Then $w \sim_{a} W_{j}$, and hence $w^{\prime} \sim_{a} W_{j}$. From $w^{\prime} \sim_{a} W_{j}$ we get the existence of a $v^{\prime} \in W_{j}$ satisfying $w^{\prime} \sim_{a} v^{\prime}$. We now only need to prove $v \overleftrightarrow{\leftrightarrow}_{k} v^{\prime}$. However, this trivially follows from the induction hypothesis, as $P_{k}$ is the partition after $k$ refinement steps, and $v$ and $v^{\prime}$ both belong to the same block $W_{j}$ of that partition.

We now prove the 'only if' direction of the induction step. So suppose $w \overleftrightarrow{k+1} w^{\prime}$. We need to show that $w$ and $w^{\prime}$ belong to the same block of $P_{k+1}$. Since $w \overleftrightarrow{\iota}_{k+1} w^{\prime}$ implies $w \overleftrightarrow{L}_{k} w^{\prime}$, the induction hypothesis immediately implies that they belong to the same block of $P_{k}$. So we only need to show that $w$ and $w^{\prime}$ are not split into separate blocks when performing the refinement step on $P_{k}$. This amounts to proving that for every agent $a \in \mathcal{A}$ and every block $W_{b}$ of $P_{k}$, we have $w \sim_{a} W_{b}$ iff $w^{\prime} \sim_{a} W_{b}$. So let $a$ and $b$ be chosen, we then need to prove $w \sim_{a} W_{b}$ iff $w^{\prime} \sim_{a} W_{b}$. We only prove the 'only if' direction, the other being symmetric. So suppose $w \sim_{a} W_{b}$. Then there exists a $v \in W_{b}$ such that $w \sim_{a} v$. Since $w \overleftrightarrow{L}_{k+1} w^{\prime}$, by [forth $k_{k+1}$ ] we get the existence of a $v^{\prime} \sim_{a} w^{\prime}$ such that $v \overleftrightarrow{\unlhd}_{k} v^{\prime}$. By induction hypothesis again, we get that $v$ and $v^{\prime}$ belong to the same block of $P_{k}$, in other words, both $v$ and $v^{\prime}$ belong to $W_{b}$. Since $w^{\prime} \sim_{a} v^{\prime}$, we get $w^{\prime} \sim_{a} W_{b}$, as required.

It follows from Proposition 7 that the quotient model made from the blocks after having performed $k$ partition refinement steps is identical to the $k$-bisimulation contraction of the model. The following
two results, of which the first is from the existing literature, address the complexity of $k$-bisimulation contractions.

Proposition 8 [1, Theorem 0.2.6]
The $k$-bisimulation contraction of $\mathcal{M}$ can be computed in quadratic time in the size of $\mathcal{M}$.

## Proposition 9

The $k$-bisimulation contraction of $\mathcal{M}$ has a size bounded by a computable function $h(k, \mathrm{a}, \mathrm{p})$, where $a$ is the number of agents in $\mathcal{M}$ and $p$ is the number of propositional variables.

Proof. In the following, we will refer to the number of blocks in a partition as the size of the partition (not to be confused with its size in terms of the memory required to store it). For all $k \geq 0$, we let $P_{k}$ denote the $k$ th partition of $\mathcal{M}$, i.e. $P_{0}$ is the initial partition of $\mathcal{M}$, and for all $k>0, P_{k}$ is the result of performing a single refinement step on $P_{k-1}$.

If we can show that the number of worlds of $\lfloor\mathcal{M}\rfloor_{k}$ is bounded by a function in $k$, a and p , so will the size of the model itself: the number of edges is bounded by $n^{2}$ a, where $n$ is the number of worlds of the model; and the length of the world labels is bounded by p . The number of worlds of $\lfloor\mathcal{M}\rfloor_{k}$ is by Proposition 7 equal to the size of $P_{k}$. It hence suffices to find a function $g(k, \mathrm{a}, \mathrm{p})$ that provides an upper bound on the size of $P_{k}$. We define $g$ by:

$$
\begin{aligned}
g(0, \mathrm{a}, \mathrm{p}) & =2^{\mathrm{p}} \\
g(k+1, \mathrm{a}, \mathrm{p}) & =2^{\mathrm{ag}(k, \mathrm{a}, \mathrm{p})} g(k, \mathrm{a}, \mathrm{p})
\end{aligned}
$$

We then only need to prove that $P_{k}$ has a size bounded by $g(k, \mathrm{a}, \mathrm{p})$. The proof is by induction on $k$.
The base case is $k=0$. We here need to show that $P_{0}$ has size at most $g(0, \mathrm{a}, \mathrm{p})=2^{\mathrm{p}}$. However, this is trivial, as the initial partition consists of a single block for each label of $\mathcal{M}$, and the number of labels is bound by $2^{\mathrm{p}}$. For the induction step, suppose the claim holds for $k$ and consider $k+1$. By definition, $P_{k+1}$ is the result of performing a refinement step on $P_{k}=\left\{W_{1}, \ldots, W_{n}\right\}$. By induction hypothesis, we have $n \leq g(k, \mathrm{a}, \mathrm{p})$. Let the signature of a world $w$ (wrt. $P_{k}$ ) be the set $\{(a, j) \in$ $\left.\mathcal{A} \times \mathbb{N} \mid w \sim_{a} W_{j}\right\}$. Now note that two worlds in the same block of $P_{k}$ are split into distinct subblocks by the refinement step iff they have distinct signatures. Hence, the number of sub-blocks created by a split of a block is bounded by the number of signatures, which in turn is bounded by $2^{\text {an }}$. Since we are starting out with $n$ blocks, and each block is split into at most $2^{\text {an }}$ sub-blocks, the size of $P_{k+1}$ is bounded by $2^{\mathrm{an}} n \leq 2^{\mathrm{ag}(k, \mathrm{a}, \mathrm{p})} g(k, \mathrm{a}, \mathrm{p})=g(k+1, \mathrm{a}, \mathrm{p})$, as required.

### 4.3 The tractability result

With all the above results on $k$-bisimulations and partition refinements in place, we are finally ready to prove our main positive result, fixed-parameter tractability of acfpu-DBU.

## Theorem 4

acfpu-DBU is fixed-parameter tractable. In other words, the Dynamic Belief Update problem becomes tractable when restricting the number of propositional variables and agents $(\mathrm{p}, \mathrm{a})$, the number of event models ( u ), the maximum length of event preconditions (c), and the length of the goal formula ( f ).

Proof. To prove that acfpu-DBU is fixed-parameter tractable, we need to find an fpt-algorithm that solves it. The algorithm is the one we have already sketched above: After each product update, we take the ( $\mathrm{o}+\mathrm{uc}$ )-bisimulation contraction of the resulting model. As already shown, the goal formula will hold in this contracted update sequence iff it holds in the original update sequence. What is left is then only to show that this algorithm is fpt. To show this, we need to find a computable function
$g: \mathbb{N}^{5} \rightarrow \mathbb{N}$ and a polynomial $\mathcal{P}$ such that the running time of the algorithm for an input where the main part has length $n$ is at most $g(\mathrm{a}, \mathrm{c}, \mathrm{f}, \mathrm{p}, \mathrm{u}) \cdot \mathcal{P}(n)$ (we choose to keep the different parameters separate, to make the role of each independent parameter more clear).

Let us compute an upper bound on the time it takes to compute the product update of an epistemic model with at most $m$ worlds with one of the event models in the input. The number of events in the event models is limited by $n$ (the input size). So to compute the product update, we need to create at most $m n$ world-event pairs, and for each of these we need to check a precondition of size at most c . Model checking is polynomial in the sum of the size of the model and the formula to be checked [21], so checking each precondition is polynomial in $m+c$. For each world-event pair that survives (where the precondition of the event is satisfied in the world), we need to enforce the postcondition in the resulting world. This can be done in time p . So handling each world-event pair takes time at most $\mathrm{p}(m+\mathrm{c})^{O(1)}$, and since there are at most $m n$ such world-event pairs, the total time to compute the worlds of the updated model (and their labels) is at most $m n \mathbf{p}(m+\mathbf{c})^{O(1)}$. In addition to computing the worlds of the updated model, we need to compute the indistinguishability relations. We can do this by iterating through each of the at most a $m^{2}$ indistinguishability edges of the epistemic model and the at most $\mathbf{a} n^{2}$ indistinguishability edges of the event model. For each such choice of two indistinguishability edges $w \sim_{i} v$ and $e \sim_{j} f$, we add an indistinguishability edge $(w, e) \sim_{i}(v, f)$ to the updated model if $i=j$ and both $(w, e)$ and $(v, f)$ exist in the model. This can hence be done in time at most $\mathrm{a}^{2} n^{2} m^{2}$. So the total time it takes to compute the product update is at $\operatorname{most} m n \mathrm{p}(m+\mathrm{c})^{O(1)}+\mathrm{a}^{2} n^{2} m^{2}$. The conclusion is that computing the product update is polynomial in $m, n, \mathrm{c}, \mathrm{a}$ and p , and the size of the resulting model is polynomial in the same parameters.

After each product update, we need to compute the ( $0+u c$ )-bisimulation contraction of the updated model. According to Proposition 8, this can be done in quadratic time in the size of the model. Hence, the time it takes to compute the product update and the following contraction is still polynomial in $m, n, \mathbf{c}$, a and p . We now take a closer look at the value of $m$. In the initial product update, $m$ is bounded by $n$. So computing the first contracted update, $\left\lfloor\mathcal{M} \otimes \mathcal{E}_{1}\right\rfloor_{\mathrm{o}+\mathrm{uc}}$, is polynomial in $n, \mathrm{c}$, a and p . In all the following product updates, $m$ is bounded by the size of the ( $\mathrm{o}+\mathrm{uc}$ )bisimulation contracted model. According to Proposition 9, the ( $\mathrm{o}+\mathrm{uc}$ )-bisimulation contraction of a model has a size bounded by $h(\mathrm{o}+\mathrm{uc}, \mathrm{a}, \mathrm{p})$ for some computable function $h$. Since $\mathrm{o}<\mathrm{f}$ (the modal depth of the goal formula is lower than its length), its size is also bounded by $h(\mathfrak{f}+\mathbf{u c}, \mathrm{a}, \mathrm{p})$. So each of the following contracted updates can be done in polynomial time in $h(f+u c, a, p), n, c$, $a$ and $p$.

We need to perform u contracted updates in total. As each of these are polynomial in $h(f+$ $\mathrm{uc}, \mathrm{a}, \mathrm{p}), n, \mathrm{c}, \mathrm{a}$ and p , the total sequence of contracted updates can be done in polynomial time in $h(\mathrm{o}+\mathrm{uc}, \mathrm{a}, \mathrm{p}), n, \mathrm{c}, \mathrm{a}, \mathrm{p}$ and u . The final step is model checking of a formula of size at most f in a model of size at most $h(\mathbf{f}+\mathbf{u c}, \mathrm{a}, \mathbf{p})$. This is polynomial in $\mathbf{f}$ and $h(\mathbf{f}+\mathbf{u c}, \mathrm{a}, \mathbf{p})$. Hence, the entire algorithm runs in polynomial time in $h(\mathrm{f}+\mathrm{uc}, \mathrm{a}, \mathrm{p})$, $n$, and the complete sequence of parameters acfpu. In other words, it runs in time

$$
h(\mathbf{f}+\mathrm{uc}, \mathrm{a}, \mathrm{p})^{O(1)} \mathrm{a}^{O(1)} \mathrm{c}^{O(1)} \mathbf{f}^{O(1)} \mathrm{p}^{O(1)} \mathbf{u}^{O(1)} n^{O(1)} .
$$

It immediately follows that we can find a computable function $g: \mathbb{N}^{5} \rightarrow \mathbb{N}$ and a polynomial $\mathcal{P}$ such that the running time is at most $g(\mathrm{a}, \mathrm{c}, \mathrm{f}, \mathrm{p}, \mathrm{u}) \cdot \mathcal{P}(n)$. This completes the proof.

Note the role played by the different parameters in the proof above. All 5 parameters are included in the expression $h(\mathrm{f}+\mathrm{uc}, \mathrm{a}, \mathrm{p})$ providing a bound on the size of the contracted updates. The parameter $p$ is required to make sure that the initial partition does not become too big, and a is required to make sure that a block cannot be split into too many sub-blocks. The parameters $\mathrm{f}, \mathrm{u}$
and c of the first argument to $h$ are required to give an upper bound on the $k$ for which we need to do $k$-bisimulation contractions. It is crucial that this upper bound does not depend on $n$, as $h$ is not polynomial in its first argument. So this account for the role of all 5 parameters. And, indeed, we already formally proved that all 5 of them are needed to ensure tractability, as can be seen from Figure 5.

The tractability result above is proven for a restricted version of DEL where we consider all agent relations to be equivalence relations. However, note that we never use the assumption that the relations are equivalence relations, so the theorem above immediately generalizes to arbitrary frame classes.

## 5 Discussion and future work

We managed to solve all of the remaining 14 open tractability problems for the dynamic belief update problem. In most cases, our results were negative, i.e. we proved fixed-parameter intractability. Out of the original $2^{7}=128$ problems, the $128-14=114$ was already previously solved, but we actually ended up providing new proofs of 84 of them, if we count all our results and corollaries.

The short Turing machine acceptance problem (STMA) is the acceptance problem of singletape nondeterministic Turing machines with bound $k$ on the number of computation steps. It is a parameterized problem with parameter k known to be $\mathrm{W}[1]$-complete, i.e. fixed-parameter intractable [8]. The proof of Theorem 1 gives us a construction allowing us to encode an instance of STMA as a DBU instance. Since the parameter $k$ is the number of computation steps, which translates into the parameter $u$ in the DBU instance, we can do an fpt-reduction from STMA to acfou-DBU, i.e. we can replace e, p by u in the fixed-parameter intractability result of Theorem 1. We have to drop the parameters $e$ and $p$ as their sizes depend on the alphabet of the Turing machine. This reduction then immediately gives $\mathrm{W}[1]$-hardness of acfou-DBU. This result was already established by van de Pol et al. [19], but with our Turing machine construction in Theorem 1, we get this additional result essentially for free.

Our tractability result of Section 4 ties back to the opening discussion of this paper. We wrote that 'a conjecture is that higher-order thinking is the most prominent source of intractability, and situations requiring modest depth of reasoning are the easiest to untangle.' It is often not clear what depth of reasoning is required in a given situation, e.g. what depth of reasoning is required to solve a given DBU instance. However, our results of Section 4 shed some light on it. We showed that the depth of reasoning required is never higher than $o+u c$, since we can always iteratively replace each model by its ( $\mathrm{o}+\mathrm{uc}$ )-contraction and still arrive at the same result (and the ( $\mathrm{o}+\mathrm{uc}$ )-contraction is only guaranteed to preserve modal equivalence up to modal depth $o+u c$ ). So if we use all of $o, u$ and c as fixed parameters, we are guaranteed to have fixed bound on the required depth of reasoning. It then turns out that this in itself is not sufficient to guarantee tractability, as we can still exploit the complexity coming from using very long goal formulas (as in the proof of Theorem 3), many agents (as in the proof of Theorem 2) or many propositions (as in the fixed-parameter intractability proof for acfou-DBU by van de Pol et al. [19]). However, if we bound all of these parameters, we get tractability.

We could also turn things around and define a depth-limited version of DBU where we put a bound on the depth of reasoning that the algorithm is allowed to make use of. Let us use $\operatorname{DBU}(d)$ to denote the depth-limited version of DBU with depth parameter $d$. There are multiple possible ways to formally define $\operatorname{DBU}(d)$, but one would be to preserve the same input as for $\operatorname{DBU}$ and then require the output to be yes iff $\mathcal{M} \otimes_{d} \mathcal{E}_{1} \otimes_{d} \cdots \otimes_{d} \mathcal{E}_{u} \models \phi_{g}$. The complication is of course that DBU and

DBU $(d)$ are not in general guaranteed to give the same answer for a given input, except if $d$ satisfies certain restrictions, like $d \geq 0+$ uc that according to the results of Section 4 will suffice. It might seem to be a bug if $\operatorname{DBU}(d)$ gives a different answer than DBU, since the real problem we are trying to solve is clearly DBU. However, it shouldn't necessarily be considered a bug. For instance, an agent with no Theory of Mind will normally answer a first-order false-belief task incorrectly, since it requires a first-order Theory of Mind to do the required reasoning (it requires depth 1 reasoning). Similarly, an agent with a first-order Theory of Mind can not be expected to respond correctly to a second-order false-belief task (it requires depth 2 reasoning). In other words, if we put a limit on the depth of reasoning of a given agent or algorithm, then of course if a certain problem requires reasoning of higher orders than that, the agent or algorithm might come up with a wrong answer to the problem.

Let us consider the complexity of $\operatorname{DBU}(d)$. First of all, it is not tractable. Had it been tractable, then also cou-DBU would be tractable, as when $d \geq 0+u c$, the two problems DBU and $\operatorname{DBU}(d)$ coincide. The question is then, which additional parameters do we need to make $\operatorname{DBU}(d)$ tractable? Consider the proof of Theorem 4. If we replace the expression o + uc by $d$, it actually provides us with a proof that we can check whether $\mathcal{M} \otimes_{d} \mathcal{E}_{1} \otimes_{d} \cdots \otimes_{d} \mathcal{E}_{u} \models \phi_{g}$ holds in time $h(d, \mathrm{a}, \mathrm{p})^{O(1)} \mathrm{a}^{O(1)} \mathbf{c}^{O(1)} \mathrm{f}^{O(1)} \mathbf{p}^{O(1)} \mathbf{u}^{O(1)} n^{O(1)}$, where $n$ is the size of the main part of the input. In other words, this is the time it takes to check an instance of $\operatorname{DBU}(d)$. It hence follows that ap- $\operatorname{DBU}(d)$ is fixed-parameter tractable. If we are looking for the source of complexity in the ability of humans to attribute mental states to ourselves and others, it might be reasonable to assume a fixed upper bound on the number of agent (a) and number of propositions (p), since we are usually reasoning about a fixed environment (the world of agents and facts around us). And then, indeed, if we fix those, the depth-limited dynamic belief update problem becomes tractable. In this sense, there is in fact some evidence that the actual source of complexity in epistemic reasoning is the depth of the required reasoning, and that as long as we put a limit on that depth, epistemic reasoning is tractable. This informal discussion of course needs to be turned into a more thorough and formal investigation, including a proper investigation of the most correct way to define the depth-limited DBU problem. We leave this for future work.

Other ideas for future studies include considering the plan synthesis problem instead of the plan verification problem, and for instance then to include variants of the additional parameters introduced for the classical planning problem by Kronegger et al. [17].
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