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EXCECUTIVE SUMMARY

In September 2020, the director and board of  the  Nordic 
e-Infrastructure Collaboration (NeIC) initiated a working 
group on FAIR collaboration opportunities in the  Nordic 
Region. This came in the wake of  the data tsunami era 
and the realisation that machine learning and connected 
data will become of  crucial importance to both society and 
science. Furthermore, the findings of  the  EOSC-Nordic 
project show that the uptake of  FAIR in the region 
is slow and the majority of  data repositories are not  
FAIR-compliant, while only a small fraction measures up 
to the available FAIR metrics. Sharing publicly- funded 
data in a meaningful, reusable way must  become part 
of  normative behaviour in order to nurture  data-driven 
sciences. By enabling data capabilities, we are  facilitating 
interdisciplinary data reuse as well as the exchange of  
information and knowledge. A key objective is data 
 integration, whereby concepts and properties and the 
 relationships between them are linked, forming  knowledge 
graphs and offering an opportunity to provide insight (new 
knowledge) from the multitude of  relations and patterns.

Although awareness of  the FAIR principles is growing 
and there is an appreciation of  the Open Science vision 

among researchers and support staff, a small survey 
conducted by the working group confirms the existence 
of  some challenges that are contradictory to the Open 
Science (OS) movement and contribute to confusion and 
status quo when it comes to implementing FAIR. If  we 
are serious about embracing OS and the implementation 
of  the FAIR principles, we must ensure that all elements 
pull in the same direction (this includes infrastructure, 
skills and services, as well as policies and incentives).  
Data stewardship is gradually becoming part of  the 
 researcher workflow in some organisations, institutions 
and departments. Professionalising this crucial support 
is key to  succeeding in a swift and effective transition 
towards sharing discoverable, accessible and reusable 
data. The working group finds that coordinating tasks 
such as raising awareness, training and skills development 
and developing common tools and services for research 
data management (RDM) can help to strengthen the 
momentum of  FAIR uptake and improve the utilisation 
of  resources, skills and tools across the Nordic Region.  
A Nordic coordination office may be one way to 
 orchestrate a common strategy for working towards the 
realisation of  the Open Science vision.
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INTRODUCTION

The Nordic e-Infrastructure Collaboration (NeIC) 
has been effective in stimulating collaboration and the 
 exchange of  knowledge across the Nordic Region through 
a number of  successful projects executed over the past 
decade. This has facilitated the creation of  new relations, 
both within and across science domains, as well as the 
elevation of  the average level of  competence across these 
areas through the exchange of  knowledge that  naturally 
occurs as part of  collaborative efforts to solve similar 
challenges and reach common goals. This was also the 
goal when NeIC initiated a series of  training courses on 
‘FAIR data stewardship’. In 2019 and 2020, about 160 
 individuals participated in a highly successful and  popular 
40-hour course to develop their skills in FAIR data 
 management. Collaboration on data management and 
skills development holds great potential and executing 
this within the Nordic Region within the context of  NeIC 
makes a lot of  sense given the aforementioned  activities 
relating to infrastructure and services development.  
Here at the cusp of  the transition from the ‘data  tsunami’ 
(where the focus was on the overwhelming amount of  data) 
to the ‘data-driven machine learning’ era, it is  essential 
that research and development departments  acknowledge 
that the preparation and curation of  critical data is 
 needed to drive this new era forwards.  Organisations and 
companies that have realised the importance of  this are 
now beginning to develop their data policies, pipelines 
and training, as well as recruit data stewards in order to 
leverage the full potential of  their data.

The Nordic countries, with their societal and cultur-
al commonalities, are an excellent platform that have 
been proven to be effective when it comes to regional 
 collaboration (cf. NeIC). This has also been demonstrated 
within the EOSC-Nordic project, where collaboration 
across borders involves partners from different domains in 
 order to realise a common goal of  integrating services and 
data within the context of  the European Open Science 
Cloud (EOSC). Of  particular relevance to the topic of  
this report is the package of  activities for implementing 

FAIR in the Nordic Region. This work has been centred 
around  measuring and monitoring the uptake of  FAIR 
across various data repositories over the three-year  project 
 period to see the effect of  activities such as awareness- 
raising, training and direct support. However, there is still 
more to be done in terms of  exploring opportunities for 
advancing the FAIR ecosystem in a Nordic context, both 
to strengthen the research community and ensure the 
broadest possible impact.

The implementation of  FAIR is intended to make data 
 discoverable and ultimately increase the reuse value 
of  data. Note that FAIR does not imply Open Data, 
 although this should always be a goal – unless there are 
valid reasons to restrict access to the data itself   (descriptive 
metadata should always be available). Restricting ac-
cess to data is typically required when it contains 
person- sensitive  information or is copyrighted/licensed.  
Open data and FAIR tie in with the broader vision of  
Open Science which, according to Foster, is defined as 
follows:

“Open Science is the practice 
of science in such a way that 
others can collaborate and 
contribute, where research 
data, lab notes and other re-
search processes are freely 
available, under terms that en-
able reuse, redistribution and 
reproduction of the research 
and its underlying data and 
methods.”
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INTRODUCTIONNORDIC FAIR DATA COLLABORATION OPPORTUNITIES

A crucial premise for research, therefore, is to ensure 
transparency of  the data, facilitate the reproducibility 
of  research results, and to build trust in the results and 
the scientifi c method. However, a major caveat is that 
research data is still largely inaccessible, i.e. not shared or 
not suffi  ciently discoverable. The latest report on “The 
State of  Open Data 2020” (Digital Science Report) – 
the longest-running longitudinal survey and analysis on 
open data with 4,500 respondents – fi nds that there is 
still a  majority (59%) that think researchers are not get-

ting  suffi  cient credit for sharing data (13% respond it is 
 suffi  cient). The responses indicate that “recognition” is 
among the more prominent incentives for researchers to 
share their data (see Figure 1). Policy “requirements” and 
“public benefi t” also seem to be signifi cant motivating 
factors for sharing data.

The report also indicates that researchers are  becoming 
more familiar with the FAIR principles since the 
 survey began querying this in 2018. However, only 
24% of   researchers indicate that they are familiar with 
the  principles, which suggests that the majority is still 
 unfamiliar with or even ignorant with regard to FAIR. 
This is despite the unprecedented attention the FAIR 
principles (Wilkinson et al. 2016) have received in the 
fi ve years since their initial publication and numerous 
citations. This is likely related to the social and cultural 

barriers to change. The existing norms, incentives and 
policies that are in place within the science community 
suppress any rapid widespread adoption of  new practices.

In this report, a working group consisting of   researchers 
and data managers/stewards has explored some of  
the challenges and opportunities for collaboration on 
 implementing FAIR across the research domains and the 
Nordic Region. The terms of  reference request that the 
group provide a science case for Nordic collaboration 

 activities on FAIR research data management in order 
to best serve Nordic research communities. The report 
starts by looking at the perceived current challenges of  
 implementing FAIR in the communities’  respective 
 frameworks. We then present and discuss the focus areas in 
two main topics The fi rst, ‘Policies &  Governance’, looks at 
the governance model and how the various  elements con-
tribute to the uptake of  FAIR and a norm that encourages 
the sharing of  data. The second, ‘Data Stewardship’, gives 
an account of  the skills and career development needed 
in order to professionalise the data publication and data 
management aspects of  the research process. Finally, in 
‘Nordic Convergence’, we provide  recommendations that 
will contribute to the more  eff ective uptake of  FAIR and 
discuss why a coherent Nordic approach is benefi cial to 
the region.

Full data citation
Increased impact and visibility of my research

Co-authorship on papers
Public benefit

Journal/Publisher requirement
Greater transparency and reuse

Funder requirement
Institution/Organisation requirement

Consideration in job reviews and funding applications
Direct request from other researcher

Freedom of information request
Financial reward

It was made simple and easy to do 
I was a field/industry expecation

Other 
I would never share my data

10000 2000 3000 4000

What circumstances would motivate you to share your data?

Figure 1: Results from “The State of Open Data 2020” on the circumstances that would motivate researchers to share their data.

7 



CHALLENGES IN THE 
 IMPLEMENTATION OF FAIR

The survey was an extension of  an internal exercise in 
the working group and was answered by 167  respondents 
in the Nordic Region. The respondents were a mix of  
researchers, data managers and stewards, and some 
 miscellaneous academic staff reached via the network of  
the working group. The survey was intentionally made 
anonymous, so the origin of  the respondents cannot 
be verified, and it cannot be excluded that individuals 
 answered multiple times.

The survey included four questions, the first (I) sought 
to clarify the type of  role of  the respondent (up to three 
categories could be selected). The second (II) was related 
to challenges faced in implementing the FAIR principles, 
and the third (III) related to the aspects of  the FAIR 
principles that are most challenging. Finally, there was 
an open question (IV) on which aspects of  implementing 
FAIR could benefit from (Nordic) collaboration.

RESULTS FROM THE MINI-SURVEY

In answering, the respondents often checked multiple 
roles. In our analysis, each of  these roles was effectively 
treated as an independent (single) entry with associated 
answers to questions II, III and IV. Furthermore, the 
 individual role-answer pairs were then categorised into 
either a Research position (researcher, post-doc, student, 
data scientist) or Non-research position (the remaining 
role categories). The answers to questions II and III 
were then grouped accordingly and are presented in the 
 following two figures.

For more details on the answers provided, see  Appendix 
A.

I) II) III) IV)

Which of the following 
roles describes your posi-
tion/work tasks (multiple 

choices allowed)

Select three challenges 
you face in relation to 

implementing the FAIR 
principles (Open Science 
vision) in your work situ-

ation.

Select three aspects of 
FAIR that you consider 

most challenging in your 
work.

Which aspects of 
 implementing FAIR could 

benefit from a Nordic 
 collaborative effort?

(for example: training 
network, shared exper-
tise, shared ontologies, 
 harmonising policies/ 

incentives)
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10 20 30 40

Unclear procedures on how to make data FAIR (what to do, when, whose responsibility)

Lack of qualified support staff and roles to help assist in FAIR

Lack of information, policies or established routines for FAIR

Implementation of standards, APIs or current norms into existing services

Lack of services/resources (data repository, archiving) that intrinsically support FAIR

Unclear benefits, lack of merit and other incentives for encouragement

Lack of willingness to share data

Training reqired on a greater scale and/or frequency

Unclear processes and/or assistance for data sharing, publishing and/or FAIRification

Lack of time

Data security

Other

II. Challenges faced in relation to the implementation of the FAIR principles

Research position Non-research position

0

10 20 30 40 50

Data/metadata provisioning to adhere to policies/requirements (Findability)

Boosting impact of data in science (widely available data drives research forward) (Findability)

Discoverability of data to facilitate reuse of relevant data (Findability)

Declared data access levels (e.g. public, restricted) (Accessibility)

Metadata always available, even if data is not (Accessibility)

Enabling authentication and authorisation to facilitate e.g. user-specifik access level (Accessibility)

Facilitating collaborative machine-level data exchange (e.g. API’s) (Interoperability)

Data integration and interlinking with community (research group/project/field) (Interoperability)

Data integration and interlinking beyond a community (cross-domain) (Interoperability)

Licensing in order to declare reuse policy (Reusability)

Supporting transparency in science (Reusability)

Enabling reproductibility of science results (boosting trustworthiness and testability) (Reusability)

III. Aspects of FAIR considered most challenging in one’s work

Research position Non-research position

0
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Whilst there is considerable consensus between the 
 answers of  the research and non-research roles, there 
are differences which are worth highlighting. At first 
glance,  issues relating to the implementation of  standards 
and APIs appear to be considered more of  a challenge 
for non-research positions. However, this could simply 
be a reflection of  the importance of  these aspects for 
the data managers and systems developers tasked with 
 implementing them. The fact that researchers consid-
ered this less of  a challenge could indicate that they do 
not consider this to be their problem or domain, and 
that they rely on the other group for implementation.  
This aspect could also explain the considerable difference 
in how much of  a challenge ‘facilitating collaborative 
 machine-level data exchange’ is. Many researchers  prefer 
to download  different datasets and integrate them in their 
desktop software rather than rely on data integration 
 portals. The latter are also few and far between, and tend 
to either cover only metadata or be related to a particular 
topic (e.g. https://www.data-arc.org/). Concerns around 
licensing and data reuse policy may also be similar – many 
scientists have little concern for or understanding of  the 
specifics of  copyright or licensing. 

Awareness of  the benefits and merit of  making data 
FAIR-compliant are, on the other hand, perhaps more 
 immediately relevant for those actively undertaking 
 research. Non-research staff still, however, indicated more 
strongly that lack of  clarity in this respect was one of  
the greatest challenges faced in implementing the FAIR 
 principles, suggesting that it is hard work convincing 
 academics of  the benefits of  FAIR data. Further work, 
 including interviews with both categories, is probably 
 necessary in order to investigate the nuances of  these 
results.

In terms of  the most challenging aspects of  FAIR, 
there are a number of  differences in the survey results. 
 Discoverability of  data is considered more of  a challenge 
by researchers, most likely because they actively seek data, 
whilst non-researchers either provide or manage data. 
That metadata is always available, even if  data is not, is 
considered more of  a challenge by researchers. Although 
it is difficult to know how this challenge was interpreted, 
it could reflect either deficiencies in the availability of  
metadata or deficiencies in the availability of  data (i.e. 
although metadata can be found, data is not available). 
The different perspectives and priorities of  researchers 
(within discipline data interoperability) and data man-
agers (exposing data from multiple disciplines) may be a 
factor in the differing answers relating to data integration 

and interlinking. The answers will, of  course, be highly 
dependent on the fields of  the researchers, and climate 
change and archaeological scientists may be more inter-
ested in linking data outside of  their community than lo-
cal historians or nuclear physicists. While  interdisciplinary 
use of  data is one use-case that highlights the importance 
of  interoperability, the emphasis on this goal is also crucial 
for data integration in knowledge systems, where express-
ing properties and relations across domain silos is essential 
as a means to enable insight.

The results of  the survey will be further used to illustrate 
points in the discussion below. 

SUMMARY OF RESPONSES TO OPEN QUESTION 
ON THE BENEFITS OF NORDIC COLLABORATION 
IN THE IMPLEMENTATION OF FAIR

The input provided by the respondents in the open 
 question (IV) can be summarised into the following four 
categories:

A. Uptake of FAIR
Rethink communication to researchers and produce 
clear and jargon-free instructions and guides, both 
 discipline-specific and discipline-agnostic. Create training 
network(s).

B. Tools and solutions for FAIR
Offer shared services for software, semantic artefacts, data 
and metadata that support FAIR.

C. Promotion of interoperability on all levels
Agree on shared metadata specifications,  vocabularies, 
identifiers, templates and key standards. Also  offer 
a platform or forum for network infrastructures.  
Promote a legal framework to address GDPR and 
 licensing when sharing sensitive data. 

D. Collaboration in order to be part of 
 international developments
Ensure Nordic engagement in EOSC, RDA and   
https://fairdo.org with a shared agenda.

CHALLENGES IN THE IMPLEMENTATION OF FAIRNORDIC FAIR DATA COLLABORATION OPPORTUNITIES
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POLICIES AND GOVERNANCE

The aim of  this chapter is to explore how policies may 
be invoked in combination with supportive tools to steer 
or guide the community toward a specific behaviour – in 
this case, realising the uptake of  FAIR in order to share 
the work and data from publicly funded research. Raising 
awareness is a key element in advocating the vision of  
shared data. It is crucial that the majority of  stakeholders 
have a common and consistent understanding of  what 
this vision is and how it can be realised (such as through 
the adoption of  the FAIR principles).

In the context of  this document, the considerations and 
recommendations apply to research data generated from 
publicly funded science. Although the same arguments 
presumably hold for other types of  data, there may be 
 exceptions that we are not aware of  or concerned with 
here.

THE FAIR PRINCIPLES

The FAIR principles (Wilkinson et al. 2016) aim to enable 
the efficient and error-free analysis of  data from multiple 
sources by machines and ultimately by humans, through 
enhancing their Findability, Accessibility, Interoperability 
and Reusability. The principles are not only intended for 
data, as quoted in the original paper: “FAIR differs in 
that it describes concise, domain-independent, high-level 
principles that can be applied to a wide range of  scholarly 
outputs”. FAIR metrics and tools have been developed to 
aid the process of  making data FAIR (“FAIRification”). 
The process requires different types of  expertise and 
should therefore be carried out in either multidisciplinary 
teams or discipline-oriented teams guided by FAIR data 
steward(s).

To be clear, FAIR does not specify technical de-
tails or  promote standards or specific solutions.   
However, when implementing FAIR it is necessary 
to make   implementation choices, typically based on 

 relevance to the community. An implementation profile 
cannot be copied from one domain and automatically 
applied to a different discipline. Instead it must be suited 
for the specific needs and priorities of  the community in 
question.

TRUST AND CARE PRINCIPLES IN  RELATION 
TO FAIR

When considering a FAIR policy, the relevance of  
 lesser-known TRUST 1 principles (for digital repositories) 
and CARE 2 principles (for indigenous data governance) 
should be considered.

TRUST principles emphasise the need of  repositories to 
earn the trust of  the communities they serve and demon-
strate the ability to properly curate the data they hold. 
A repository certification standard such as  CoreTrustSeal 
is an implementation of  the TRUST principles that 
 addresses how FAIR data can be kept FAIR over time.

CARE principles address any situation when the data 
 relates to an indigenous culture or individuals of  that 
 culture. In the simplest form, the principles  stipulate 
that data subjects should have a say and a right to 
 benefit when data about them is gathered and used.  
The FAIR principles pertain to data findability,  accessibility, 
 interoperability, and reusability in a  machine-actionable 
way. They do not directly address ethics or  responsibility. 
However, making rights and governance metadata 
 machine-actionable would benefit both sets of  principles.

1 https://doi.org/10.1038/s41597-020-0486-7
2 https://doi.org/10.5334/dsj-2020-043
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THE SCIENCE CASE FOR FAIR

Ground zero for any digitalisation effort is siloed data, 
which refers to data that is generated with no re-usability 
in mind, often with a single purpose use-case. The data 
may reside on isolated storage devices and has no or only 
inadequate metadata. This type of  data has very low 
potential for shareability and reusability in most cases. 
Machines cannot self-utilise this data because of  the lack 
of  (sufficient) metadata. Consequently, machine learning 
processes or big data mining efforts cannot utilise this 
data. Examples of  silos are found in departments within 
hospitals and academic institutions, as well as in many 
companies. The reasons for the existence and sustenance 
of  data silos are structural (custom software operating on 
specific datasets), political (proprietorship among data 
owners), cultural (lack of  knowledge and unwillingness to 
change) and bureaucratic (vendor lock-in). 

In order to move away from non-reusable data, it is 
 necessary to embrace the Open Science vision and 
 concentrate efforts on how data reuse and  discoverability 
can be maximised. The FAIR principles need to be 
 implemented into research workflows, tools and  repository 
services, while at the same time be rewarded by funding 
models and supported by data governance policies. It is 
important to note that FAIR data differs from Open data 
in that the latter promotes openness, while the former 
highlights accessibility under well-defined criteria (data 
declared as restricted access is compatible with being 
FAIR). This is mirrored by the popular slogan ‘As Open 
as Possible, as Closed as Necessary’, used by DANS, EC, 
GO-FAIR and many others. The goal of  FAIR is to 
 maximise the reuse of  data, both by machines and hu-
mans, supporting the main pillars of  Open  Science; trans-
parency, reproducibility and trustworthiness. It does so 
by promoting machine-actionable (meta)data  discovery, 
access, interoperability and reuse. The successful and 
effective implementation of  FAIR requires a unison 
 commitment by policy makers, funders,  organisations and 
staff – a level of  coordination that is hard to achieve unless 
it is  supported on multiple levels and the measures are 
sufficiently synchronised in order to support the  common 
goals of  Open Science. As argued above, FAIR is an 
 important vessel that enables us to move in the direction 
of  these goals. In this respect, the scientific case for FAIR 
is the vision of  Open Science itself.

Transparency is supported by the FAIR principles in that 
it promotes the discoverability, accessibility and reuse of  
data (the sharing of  data). Reproducibility is supported 

by access to data and any related outputs such as soft-
ware, tools, and the like that enable peers to verify the 
methodology used. Trust is provided principally by the 
act of  sharing the data (and related outputs), enabling 
 transparency and reproducibility. The quality of  the 
shared outputs also contributes to the building of  trust in 
the researcher or research group.

CULTURE CHANGE

The inertia of  “status quo” is substantial. Even if  the 
 initial attraction of  maintaining the status quo has been 
 overcome and the motivation, skills and knowledge 
 required to bring about change are established – there 
is no guarantee that change will occur. This is because 
 changing an individual is not necessarily sufficient to over-
come the barrier of  “culture”. The cultural and  social 
systems consist of  individuals and these systems shape 
behaviour by way of  norms (what people do or should 
do), incentives (what people are rewarded for doing) and 
policies (what you have to do in order to be part of  the 
system). Even if  one succeeds in nurturing an individual’s 
motivation and ability to change behaviour so that it is con-
sistent with the desired habits, it does not  necessarily lead 
to success due to the presence of  strong norms,  incentives 
and policies that contradict with the intended behaviour.  
Changing the culture is substantially more  difficult than 
changing the individual. When norms, incentives and 
policies are misaligned with desired behaviour, a much 
more encompassing strategy is needed in order to drive a 
successful culture change.

The prevailing practice still is for research teams or 
 individual researchers to operate independently and 
share their results in publications that summarise their 
findings. Typically, this means sharing mostly successes, 
leaving the failed attempts and discarded plans out of  the 
picture – details that could have been valuable lessons to 
others or provide credibility for the claims. The move to 
Open Science promotes transparency, self-scepticism, and 
reproducibility. These traits are largely supported by the 
research community. So, from an individual  perspective 
everything is ripe for change. However, the research 
 culture in many settings maintains a dysfunctional 
 constellation of  incentives and policies that are blocking 
widespread change towards sharing.

First and foremost, there is the key role that ‘frequent 
publication in renowned journals’ plays in securing a 
job, maintaining it, and earning prestigious scholarships 

POLICIES AND GOVERNANCENORDIC FAIR DATA COLLABORATION OPPORTUNITIES
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or grants. This culture upholds the rewards of  publish-
ing fi ndings that are novel (as opposed to incrementally 
building on or affi  rming existing fi ndings) and positive 
(as opposed to negative results), and often contributes 
to a form of  consensus. Not everything gets published. 
The competitive nature of  the reward system and the 
 limited career paths in science contribute to cultural 
incentives that lead to shortcuts or selective reporting – 
behaviours that undermine the credibility of  the  fi ndings 
(and none of  which support showing your work or 
sharing). Although researchers value transparency, they 
are faced with a contradicting culture that rewards the 
 opposite.
Given these challenges related to the publication culture 
and incentives, we are unlikely to change the research 
culture by focusing on the motivation and ability of  indi-
viduals to be open about their research outputs. Instead, 
we need a broader and coordinated eff ort that encom-
passes the full spectrum, including adapting services and 
infrastructures (make it possible), enhancing skills and 
user interfaces (make it easy), changing the practice (make 
it the norm), establishing incentives (make it rewarding), 
and creating policies that pull in the same and intended 
direction. In short, we need a change strategy. 

Building on the Center for Open Science’s approach 
and a lot of  similar argumentation, the approach is 
 multi-phased, beginning with the foundation of   making 
it possible – that is to say the infrastructure, such as in 
order to provide a repository that supports sharing 
 research plans, work and results in accordance with FAIR 
principles. Next, providing meaningful and effi  cient user 
interfaces that make it easy to share output and integrate 
with the researchers’ workfl ows. This can be achieved 
by making this practice a norm (such as by starting with 
 students) and integrating with popular tools such as 
Github and Google Docs. The fi nal two levels (incentives 
and policies) address the reward system and require-
ments. Rather than maintaining the strong incentives for 
traditional publications, policy makers can promote the 
value of  transparency and reproducibility by introducing 
a system that rewards the importance of  the research 
question and the quality of  the methodology. Sometimes 
small adjustments at the right level can have a great eff ect. 
Aligning and  changing the incentives and policy  changes 
at key decision points and among rights stakeholders 
(funders, journals and  research institutions) is seen as 
crucial for obtaining a coherent system that drives and 
rewards action in the desired direction.

POLICIES AND GOVERNANCENORDIC FAIR DATA COLLABORATION OPPORTUNITIES

Policy

Incentives

Communities

User interface/experience

Infrastructure

Figure 4: Center for Open Science (COC) multi-level culture change pyramid

Make it required

Make it rewarding

Make it normative

Make it easy

Make it possible

13 



A LOOK AT LEGISLATION AND POLICIES

As discussed, it is essential to have a clear policy that 
 rewards the right values and practices. However, the 
 policy alone is not enough – it must be supported by 
incentives and the entire value chain in order to make 
culture change possible, that is to say making it possible, 
making it easy and making it normative.

Let’s look at the current legislation that is relevant in our 
context.

EUROPEAN LEGISLATION ON OPEN DATA

One of  the challenges in implementing FAIR data is 
the lack of  knowledge of  rules and regulations, legal 
requirements, and the implications of  not following the 
requirements. With the Open Data and Public Sector In-
formation Directive and the cascading of  the regulations 
within national strategies, we can see a path forming for 
new procedures and funding, and in general arguments 
for implementing FAIR and employing data stewards. 

Considering the numerous EU reports that have flagged 
that the EU needs 250,000 data stewards in academia to 
help it step into the Digital Age, we also see that pressure 
from funding agencies to apply FAIR practices to the 
entire research lifecycle is increasing, and early adopters 
have a clear competitive edge when applying for research 
funds.

There are now a number of  EU directives that set 
 requirements for data being ‘open’:

Open Data Directive (Open Data and Public Sector In-
formation Directive)

• Research data is aligned with Public Sector 
Information (PSI directive).

• Evaluation/definition of  the quality of  data 
 (high-value datasets) plus longevity.

• Data management planning becomes a  standard 
 scientific practice and supports the sharing of  
research data so that it is findable, accessible, 
 interoperable and reusable (the FAIR principles).

Directive 2007/2/EC of  the European Parliament and 
of  the Council of  14 March 2007 (INSPIRE), Article 17 
defines aspects of  ‘open’ data.

Regulation (EU) No 511/2014 (Nagoya)
Regulation (EU) 2016/679 (GDPR)

NORDIC MODEL OF POLICIES ON OPEN SCIENCE 
AND FAIR

The Nordic Region, with its long tradition of  close 
and effective collaboration, would benefit greatly from 
 coordinating its efforts and policies on Open Science and 
FAIR. This would enable a well-orchestrated approach 
to the adaptation of  the Open Science vision and allow 
extensive collaboration between the countries, including 
on skills and resources sharing.

Below we refer to a recent and highly relevant report 
from EOSC-Nordic WP2 (Deliverable 2.6), where the 
Nordic policies are studied and summarised in Table 1 
(page 28). In the report, the authors study both national 
and  institutional level (non-exhaustive) policies. These 
policies relate to the three topics i) Incentives for FAIR, ii) 
Open Science training, and iii) sharing of  software (open 
source).

For this report we are particularly interested in the 
 ‘Incentives for FAIR data’ category, which considers any 
policy (or directive) that influences or encourages FAIR 
practices (primarily for data). Their findings (far-left 
 columns in green) suggest that there are some differences 
in the progress of  policy deployment across the Nordics. 
In reality, there are no discernible differences in the 
level of  FAIR uptake among the countries (cf. private 
 communication, EOSC-Nordic WP4), so if  there are 
 differences in policies, these have a minor effect or do not 
(yet) have an impact.

POLICIES AND GOVERNANCENORDIC FAIR DATA COLLABORATION OPPORTUNITIES
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INCENTIVES FOR FAIR OS TRAINING SOFTWARE

YES NO DRAFT YES NO DRAFT YES NO DRAFT

Denmark N A N N

Estonia N A N N

Finland N A N N

Latvia N N N

Lithuania N A N N

Norway N A N N

Sweden N A/M N

TABLE 1: SUMMARY/ANALYSIS
Figure 5: Table 1 from EOSC-Nordic WP2 deliverable D2.6 with results from policies  analysis 

on ‘Incentives for FAIR data’, ‘Open Science training’ and ‘Software/tools for research’.

 A COMMON NORDIC APPROACH TO OPEN 
SCIENCE/FAIR POLICIES?

It is beyond the capacity of  this working group to study 
existing institutional policies across the region when 
it comes to their mentions of  FAIR or Open Science 
(OS) issues. We have therefore focused primarily on the 
 national policies that are relevant to OS and FAIR. 

Typically, Open Science policies are formulated as 
 recommendations intended to support a vision or bring 
the practices into line with other concurrent practic-
es. The problem with such policies is that they are not 
 usually given as a directive, but are instead formulated as 
guidelines or recommendations, which means that they 
are suggestive and, in practice, optional. This leads to 
many users adopting them selectively or blatantly ignor-
ing them because there are no discernible consequences. 

Regarding the broad awareness of  and positive  reception 
towards FAIR from the ground up to high-level  politicians 
and meetings (such as the G7 Science & Technology 
 Ministers statements on Open Science in 2017), it is a 
little puzzling why policy makers are not more ambitious 
when it comes to invoking directives that require a cer-
tain level of  FAIR implementation. Generally, it seems 
policy makers are hesitant to impose eff ective policies 
(directives) due to:

• unclear guidelines for implementation (skills & 
 experience, incentives),

• the necessary support, tools and services not yet 

being in place to enable the researchers to comply 
with such policies (infrastructure), and

• resistance from the community towards the 
 imposition of  further requirements on researchers 
(norms/ community)

These are refl ected by the issues presented earlier and 
listed in the culture change pyramid (see section Culture 
change to alter predominant habits). This supports the 
claim made earlier that the problem is related to  various 
aspects of  the culture change pyramid. The current 
 situation is therefore that even though there may be 
 policies in place, the basic foundation for change is largely 
absent (infrastructure such as support, tools and services) 
along with layers such as skills/experience, community/
norms and incentives. This is also refl ected in the results 
of  the mini-survey, where one of  the major challenges 
seemed to be unclear procedures and lack of  guidelines 
that hinder the implementation of  FAIR.

In the next chapter, we will discuss a topic that can  address 
a number of  these shortcomings and inconsistencies. 
By professionalising the support and processing of  data 
publication (data stewardship) it is possible to address the 
mid-layers of  the pyramid (norms/community, skills and 
experience). Note, however, that data stewardship needs 
to be backed up by good infrastructure at one end and 
by eff ective and clear policies and incentives at the other.

POLICIES AND GOVERNANCE POLICIES AND GOVERNANCENORDIC FAIR DATA COLLABORATION OPPORTUNITIES
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DATA STEWARDSHIP

In the following chapter, we take a closer look at a  typical 
data publication workflow from the perspective of  a 
repository. We go on to present the roles of  the crucial 
data stewards that are intended to assist researchers in the 
planning of  data management in a project and take an 
active role in preparing the data for publishing. Finally, 
we have a look at some of  the skills needed to fill a data 
steward position.

DATA PUBLICATION WORKFLOW 

At most institutions and universities, an overarching 
 systematic approach for the publication and  FAIRification 
of  research data does not exist. Specific archival solutions 
are in place in various fields of  research based upon 
community-agreed requirements in the respective science 
domain. Examples include the Pangea data repository 
and the Human Genome Project (HGP). Another reason 
for domain-specific archival solutions is the involvement 
in European Research Infrastructures which are strongly 
promoting Europe in the process to develop domain- 
specific FAIRification. This includes tools, domain- specific 
archival solutions, coordination, professional consultancy, 
access to domain-specific data stewards/managers and 
coordinated workflows in order to make data FAIR and 
available to the European Open Science Cloud.
 
The diversity in science is reflected by the existence of  
domain-specific journals where editors, reviewers and 
typesetters ensure that the scientific and literary work 
meets the accepted standards of  the field. Editors provide 
guidelines, advice and policies to authors for preparing 
and submitting manuscripts, establish a system for effec-
tive and rapid peer review, make editorial decisions and 
establish clear guidelines for authors regarding acceptable 
practices. Reviewers ensure the scientific content meets 
scientific requirements and typesetters ensure that the 
format and style meet the criteria set by the journal.
 

Comparable to scientific publications are the work-
flow and needs for scientific data publications.  
Domain- specific data stewards/managers fulfil roles 
 comparable to an editor, reviewer and typesetter, and 
 constitute the link between the scientists and the  repository. 
The main difference between domain-specific repositories 
and general-purpose repositories is that  domain-specific 
repos transfer data as well as  metadata into a specific  ingest 
format, i.e. data management  systems.  General-purpose 
repositories do not normally touch the data (due to the 
sheer diversity and complexity of  dealing with widely 
 differing community standards and practices).

Table 1 describes the typical end-to-end workflow and 
tasks of  a domain-specific data steward/manager. It high-
lights the tasks needed for meeting the requirements of  the 
funding agency (in this case the European  Commission 
under Horizon Europe) that start before the resulting data 
publication. The basic workflow of  the data publication 
is highlighted in grey. The need for feedback and the 
 complexity of  these tasks mean that they can take several 
days up to months. Domain-specific tools for communi-
cation and submission could speed this process up and 
 experience has shown that first-time submissions in par-
ticular take more time. The development of  a systematic 
archival process, typically as provided by a domain- specific 
data repository, will solve this problem in the future. It also 
aims to show what tasks are normally performed by the 
local data stewards that assist scientists at their institution 
and the tasks of  a data manager that works at a repository. 
Depending on the field and/or  institution, there can be 
an overlap and some data managers perform the tasks of  
a data steward as well.
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DATA STEWARDSHIPNORDIC FAIR DATA COLLABORATION OPPORTUNITIES

PROJECT 
PHASE

TASK RESPONSIBILITY

Planning 
Researcher presents data volumes to be expected in an 
externally funded project

Data steward

Planning 

Provision of a domain-specific strategy that explains in 
detail how the data/research outputs will be managed in line 
with the FAIR principles (Findable, Accessible, Interoperable, 
Reusable).

Data steward

Planning
Provision of a data management plan (DMP) that details all 
data generated in the project.

Data steward

Active phase 

Researcher opens a data submission process.  Researcher 
includes information on: research field, type of data observa-
tion, model), level of processing (raw, processed, collection of 
sources), project, time constraints.

Data steward

Active phase
Choice of appropriate archive for the submission (if not 
already done so in planning phase)

Data steward

Active phase
Provision of a domain-specific template for research data in 
the field, e.g. variable naming convention, units, instrument, 
calibration, etc.

Data manager

Active phase
Researcher provides enriched metadata, title, co-author list 
and final datasets

Active phase Data and metadata are quality checked, harmonised Data manager

Active phase
Dialogue in case issues occur, e.g. missing metadata or issues 
in the data itself

Data manager

Active phase
Structuring of all metadata, application of standardised and 
machine-readable vocabularies, reformatting of data for a 
machine-readable format

Data manager

Active phase
Pre-version (non-public version) of the submission is sent to 
the scientist for approval

Data manager

Active phase
Final publication incl. cross linking with paper publication (if 
applicable) and PID assignment by the long-term repository

Data manager

Active phase

Ensuring that datasets are properly cited in the paper publica-
tion (the same way that other paper publications are, includ-
ing them in the references section). Otherwise, the dataset 
will not be traceable.

Data manager

Active phase
Feedback about the final dataset publication to European 
Commission and data management plan is updated

Data steward

Post phase
Ensuring that all data in the project is archived by the end of 
the project

Post phase Data can be re-used for further research and publications

Post phase
Data management plan is submitted to the funding agency 
for final review

Data steward

Table 1: Typical workflow for scientific data from an externally funded project (e.g. by the European  Commission). 
The active data publication workflow is highlighted in green.
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If  we compare the FAIR score (as measured by the F-UJI 
tool, Devaraju & Huber, 2020) of  general-purpose and 
domain-specific repositories, the results are inconclusive 
at the moment (likely due to a skewed sample). However, 
apart from some high-profile general-purpose repositories 
that score well due to a high degree of  FAIR metadata 
provision – the domain-specific repositories generally offer 
a more advanced service that incorporates data process-
ing, analysis and integration of  controlled  vocabularies, 
semantics and a generally richer set of  metadata as part 
of  the ingestion process. Eventually these repositories 
will surpass the generalist repositories because they will 
also incorporate the FAIRification of  the data content. 
A dedicated (domain-specific) repository, if  funded and 
operated long-term, should be capable of  simplifying 
and providing a highly efficient submission portal with 
up-to-date standards and guidance provided the service 
is well-designed. The certification of  such services  (e.g. 
CoreTrustSeal) adds an important quality-of-service ele-
ment that enables users to select suitable and trustworthy 
services.

ROLES OF A DATA STEWARD

Data stewards (DS) are the first point of  reference for all 
data management related questions. They advise, support 
and train researchers on various aspects of  data man-
agement throughout the life cycle of  a research project, 
from initial planning to post-publication. This includes 
storing, reformatting, applying international standards (if  
 possible), managing and sharing research outputs such as 
data, images, models and code.

Data stewards also advise researchers on the ethical, 
policy and legal considerations during data collection, 
processing and dissemination. In a way, they are  general 
 practitioners for research data management and can 
 usually solve most data-related problems faced by aca-
demics. In cases that require specialist intervention, they 
also serve as a key point for referral (e.g. IT, patent, legal 
experts).

Data stewards may be ideally suited to the implemen-
tation of  the research culture change described above. 
They can help raise awareness of  the legal requirements 
and need for sustained data management, good science 
practices and the benefits and impacts of  such  practices. 
Each and every faculty/department will typically 
 benefit from dedicated data stewards. The tasks include 
 implementing research data policies, assisting in writing 

DMPs, integrating data management in proposal writing, 
training researchers and students (workshops), organising 
information sessions, and networking with specialists such 
as semantic experts, data scientists, legal advisors or data 
modellers. Data stewards should also ensure that data 
management plans are reviewed and followed up, and 
that their data is Findable, Accessible, Interoperable and 
Reusable as required by the host organisation or funding 
agencies. This requires knowledge of  the organisation’s 
policies, available tools and guidelines, and knowledge of  
the available resources within a given domain or  discipline. 
We envisage that an organisation-wide team of  data 
stewards would consist of  both generic stewards who are 
familiar with the relevant policies, resources and skilled 
personnel, and domain experts (embedded data stewards) 
who are knowledgeable about the prevailing standards, 
vocabularies and semantics of  a science field. Both types 
of  support staff would be involved in the preparation and 
publication of  research data.

In summary, the researcher brings the knowledge and 
 experience of  the domain and current best practices, 
whereas the data steward has the technical skills to  create 
and use metadata vocabularies and templates. In the 
 creation of  high-quality FAIR data and services, both sets 
of  expertise are essential, and the researcher and data 
stewards form a team.

WHAT SKILLS DO DATA STEWARDS NEED?

Data FAIRification requires different types of  expertise 
and should therefore be carried out in a  multidisciplinary 
team guided by FAIR data steward(s). The areas that 
a data steward is expected to either have elementary 
 competence in or, in the case of  domain specialists, have 
detailed knowledge of  include:

1. An overview of  national and institutional data 
 policies and understanding of  how to meet the 
requirements therein

2. A general understanding of  the scientific process 
and how researchers work and interact with support 
staff

3. An overview of  typical data formats for the major 
science domains in the organisation

4. Familiarity with the FAIR principles, Open Science 
vision and an ability to keep abreast of  develop-
ments in this area

5. Familiarity with FAIR metrics and experience with 

DATA STEWARDSHIPNORDIC FAIR DATA COLLABORATION OPPORTUNITIES
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the most relevant FAIR assessment tools
6. Familiarity with common generic metadata stand-

ards, relevant persistent identifiers (PIDs) and other 
 identification schemas for individuals, organisations, 
and publications etc.

7. A basic knowledge of  semantics and ontologies 
and familiarity with the most common controlled 
 vocabularies

8. Knowledge of  available resources for storing and 
publishing data and metadata (general purpose and 
domain-specific repositories)

9. Data modelling and conceptual modelling
10. Experience with publishing open linked data,  

 knowledge of  science impact parameters and CRIS 
systems

A solid long-term approach for the creation of  a data 
steward competence centre is to organise a team that 
covers most of  these skills, including staff that have 
 domain-specific knowledge spanning the larger science 
domains in the organisation. It is also useful to have a 
network with access to skills that reach beyond the team 
on the rare occasions where such expertise is needed. The 
core of  such a team may be formed by data stewards, with 
knowledge of  the national and institutional policies and 
requirements, available resources including relevant data 
repositories that are likely to be used, and a solid knowl-
edge of  the FAIRification process in general.

EARLY ADOPTERS

The Netherlands has displayed a remarkable and am-
bitious adoption of  the data steward role on a national 
level. A recent national report on Professionalising data 
stewardship in the Netherlands illustrates this. Vocal 
 ambassadors that have helped to put FAIR on the agenda 
in recent years include Barend Mons, who stated that “it 
is irresponsible to support research but not data steward-
ship” in a Nature article and recommends investing five 
percent of  research funds in ensuring that data is reusable.
The Technical University of  Delft (TUDelft) was one of  
the first research institutions to introduce data stewards 
rooted in the university’s library. This formed part of  the 
Dutch roadmap towards the national implementation of  
FAIR data stewardship – a strategy for professionalising 
data stewardship in the Netherlands.  

The library formed a core group as a RDM competence 
centre for training and educating data stewards, and with 

three other technical universities they formed the 4TU 
Centre for Research Data.3 Https://www.openaire.eu/
blogs/setting-up-a-data-stewardship-programme-an-in-
stitutional-perspective.

In short, every faculty of  the 4TU has its own data  policy 
based on the Dutch National Programme on Open 
 Science. The local faculty policies also include appointing 
faculty data stewards coordinated with and trained by a 
central RDM centre at TU Delft library, but each with 
discipline-specific knowledge. A data steward must be fa-
miliar with the standards and vocabulary of  the research 
fields.

The data stewards are the researchers’ first points of  
contact for any data or software questions. If  the DS 
 cannot answer, the DS can refer to a specialist (e.g. Legal, 
Library, ICT and others). The Data Steward role revolves 
around three practices: 1. Active data handling (RDM), 2. 
Governance and protection of  data, and 3. Creating the 
foundation for collaboration.

This is undoubtedly an example of  a public organisation 
(Research and Education) that is an early adopter of  
 organisation-wide data stewardship. Although it is still 
early days, this hints at the transition that is needed to 
drive the large-scale implementation of  Open Science and 
FAIR data. In recent years we have begun to see examples 
of  this appearing on a smaller scale (isolated departments 
or research institutes) and in some commercial companies 
that are data-driven. In the appendix, we provide one case 
example of  a Nordic early adopter utilising data stewards 
in their work.

3 4TU.ResearchData is run by the 4TU.ResearchData Consorti-
um which consists of  Delft University of  Technology (TU Delft), 
Eindhoven University of  Technology and University of  Twente. 
4TU.ResearchData is hosted and managed by the TU Delft 
library
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report p 40. Professionalizing data stewardship in the Netherlands: 

competences, training and education 10.5281/zenodo.4320504
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NORDIC CONVERGENCE

In the preceding chapters, we have highlighted  major 
 obstacles that need to be tackled in order to realise the 
Open Science vision and specifically to implement FAIR. 
It is also important to keep in mind that once data has 
been prepared for reuse, it must be maintained by 
 curators to remain reusable. In this chapter, we present 
recommendations and areas of  possible collaboration 
in order to succeed in converging towards mature data 
products and metadata that maximises the capabilities for 
discoverability and the reuse of  research data.
 
The opposite of  data management is not ‘no data 
 management’ but rather ‘bad data management’.  
The basis for convergence on FAIR is to ensure good 
data management throughout the research workflow 
and to facilitate domain-specific accommodations. By 
joining forces and harmonising the process in the Nordic 
Region, we can benefit from the exchange of  skills and 
join forces in areas such as training, access to specialised 
skills and the use of  common tools. As we have seen in the 
 chapter on Policies & Governance it is critical to ensure 
that researchers and support staff perceive infrastructures, 
services, expertise, incentives and policies to pull in the 
same and desired direction. Currently this is not the case 
and a culture change is needed in order to orchestrate 
a coherent move towards Open Science values and the 
 implementation of  FAIR.

FACILITATING CONVERGENCE ON OPEN 
SCIENCE

FAIR is not an objective in itself, but rather a means to 
an end in order to facilitate Open Science. The sharing 
of  FAIR data and software should be seen as a part of  
the research process and the workflow should be made 
“FAIR by Design”. In the section on Culture change we 
discussed why it is crucial to adapt infrastructure, provide 
user-friendly and effective interfaces, develop skills and 
expertise that can help change the norm in communities, 

aided by incentives that reward such behaviour, and make 
certain actions mandatory by way of  policies.

INFRASTRUCTURE

The adaptation and support for FAIR in the infrastruc-
ture layer is crucial in order to make it possible for users 
to abide by policies or expected behaviours. This support 
needs to be integrated into both generic and domain- 
specific data repositories. Typically, we would expect 
domain-specific repositories to gradually excel in their 
support of  FAIR and simple data submission procedures 
due to their ability and knowledge of  the specific needs, 
standards and  practices within a given domain area.  
A relevant obstacle will be how to determine what 
 repositories to support in the development of  their 
 FAIRness. The reality of  the matter is that in cer-
tain  d omains there are numerous repositories already 
 available, while in others there may be few or none.  
The repositories currently available support FAIR to 
 varying degrees. So how do we determine what  repositories 
should be developed further, and what mechanisms could 
be used to stimulate the creation of  repositories where 
there currently is none?

The German research council (DFG) has adopted an 
 apparently successful approach to this. In 2019, the 
DFG initiated its NFDI programme to fund research 
data  management and the implementation of  FAIR in 
 national consortia with an annual budget of  EUR 70 
million. In this way, communities need to self-organise to 
create consortia that collaborate to apply for funding from 
the programme. Successful applicants get funding over 
three to five years in order to mature their FAIR support 
within the domain/community.

INTERFACES AND TOOLS

By way of  example, the FAIR implementation require-
ments should be reflected in Data Management Plans 
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(DMPs) – a formal document that states how data will 
be handled during and after the execution of  a research 
project. DMPs are increasingly becoming mandatory 
 elements in funding proposals. However, their use and 
quality are seldom questioned. It is important that funders 
and researchers alike understand why DMPs are  needed, 
how to write them, and ultimately how to use them.  
Crucially, DMPs should be machine-actionable,  meaning 
it must be possible to automatically check that the 
 commitments made in the plan are followed through in 
the project, such as by assessing the FAIRness of   published 
products (datasets).

SKILLS AND EXPERTISE

Offering services that support FAIR (or provide FAIR 
as a Service) requires considerable resources, the 
 majority of  which are human resources that  support 
and guide researchers with tasks ranging from data 
 analysis, data management, data curation, data  storage, 
publication and repository service development.  
Making and keeping data FAIR is a joint effort that starts 
with the researcher who generates the data and involves, 
to  varying degrees, the aforementioned roles and tasks. 
The repositories that house the data are key resources 
that are expected to  specialise the FAIR aspects of  the 
relevant data using  insight, standards and new technology.  
The data  knowledge and content is addressed by  domain 
and semantic experts.  Keeping data FAIR long term 
 cannot rely on the  researcher, nor is it a static piece of  
 documentation. The data and metadata must be  curated to 
take into account new standards, controlled  vocabularies 
and domain practices. Preserving the comprehensibility 
of  a dataset requires domain-specific knowledge and 
 continuously updated data management guidelines, en-
abling long-term data curation. A FAIR policy should 
identify the goals for competence building which involves 
ongoing investment in data management skills, infrastruc-
ture and data support. For the FAIR and Open Science 
ecosystem it is vital that the data stewards have training 
but also meaningful career paths and  communities/net-
works of  expertise.

Data stewards are only now becoming important 
 additions to support staff in specific research teams and 
in a few larger research organisations. We believe these 
resources will be essential in realising the visions of  Open 
Science. In the section What skills do data stewards need? 
we provide more details on what a data steward is and 
what skills they should have.

INCENTIVES

For some years now, several Nordic research councils 
have requested that researchers plan their data handling 
via data management plans and generally recommend 
 abiding by the FAIR principles. Examples include the 
Swedish Research Council, the Norwegian Research 
Council, and the Academy of  Finland.

Mons (2020) recommends that five percent of  all  research 
funds be spent on research data management (RDM) in 
order to ensure that data is made available and  reusable. 
Sadly, this is considered to be highly  controversial 
by  various stakeholders and there is generally little 
 determination to realise the Open Science vision through 
solid and  effective investment. Furthermore, it is still 
 acceptable practice that tens of  millions of  euros are 
invested in projects or infrastructure that generates data, 
without any realistic plan or budget for how this data 
will be managed and published. This is an area in which 
funders hold a strong card, with the power to impose a 
potentially highly  effective incentive, and one that would 
hopefully be backed by national policies. By requesting 
the publication of  the science outputs within a  reasonable 
time limit, registering science outputs (using DOIs or 
similar PIDs or GUPRI 4s) that can be verified through 
machine-actionable metadata content, funders can effec-
tively track the output and ‘openness’ of  projects.

POLICIES

The assumption is that the intention of  policy  makers is 
to implement the majority of  elements of  Open  Science 
in order to support the basic principles of  science 
 (transparency, reproducibility and trustworthiness) and 
maximise the value and impact of  the investments into 
science (reuse of  data and tools, constructive feedback on 
plans and preliminary results/analysis, enable  validation 
of  research results and peer-review publication).  
As  argued in an earlier section, policies must be 
 synchronised with incentives, support apparatus, user 
interfaces and resources to reflect the intentions of  the 
policy  makers.

An excellent example of  an ambitious and clear policy is 
the French national policy on Open Science, Ouvrir la 
Science.

4  Globally Unique and Persistent Resolvable Identifier
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Although we can hope for continued small  (uncoordinated) 
steps and uptake across the mentioned areas and that this 
eventually turns the tide of  current norms and common 
practices on the sharing of  data and software in research 
– it is rather unlikely to be successful by the end of  the 
decade. However, one would hope that a more coordi-
nated approach would be established across the region 
to ensure a faster and more effective adoption of  Open 
Science. What would such a coordinated effort  consist of, 
provided there is the political willingness to implement 
the OS vision? We propose some concrete actions divided 
across a few themes:

A. Share research output. In order to enable the 
publication of  outputs, it is necessary to develop 
and maintain a pool of  data stewards. It is necessary 
to establish and  integrate a force of  capable data 
experts (e.g. data stewards, data  managers, repository 
operators, curators) across the  Nordics.  
The skillsets must include a profound  understanding 
of  the full ecosystem of  FAIR data, including 
knowledge of   metadata standards, semantic interop-
erability, digital objects,  provenance, and licensing. 
Recommendations  include:

• Setting up a training programme for data steward-
ship and advanced career development that can 
apply to a broad group of  career paths including 
data stewards, data managers, repository develop-
ers and curators, researchers and support staff

• Establishing university-level training on data 
stewardship and data management for researchers, 
support and curators. Furthermore, secure the 
alignment of  curricula for data stewardship across 
the Nordic Region and an exchange programme 
for data stewards

• Establishing a Nordic train-the-trainers network 
for scaling up and evolving FAIR data steward-
ship practices. A key goal here is to achieve a 

homogenous skillset and practices for the data 
stewardship role in order to stimulate mobility and 
common practice across the region.

• Continuation of  Nordic courses on FAIR data 
stewardship, developed and executed by members 
of  the aforementioned trainers network (coor-
dinated by NeIC, for instance). The course can 
be adapted to suit specific communities and will 
require repetition and should be supported by 
practical exercises.

• Hosting and coordinating workshops is a step in 
the direction of  more advanced training and com-
munity development. Examples of  this are BYOD 
(bring-your-own-data) workshops or M4M (meta-
data-4-machines) events, where specific needs, 
relevant standards, vocabularies and ontologies are 
identified or created.

B. Beyond the skills development effort it is essential 
to get institutions onboard with the professional de-
velopment of  data publication by creating organisa-
tion-wide data stewardship competence centres. This 
will help to professionalise the service and operation.

C. Provide sustainable infrastructure to support the 
publication of  FAIR data, software and other 
research outputs.

• Targeted and sustainable funding of  excellent 
 domain-specific repositories that have the poten-
tial to support the domain on a national and/or 
Nordic level. Such repositories not only provide 
the requirements and streamline the publication of  
data for the relevant  domain, but also develop and 
adopt standards of  relevance, implement con-
trolled vocabularies, and develop tools to provide 
effective and quality controlled data submission 
procedures for the community. In some cases these 
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repositories may collaborate in larger international 
networks on behalf  of  the domain or at the very 
least unite efforts (and possibly the service itself) at 
the Nordic level for a cost-effective and coherent 
implementation across the region.

• Provide generic data repositories to meet the data 
and outputs publication requirements of  science 
areas and data types that are not covered by 
dedicated domain-specific repositories. Generally, 
it will not be possible to achieve a similar level of  
FAIR compliance in such repositories as it will not 
be possible to adapt the submission, formatting 
and standardisation to the same degree as in a 
given domain/community.

• Ensure that any supported repository abides by a 
minimal level of  FAIRness and that it is adequately 
certified (e.g. CoreTrustSeal)

• Harmonise data management and services to 
make it easy for users to share ‘FAIR data’.  
As far as possible, the generation of  data should be 
‘FAIR by design’, meaning the reusability aspect 
of  the data must be kept in mind when designing 
and preparing data generating pipelines. Making 
research data FAIR is not the same as keeping it 
FAIR. Data curation is an integral part of  any 
long-term data archive and certification is an 
important aspect of  ensuring that such services 
abide by best practices and can be trusted with 
the commitment implicit in providing data on a 
long-term basis.

D. Develop mechanisms and incentives that stimulate 
the sharing and reuse of  data by rewarding a 
 behaviour that is characterised by Open Science 
practices

• Implement the requirement to disseminate and 
share publicly funded research data, preferably 
alongside provisioning or support for developing 
data repositories that make this process as easy as 
possible

• Facilitate easy access to and discovery of  FAIR 
data. This could be done via a common data 
repository that provides customised solutions 
to the various domains (or separate repositories 
for different communities). The provisioning of  
an infrastructure removes a major obstacle that 
prevents users sharing their data (and safeguards it 
for the future)

• Encourage best practices in data citation, such 
as by providing recommendations or guidelines 
on how to use persistent resolvable identifiers for 
individuals (ORCIDs), science outputs (DOIs) and 
research org. Registry (ROR).

• Facilitate the tracking and impact of  scientific 
outputs in order that funders and authorities can 
verify adherence to policies and requirements.  
This would essentially enable a form of  Open 
Science Barometer, where a researcher’s ‘openness’ 
and productivity could be gauged

• Minimise publication bias (the tendency to only 
publish positive results and to not publish negative 
or inconclusive studies) by diversifying the science 
impact from being exclusively directed towards 
sensational results in order to incorporate diversity, 
and broadly acknowledge other science outputs 
such as software and data, in addition to some 
form of  results publication

• Encourage and facilitate the reproducibility aspect 
of  science, gaining trust in respect of  scientific 
results and outputs. The practice of  selectively 
considering one’s own data in a study should be 
adapted to regularly incorporate comparative 
 analyses of  available FAIR data relevant to the 
topic
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NORDIC COORDINATION OFFICE FOR 
FAIR AND OPEN SCIENCE

As mentioned earlier there is no one-size fits all solution 
to the implementation of  FAIR and the chances are 
that it would likely be rejected by many communities.  
A  community-based (domain) approach is more likely to 
succeed as it is necessary to adapt the implementation 
and solutions to the various communities. Still, there are 
ways in which we can achieve better interoperability and 
 develop robust solutions for individual communities.

One intriguing idea is to create a Nordic shared 
 vocabulary or ontology for FAIR and Open Science 
related topics. Expanding this line of  thought, and in 
light of  the  areas identified in Culture change, we would 
employ from  sustained and determined efforts to turn 
the somewhat confusing and counterproductive scene 
into a coherent and determined push for culture change 
(challenges  related to infrastructure, skills and interfaces, 
norms, incentives and policies). We believe that prolonged 
(long-term) support and stimulation in these areas would 
provide an effective environment that could  permanently 
change behaviours and norms into a more open and 
peer-feedback based culture. 

A Nordic FAIR office could coordinate initiatives and 
activities across the region over a five-to-ten-year period 
(building to a large degree on the GO-FAIR initiative). 
We have identified four themes that could be taken as 
 examples of  active working groups in conjunction with 
the FAIR office under the coordination function. The aim 
is not to duplicate activities that are done elsewhere, such 
as in EOSC, RDA or similar projects, but to support their 
uptake for the fact that development is very fast, as well 
as to facilitate the communication of  community needs 
for international implementation and standardisation 
work. An expert body like a Nordic FAIR office could also 
 support national policy and competence development.
 
To support the implementation of  the FAIR principles in 
the Nordic Region and promotion of  the Open Science 
vision, a regional coordinating office would be hugely 
 beneficial in order to ensure solutions that are  viable, 

in line with international initiatives and that serve the 
 research communities. We propose creating a Nordic 
FAIR office to initiate and execute activities that support 
competence building and the coordination of  core ac-
tivities – all  supporting the implementation of  the FAIR 
principles across countries, domains and multiple stake-
holders.

The office would have an overall coordinating role of  
activities related to Open Science and in particular to 
FAIR data (and other artefacts). It would also coordi-
nate with international stakeholders and communicate 
global aspects of  relevance on the topic of  FAIR (calls, 
best practices, technology choices etc). Internally in the 
Nordic Region, coordination would primarily be between 
national providers that also facilitate infrastructures for 
data-driven science.

Obtaining FAIR convergence requires both top-down 
(e.g. government, funding agency, university policies 
and requirements) and bottom-up (researcher and data 
user driven) approaches. Although information needs 
to flow from the experts in different fields to the policy 
and  coordination activities, there is also a need for goal- 
oriented work towards alignment by creating shared 
 practices and interoperable solutions. This is dubbed 
‘FAIR Coordination’ in the illustration. Training and the 
raising of  awareness, or ‘FAIR Competence’, are equally 
important and should be closely linked to the coordination 
activities. The Nordic countries can also coordinate their 
efforts within international projects and networks such 
as EOSC and RDA, so that information can be shared 
actively, and good Nordic practices can be promoted in 
international contexts. 

The creation of  a Nordic FAIR office focusing on both 
competence building and the coordination of   development 
could support key activities and strengthen the Nordic 
FAIR capability by producing training and by  developing 
and refining FAIR implementation in  alignment with 
 international efforts.
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RECOMMENDED AREAS FOR  
CENTRALISED SUPPORT

A. FAIR IMPLEMENTATION AND INTEROP-
ERABILITY SUPPORT

We should further develop a shared understanding of  
what FAIR and research data management entails.  
This can be achieved by creating a shared terminology in 
the Nordic languages based on existing ontologies in the 
field – a Nordic shared vocabulary or ontology for FAIR 
and Open Science. 

There could therefore be efforts towards a vision of  a 
linked universe of  knowledge, that could be exemplified 
by:

A. Different ontologies in domains (e.g. https://biopor-
tal.bioontology.org/ )

B. Nanopublications and knowledge graphs (e.g http://
www.kulttuurisampo.fi/?lang=en )

C. Translational tools (e.g. https://perio.do/en/) and 
interdisciplinary research (e.g.  https://www.data-arc.
org/ )

Furthermore, the implementation of  FAIR can be 
 supported by common recommendations and 
 solutions for pan-Nordic generic descriptive 
 (discovery) metadata, and semantics could be 
produced and published as a central web resource 
(Nordic FAIR specifications) where there is a need for 
 complementing international infrastructures and projects. 
These should be based on and aligned with European and 
global recommendations and could consist of:

• a registry of  commended shared international 
 semantic artefacts (per domain?)

• a registry of  commended descriptive metadata 
 elements

• a recommendation for expressing access and 
 restrictions

• a recommendation for expressing contributor roles 
and the CRediT taxonomy

• a recommendation on identifier use
• a recommendations for expressing these in 

 JSON-LD? the creation of  schema/SCHAL 
expressions?

• the development of  guidance on the FAIRification 
of  software and scripts. Legal aspects of  data 
 ‘ownership’ and licensing of  all types of  outputs

B .  E N H A N C E D  DATA  M A N AG E M E N T 
 PLANNING

Good data management planning is essential for successful 
alignment with the FAIR data principles. Collaboration 
within the Nordic Region on data management planning 
tools and services would be beneficial. An initial low- 
hanging fruit could be a common Nordic-wide template or 
set of  templates for data management plans (or within the 
Data Stewardship Wizard). Such templates should also be 
aligned with the European Commission and other  relevant 
stakeholders. The development or  implementation of  
support for an interoperable  machine-actionable Data 
Management Plan, i.e. DMPs that are FAIR data ob-
jects and that autonomously  connect to FAIR research 
outputs could be considered further down the line. En-
suring a minimum level of  Nordic DMP interoperability 
would be beneficial (e.g. Finland: https://www.dmptuuli.
fi/,  Denmark: https://dmponline.deic.dk/) and the 
guidelines presented by Science Europe form a prac-
tical framework through which to aim for convergence.  
This could be achieved by the collaborative production of  
the following managed documents and activities:

• Recommendations for DMP format (data model, 
metadata, semantic artefacts)

• Enhancing machine actionability (e.g. DSW and 
 similar solutions)
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• Linking DMPs to other tools such as CRIS, service 
providers and service catalogues

• Finding sustainable business models for DMP 
services

• Creating recommendations for APIs in DMP 
 services (open programmatically access to DMPs for 
 evaluation and as research data)

• Solving related legal, copyright and GDPR issues 
(templates for common issues)

• Engaging funders (standardising the requirement for 
and evaluation of  DMPs)

C. STRONG SHARED  TRAINING AND DEVELOP-
MENT STRUCTURES,  KNOWLEDGE-SHARING AND 
 CROSS-BORDER WAYS OF WORKING

There should be shared Nordic networks in place for 
sharing knowledge, organising common training and 
developing services and interoperability. Networks, com-
mon projects and different kinds of  collaborative spaces 
should be offered to data stewards, service providers and 
researchers. Also, ensuring sustainable solutions and 
 expert resources that span different projects is  important. 
For this, organisational engagement is necessary.  
Training resources should be shared and coordinated 
across the Nordic Region.

• Offer research-oriented advice on achieving goals 
legally and ethically (e.g. in respect of  the GDPR)

• Provide advice on appropriate data storage and 
 transfer tools for different legal frameworks

• Develop a pan-Nordic data service infrastructure 
that fulfils all relevant national legal obligations

• Manage clashes between national interpretations 

of  laws and desirable international collaboration, 
as well as contrasts between corporate and state 
(university, government, etc.) possibilities

• Provide domain-specific support for legal 
 interoperability by creating a shared understanding 
of  GDPR implementation, for example

• Manage sensitive data
• Create awareness of  data needs and solutions 

 between nations and disciplines
• Provide Nordic graduate courses on data 

 management

D. CLEAR AND SOUND INCENTIVES AND 
MERITS FOR FAIR ALIGNMENT

Despite the shared culture, there are still things that 
need to be done in respect of  legal and  organisational 
 interoperability. The incentives differ between 
 communities and stakeholders. Data policies should be 
aligned with FAIR and offering the researchers support 
and credit for open and FAIR publication of  research 
should be promoted.

• Harmonise data policies in the Nordic Region so 
as to ensure that these are aligned with the FAIR 
principles

• Ensure that data policies are in place
• Develop common Nordic merit systems for data 

sharing and publication
• The EOSC-Nordic project has a task and associated 

deliverable on Nordic FAIR incentives
• Recommend the use of  DataCite Contributor Types 

https://schema.datacite.org/ 
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APPENDIX

RECCOMENDED AREAS FOR CENTRALISED SUPPORT

 RESULTS FROM MINI SURVEY
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Question 3, answers grouped by F A I and R. 
Interoperability seems to be the most challenging one. 

Challenges mentioned, research pos.

Challenges mentioned, non-research pos.

Findability

Interoperability

Reproductibility

Accessibility

1 mention 2 mentions 3 mentions
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10% 20% 30% 40% 50% 60% 70% 80% 90% 100%0%

Challenges faced in relation to the implementation 
of FAIR principles. All mentions by the positions/work role (%)   

Researcher or research assistant

Post-doc or PhD-student

Student

System deveoper

Systems administrator

Data scientist

Data manager

Data steward

Librarian

Research support staff

Administrative role

Unlear procedure on how to make data FAIR-CULTURE CHANGE I SUPPORT* 

Researcher og research

Lack of qualified support staff and roles to help or assist in FAIR - SUPPORT* 
Researcher or research assistant 

Lack of information policies or esablished routines for FAIR 

- GOV, POLICIES&INCENTIVES* Reseacher or research assistant

Implementation of standards, APIs or current norms into existing 

services - IMPLEMENTATION*

Lack of services/resources (data deposit, archiving) that intristically 

support FAIR - RESOURCES I IMPLIMENTATION* Researcher or research assistant

Unclear benefits, lack of merit and other incentives  for encouragement 

FAIR - GOV, POLICIES & INCENTIVES * Researcher or research assistant

Lack of willingsness to share data - CULTURE CHANGE * 

Researcher or research assistant

Training required on a greater scale and/or frequency - CULTURE CHANGE * 

Researcher or research assistant 

Unclear process and/or assistance for data sharing, publishing and/or 

FAIRification - SUPPORT *

Lack of time - CULTURAN CHANGE * Researcher or research assistant  

Data security

Other
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10% 20% 30% 40% 50% 60% 70% 80% 90% 100%0%

Researcher or research assistant

Post-doc or PhD-student

Student

System deveoper

Systems administrator

Data scientist

Data manager

Data steward

Librarian

Research support staff

Administrative role

Aspects of FAIR considered most challenging in one’s work. 
All mentions by the positions/work role (%)   

Data/metadata provisioning to adhere to policies/requirements (Findability)

Boosting impact of data in science (more widely available data drives research 

forward) (Findability) 

Discoverability of data to facilitate reuse of relevant data (Findability)

Declared data access levels (e.g. public, restricted) (Accessibility)

Metadata always available, even if data is not  (Accessibility)

Enabling authentication and authorisation to facilitate e.g. 

user-specific access level  (Accessibility)

Facilititating collaborative machine-lvel data exchange (e.g. API’s) (Interoperability)

Data integration and interlinking within a community (e.g. research group/project/field) 

(Interoperability)

Data integration and intelrinking beyond a community (cross-domain) (Interoperability)

Licensing in order to declare reuse policy (Reusability)

Supporting transparency in science (Reusability)

Enabling reproductibility of science results (boosting trustworthiness and testability) 

(Reusability)



COMMENTS ON ‘RESEARCH DATA REQUIREMENTS’ FROM LEGAL ADVISOR,  
ERICA SCHWEDER (GU)

Is research data normally considered pub-
lic data or does the legislation distinguish 
 between them?

Yes, research data that either enters or is compiled at a state 
university is in most cases judged as a public  document. 
In certain individual situations, research can be counted 
as “case processing” and this has the effect that research 
data becomes a public document in connection with the 
case being closed and processed for archiving. The fact 
that research is counted as a case is quite unusual, so the 
starting point is that research data is to be regarded as a 
public document. Should anyone request research data, 
it can then be disclosed if  not covered by confidentiality.

Are there any requirements in Sweden, the oth-
er Nordic countries or the EU for the sharing 
of   research data, and in that case are there any 
 requirements for how the data is to be shared 
(metadata, metadata + data, machine readability, 
etc.)

No, there is no legal requirement to share your research 
data. On the other hand, funders and journals where 
researchers must publish articles most often require 
that research data be made available. This can be done 

in different ways depending on the requirements of  
the financier or the journal. It is often referred to that 
data is to be made available subject to national rules on 
 confidentiality. Some journals require that research data 
be available in special repositories, and it is often then the 
metadata that is made available.

Is it primarily the responsibility of  institutions, 
research funders or authorities to introduce 
guidelines/requirements for researchers with 
 regard to how data should be shared?

The responsibility for having guidelines for how research 
data is to be made available is probably shared between 
universities, authorities and funders in my opinion. As long 
as it is not a legal requirement to make research available, 
there is really no obligation to have any guidelines. On 
the other hand, the requirement increases because many 
people think that research data should be made available 
anyway, even though it is not a legal requirement.

It is important to distinguish between open data and 
the principle of  openness here, even if  you do not make 
your data available, someone can always request data 
 according to the principle of  openness. However, this can 
lead to parts not being disclosed due to confidentiality.
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