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Summary

Ultrasound imaging provides a noninvasive and accessible form of medical imaging, but has been fun-
damentally limited by both the diffraction limit and 2D images. Recently, super-resolution ultrasound
imaging (SRUI) has surpassed the diffraction limit, offering macroscopic resolution. Similarly, volumetric
imaging with row-column arrays (RCAs) can be used to make 3D images, and has the potential for clinical
application due to the low number of connecting channels in the transducer. Designing an RCA using
capacitive micromachined ultrasonic transducer (CMUT) technology offer several advantageous features
for SRUI, such as wide bandwidth and narrow inter-element pitch. However, the usable field of view
(FOV) of an RCA is limited, and the inclusion of an acoustic lens is therefore useful. It is hypothesized
that if combined, these four modern ultrasound techniques has the potential to create a practical tool for
imaging microvascular structures in whole organs, with microscopic resolution and macroscopic FOVs.
However, several developmental steps remain before this proposal can be tested and applied.

Firstly, the minor sequences used for contrast enhanced ultrasound (CEUS) imaging in SRUI are
studied theoretically. It is shown algebraically that pulse inversion (PI) and amplitude modulation (AM)
can be used to eliminate linear back-scattering while preserving the nonlinear back-scattering from
microbubbles. Furthermore, by applying the Marmottant et al. (2005) model governing nonlinear scattering
from microbubbles, examples of the back-scattering from the contrast agent SonoVue are modeled and
used to validate the efficiency of the two sequences. This theoretical validation method is explored in order
to also theoretically validate the use of CMUTs for the CEUS. When CMUTs emit sound, the harmonic
content in the sound is nonlinearly dependent on the applied voltage to the transducer. It is found that
CMUTs can be used for CEUS imaging without loss of image quality, if a three-pulse AM sequence is
applied. In this thesis, this is validated theoretically. Moreover, measurements of the contrast-to-tissue
ratio (CTR) of images of microbubble contrast agents acquired using a CMUT and a comparable lead
zirconate titanate (PZT) array show that the average enhancement of contrast, compared with B-mode
images, was 37.4 dB for the CMUT and 49.9 dB for the PZT array. The discrepancy is attributed to the
CMUT achieving a poorer signal-to-noise ratio.

Secondly, the use of a RCA for 3D SRUI is demonstrated. In preparation, the beamformation of signals
created by an RCA is studied and implemented, and examples of the point-spread-function of an RCA
emitting a single-element synthetic aperture sequence are simulated. Then, an experimental set-up using a
3D printed microflow phantom is designed and used to collect images of flowing SonoVue. The images are
collected using a 62 + 62 element PZT RCA. From these, ultrasound localization microscopy is performed.
The microbubble localization precision is found to be 15.4 µm and 16.0 µm. Whether this fulfills the true
definition of super-resolution is discussed, but, regardless, the resulting 3D imaging indicates that RCAs
can be used for SRUI.

Lastly, the transmission of sound from an RCA through a lens is studied. When the sound is emitted
and received, its paths are refracted by the lens, and this makes the prediction of the time of flight (TOF)
complicated. The TOF is needed to beamform images from the received signals, and errors in the prediction
lead to lower image quality. A simplification of the problem is offered by the thin lens model, which
assumes that the lens is infinitely thin and has a single focal point. An RCA with an infinitely thin lens
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viii Summary

is simulated by making the elements of the transducer curved. The thin lens model is used to predict
the TOF of emissions from the transducer, and comparison with simulations of the emitted field indicate
that no phase errors are introduced by the model. However, real lenses have a finite thickness and the
simulations do not validate that the model is applicable to real lenses, due to the underlying assumptions in
the model. Therefore, a ray tracing model is presented, which does not make simplifying assumptions
about the geometry of the lens. How accurately the thin lens model and the ray tracing model can predict
the TOF of an emitted wave is quantified by comparison of the predictions with the emitted field simulated
using finite element method modeling of a lens with finite thickness. The accuracy of the prediction
affects the usable FOV, which for four example cases is found to be higher or equal to the FOV when
the TOF is predicted by the ray tracing model. For the case with the biggest discrepancy, the ray tracing
model increased the FOV by 25.1°. Furthermore, the ray tracing model is validated by comparison of its
predicted TOF with measurements of the emitted field from a 128 + 128 element RCA through a concave
silicone lens. This resulted in a maximum phase difference of 0.19λ, despite errors in the alignment of the
hydrophone. Lastly, the usable transmitted FOV of the 128 + 128 element RCA is quantified using the ray
tracing model. The FOV is found to be 37.2 cm ˆ 12.1 cm at 9 cm to 10 cm depth, which is large enough
to image a whole human kidney. Thus, it is indicated that the lensed array has the capability of making 3D
SRUI of whole organs.



Resumé

Ultralyd afbildning tilbyder en ikke-invasiv og tilgængelig måde at lave medicinske bilder, men har været
fundamentalt begrænset af diffraktionsgrænsen og 2D billeder. For nyligt har superopløsningsultralyd
afbildning (SOUA) brudt diffraktionsgrænsen, og opnår dermed mikroskopisk opløsning. Tilsvarende,
har 3D billeddannelse med række-søjle arrays (RSAs) vist potentiale for klinisk applikationer grundet
transduceren lave antal kanaler. Et RSA, designet ved brug af kapacitivt mikromaskineret ultrasonisk
transducer (KMUT) teknologi, tilbyder flere fordelagtige funktioner for SOUA, såsom et bredt båndbredte
og et smalt inter-elementafstand. Men det brugbare synsfelt for en RSA er begrænset, og det er derfor
nyttigt, at kunne tilføje en akustisk linse. Det er påstået, at hvis disse fire moderne ultralydsteknikker
kombineres, kan der potentielt skabes et praktisk værktøj til afbildning af mikrovaskulaturer i hele organet,
med mikroskopisk opløsning og makroskopisk synsfelt. Der er dog flere udviklingstrin tilbage, før denne
påstand kan afprøves og anvendes.

Først bliver de mindre sekvenser som bruges til kontrastfremhævende ultralyd (KFU) afbilding i
SOUA studeret teoretisk. Først vises algebraisk, at pulsinversion (PI) og amplitudemodulation (AM) kan
bruges til at eliminere lineær tilbagespredning, mens den ikke-lineære tilbagespredning fra mikrobobler
bevares. Desuden, ved anvendelse af Marmottant et al. (2005) modellen, som beskriver den ikke-lineære
tilbagespredning fra mikrobobler, bliver det moduleret eksempler på tilbagespredning fra kontraststoffet
SonoVue, som bruges til at validere effektiviteten af de to sekvenser. Denne teoretiske valideringsmetode
er udforsket for at også teoretisk validere brugen af KMUTer for KFU. Når KMUTer udsender lyd, har den
harmoniske indhold af lyden et ikke-lineært forhold til den elektriske spænding tilføjet til transduceren. Det
er vist, at KMUTer kan bruges til KFU afbildning uden tab af billedkvalitet, hvis der anvendes en tre-impuls
AM-sekvens. Dette valideres teoretisk. Desuden, viser målinger af kontrast-til-vævsforholdet til billeder
af mikroboble-kontraststof optaget med KMUT og en sammenlignelig PZT-array, at den gennemsnitlige
kontrastforbedring, sammenlignet med B-mode billeder, var 37.4 dB med KMUTen og 49.9 dB med PZT
arrayet. Forskellen kan forklares ved KMUTen’s lavere signal-støjforhold.

Dernæst var brugen af RSA til 3D SOUA demonstreret. Til forberedelse, studeres og implementeres
stråleformingen af et signal optaget med en RSA, og simulerede eksempler på en punktsprednings-
funktion fra en RSA, der udsender en enkelt-element syntetisk apparatursekvens, vises. Derefter vises
design af et eksperimentelt set-up med et 3D-printet mikroflow-fantom, lavet til optagelse af gennem-
strømmende SonoVue. Billederne optages med en 62 + 62 element PZT RSA. Fra disse bliver ultralyd-
lokaliseringsmikroskopi udført. Mikroboblelokaliseringspræcisionen blev bestemt til at være 15.4 µm og
16.0 µm. Om dette opfylder den sande definition på super-opløsning, bliver diskuteret, men, uafhængig af
dette, indikerer de resulterende 3D-billeder, at RSAer kan bruges til SOUA.

Til sidst er transmission af lyd fra en RSA gennem en linse studeret. Når lyden er emitteret og modtaget
brudes lydudbredelsen af linsen, og dette gør prædiktion af rejsetiden, som bruges til at stråleforme
billederne fra de modtaget signaler, kompliceret. En simplificering af dette problem tilbydes af tynd-
linsemodellen, som antager at linsen er uendelig tynd og har et enkelt fokalpunkt. En RSA med en uendelig
tynd linse er simuleret ved at lave elementerne i transduceren kurvede. Tynd-linsemodellen bruges til
at prædiktere rejsetiden af udsendinger fra transduceren, og sammenligning med simuleringer af det
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x Summary

udsendte lydfelt indikerer, at ingen fasefejl introduceres af modellen. Men ægte linser har en tykkelse, og
simuleringer validerer ikke, at modellen er brugbar for ægte linser. Derfor bliver en strålesporingsmodel
præsenteret, som ikke bruger forenklede antagelser om linsegeometrien. Hvor nøjagtig tynd-linsemodellen
og strålesporingsmodellen kan prædiktere rejsetiden kvantificeres ved at sammenligne de prædikterede
tider med det udsendte lydfelt, simuleret med finite-elementmetode-modellering af en linse med endelig
tykkelse. Nøjagtigheden af prædiktionerne påvirker det brugbare synsfelt, som for fire eksempler bliver
vist at være lig eller højere, når rejsetiden prædikteres af strålesporingsmodellen. I eksemplet med højest
forskel, øger strålesporingsmodellen synsfeltet med 25.1°. Desuden valideres strålesporingsmodellen
yderligere ved at sammenligne dens prædikterede rejsetid med målinger af det udsendte lydfelt fra en 128
+ 128 element RSA gennem en konkav silikonelinse. Dette resulterede i maksimalt 0.19° faseforskel, trods
fejl i positioneringen af hydrofonen. Til sidst blev det brugbare udsendte synsfelt til 128 + 128 element
RSAen kvantificeret ved at bruge strålesporingsmodellen. Det vises at synsfeltet er 37.2 cm ˆ 12.1 cm
ved 9 cm til 10 cm dybde, hvilket er stort nok til at afbillede en menneskenyre. Dermed er det indikeret at
arrayet med linsen, er i stand til at skabe 3D SOUA af hele organer.
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CHAPTER 1
Introduction

Medical ultrasound imaging is one of the most widely used noninvasive imaging modalities. It outperforms
other common modalities, such as computed tomography imaging and magnetic resonance imaging, in
terms of cost, portability, and complexity, and it does not require the use of any toxic contrast agents or
radiation (Szabo 2014). However, since it was initially proposed, over 70 years ago (Edler and Hertz
1954; Howry and Bliss 1952; Wild 1950), commercial ultrasound has been fundamentally limited in two
aspects: resolution and dimensionality. Firstly, the resolution of common ultrasound images are limited by
diffraction, meaning that if two scatters are positioned closer than half a wavelength apart, they cannot be
separated in the image (Rayleigh 1945). Secondly, linear ultrasound transducers produce 2D images, which
makes it both challenging to precisely identify the desired image plane within the body, and to account
for out-of-plane tissue motion. Recently, both of these limitations have been addressed: the diffraction
limit has been surpassed using super-resolution ultrasound imaging (SRUI) (Christensen-Jeffries et al.
2015; Errico et al. 2015), and 2D images have evolved to 3D imaging with the introduction of matrix
arrays (Smith et al. 1991; von Ramm et al. 1991) and row-column arrays (RCAs) (Morton and Lockwood
2003; Rasmussen and Jensen 2013). Although the implementation SRUI and the use of RCAs remain
largely pre-clinical, the methods offer great potential to evolve the use of ultrasound for vascular imaging,
especially when combined.

3D ultrasound imaging was first proposed using matrix arrays in the 1990s (Smith et al. 1991; von
Ramm et al. 1991). The arrays offer volumetric imaging by individually controlling a matrix of elements.
If the matrix has E elements along each side, the total number of elements in the array is E ˆ E, which
each require a cable for data transfer. Consequently, the arrays suffer from a high channel count, which is
often impossible to implement using commercial ultrasound scanners. Sparsely populated arrays have been
proposed as a compromise, but the reduction in channel count comes at the expense of higher side-lobe
levels (Davidsen et al. 1994). Instead, RCAs have been proposed to overcome the issue of high channel
count, while maintaining the same emitting surface area. For an RCA with E elements along each side,
the total number of elements, and thus also channels, is E ` E (Morton and Lockwood 2003; Rasmussen
et al. 2015; Sampaleanu et al. 2014; Seo and Yen 2009). Moreover, due to the large element size, RCAs
benefit from large penetration depth. For instance, by quantifying the signal-to-noise ratio (SNR) of a 62
+ 62 element lead zirconate titanate (PZT) RCA on a tissue-mimicking phantom, Bouzari et al. (2019)
found its penetration depth to be 14 cm for single element emissions and 30 cm using focused emissions.
Recently, RCAs have been employed for volumetric Doppler flow estimation (Holbek et al. 2015; Sauvage
et al. 2018), functional brain imaging (Sauvage et al. 2020), as well as time-varying 3D velocity estimation
using transverse oscillations (Schou et al. 2020).

SRUI can be used to image microvasculature beyond the diffraction limit, thus achieving significantly
higher resolution than other ultrasound imaging methods. In recent years, the number of studies exploring
SRUI have increased rapidly. The most notable works include the seminal demonstration of SRUI in vivo
by Errico et al. (2015) who imaged a rat brain, and Christensen-Jeffries et al. (2015) who imaged a mouse
ear and validated the imaged structures by comparing with optical images. SRUI is achieved using four
stages: first a number of consecutive image frames are captured while microbubbles flow through the
blood-stream and some contrast-enhancing technique, such as contrast enhanced ultrasound (CEUS) or
singular-value decomposition, is used to remove scattering from the tissue surrounding the microvessels.
Secondly a motion-correction algorithm is typically applied (Hingot et al. 2017; Taghavi et al. 2021),
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before ultrasound localization microscopy (ULM) is used to localize the positions of microbubbles in
each image (Couture et al. 2011). This consists of using the point-spread-function (PSF) caused by the
microbubble to localize their position using for instance centroid-detection (Siepmann et al. 2011) or
deconvolution (Errico et al. 2015). Finally, the localized microbubble positions can be used to form density
images of the vessel structure, or tracked through consecutive images to create velocity maps of the blood
flow. Several algorithms have been proposed for tracking of the microbubbles (Ackermann and Schmitz
2016; Hansen et al. 2016; Song et al. 2018; Taghavi et al. 2020).

During the ULM stage of SRUI, it is vital to obtain a precise position for the microbubbles in each
image. Failure to adequately localize the microbubbles can lead to blurring of the resulting image and
errors in the velocity estimation (Hingot et al. 2021). Therefore, in some implementations of ULM, some
bubble-scattering signals, deemed to be of low quality or to have overlapping PSFs, are rejected before the
remaining signals are used for localization (Ackermann and Schmitz 2016; Christensen-Jeffries et al. 2015;
O’Reilly and Hynynen 2013). Too high concentrations of microbubbles within each image will lead to poor
localization, because the PSF of adjacent microbubbles will overlap, making it impossible to accurately
localize their respective centers (Christensen-Jeffries et al. 2020). Therefore, in most implementations
of ULM, the concentration of microbubbles is limited so that the number of microbubbles is low within
each captured image. Thereby, the distance between each microbubble is likely high enough to avoid
overlapping PSFs. However, limiting the concentration of microbubbles means that a high number of
images need to be captured to build a single super-resolution ultrasound (SRU) image, since the total
number of localized microbubbles determines the resolution of the final SRU image (Hingot et al. 2021)
and the size of the smallest vessels that can be reconstructed in the SRU image (Hingot et al. 2019). This
severely prolongs the required acquisition time for SRUI. For example, in the seminal study on SRUI by
Errico et al. (2015), one SRU image was produced using 75 000 images at 500 frames per second, yielding
a total acquisition time of 2.5 min. This is far from adequate if real-time imaging is to be achieved, and
it is practically impossible for the patient to lay still enough for this duration, as even small amounts of
movement will introduce errors in the image. Thus, there exists a trade-off between acquisition time and
the number of microbubbles localized in each image.

1.1 Motivation and objectives

Blood-flow in the vascular network of vessels smaller than 100 µm is known as microcirculation, and
dysfunctionality of this blood-flow is often indicative of illness (Lenasi 2016). For instance, disease of the
microvasculature is a known precursor for diabetic nephropathy, which is one of the leading causes of renal
failure (Fowler 2011). Such disease is also known to elevate the risk of amputation of outer extremities
(Beckman et al. 2019). Moreover, one of the early indicators of cancer occur in the microvasculature; as
tumors grow the microvasculature experience angiogenesis, causing excessive branching and distorted and
enlarged vessels (Hanahan and Weinberg 2011). Cancer is most commonly diagnosed using biopsy of
the tumor (Niederhuber et al. 2020), and non-invasive imaging of the microvasculature could therefore
potentially provide advantages for both screening, diagnosis, and monitoring during treatment. The
microvasculature include capillaries that can be less than 10 µm wide (Lenasi 2016), and observation of
these structures has been impossible with conventional diffraction-limited ultrasound. SRUI has been
proposed to image and separate blood-vessels that lay closer than the diffraction limit (Christensen-Jeffries
et al. 2020). Imaging and extraction of information, such as blood-flow velocity, tortuosity, and microvessel
density, from these structures has the potential to revolutionize the access to information about the human
microvasculature and its disease.

Making SRU images of the microvasculature in 3D improves the clinical applicability of the technique
because it will enable simultaneous imaging of a whole volume of the organ. In addition to giving
the clinician access to more information, this also solves some fundamental problems associated with
SRUI. The technique suffers from three problems when a linear array is used: inaccurate positioning
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in the elevation plane, out-of plane movement of the microbubbles, and out-of plane tissue movement
(Christensen-Jeffries et al. 2020). When using a linear array, localization of the microbubbles in the
elevation plane of the transducer is limited by the elevation focus, which means that any microbubble
laying within the width of the elevation focus will be taken to have the same azimuthal position. The vessel
network typically imaged using SRUI often lay closer than the elevation focus of a typical linear array, and
separation of these vessels is thus not possible (Foiret et al. 2017). Consequently, these vessels will appear
to lay in the same plane in the resulting 2D SRUI image. Christensen-Jeffries et al. (2015) compared SRU
images and optical images of the vasculature in a mouse ear, and found that the width of the elevation
focus caused some vessels to appear to lay in the imaged plane, when, in fact, the optical image showed
that they laid further into the ear tissue. Such miss-localization of vessel structure will impact the clinical
usability of SRU images, and can be alleviated by making 3D images. Furthermore, in 2D SRU images,
the microbubbles will flow in and out of the imaged plane, making their tracking either discontinuous
or erroneous. This will likely cause errors in the velocity estimation (Ackermann and Schmitz 2016).
Imaging of the 3D structure of the microvasculature is especially essential when applied to tumors where
angiogenesis is a known marker for disease. Lin et al. (2017) first demonstrated 3D SRUI imaging of
complex microvascular patterns in rat tumors, and hypothesized that with further development of this
technique, it can be used to detect and quantify malignant biomarkers in the microvasculature. Lastly, when
using a 1D array, motion-correction can only be applied in the dimension parallel to the transducer. Thus,
the motion in the orthogonal direction is ignored, and this will degrade both the contrast of the images and
the precision of the microbubble localization. Therefore, for volumetric SRUI, motion-correction should
be applied in 3D, as demonstrated by Harput et al. (2018).

Ideally, an RCA used for SRUI should have a large surface area to provide high resolution, a large field
of view (FOV) and deep penetration. In any ultrasound imaging technique, the size of the array is inversely
proportional to the resolution (Szabo 2014). And although this resolution does not translate directly to
the lateral resolution of the final SRU images (Hingot et al. 2021), it does affect the acquisition time of
the image, which is prolonged by low resolution in the collected images due to the trade-off between
acquisition time and the number of localized microbubbles (Hingot et al. 2019). Thus, a large surface area
contributes to lower the needed acquisition time. Moreover, a larger surface area also increases the usable
FOV of the RCA. Unfortunately, the foot-print of the imaged volume captured by an RCAs is limited to
the shape of the transducer apertures (Bouzari et al. 2017). In many of the seminal works on RCAs, the
transducer is made of PZT and have fairly small foot-prints of only „ 1 cm to 2 cm width (Bouzari et al.
2016; Holbek et al. 2015; Sauvage et al. 2018). As an example for comparison, the median size of a left
kidney in an adult human is 11.2 cm ˆ 5.8 cm ˆ 4.6 cm (Emamian et al. 1993), and imaging the whole
organ with an RCA thus requires an increased aperture size. Moreover, with a large surface area, more
energy is emitted from the transducer, thus making it possible to image deeper into the tissue. This is vital
to make SRUI a functional tool for clinicians, as imaging beyond 10 cm is needed to image entire organs
(Christensen-Jeffries et al. 2020).

For SRUI the trade-off between acquisition time and the number of localized microbubbles in each
image means that a high resolution is desirable. This can be achieved by using a large aperture, giving a
high lateral resolution, and emitting a high frequency. For any ultrasound imaging technique, the axial
resolution is proportional to the emitted frequency (Szabo 2004). However, this puts some strict constraints
on the design and production of the array. The size of an RCA is given by the number of elements times
the inter-element pitch, which is restricted by the smallest wavelength in the emitted field (Jensen 2002).
To avoid grating lobes in the image region, the pitch must be ă λ

2 , where λ is the wavelength of the
emitted pulse (Szabo 2004). If a high frequency is employed to increase the axial resolution, to keep the
pitch smaller than λ

2 and the size of the aperture the same, the number of elements must be increased.
Producing such an array comes with some challenges. The elements are typically separated by dicing the
PZT (Sauvage et al. 2018), and if the required pitch is too small this becomes unfeasible (Yeh et al. 2005).

On the other hand, producing a high frequency RCA using capacitive micromachined elements is
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attainable (Yeh et al. 2005). Here, the elements are separated using etching, and smaller pitches and kerfs
are thus attainable. Capacitive micromachined ultrasonic transducers (CMUTs) have recently emerged as
a viable alternative to more conventional PZT arrays (Haller and Khuri-Yakub 1994; Oralkan et al. 2002).
Production of CMUTs is cheaper than PZT transducers, and the process offers great design flexibility
(Kamaya et al. 2013), enabling features which are especially suitable for SRUI. For example, the array
can be designed to have a low emitted pressure, while maintaining a high receive sensitivity (Savoia et al.
2012). The low emitted pressure is suitable for imaging microbubbles without destroying them (Eckersley
et al. 2005), and the high receive sensitivity allows for even weak bubble signals to be received and
preserved through the CEUS process. Moreover, the array can also be designed to have a wide bandwidth
(Kamaya et al. 2013), which gives a high axial resolution, giving the potential for a lower acquisition
time. However, the emission from CMUT arrays is nonlinearly related to its driving voltage, and weather
CMUTs can be used for CEUS imaging has therefore been questioned (Martin et al. 2014). To achieve
contrast-enhancement with a CMUT, careful consideration of the combination of the inherent nonlinearity
of the array with the nonlinear nature of the microbubbles is required.

Moreover, production of large CMUTs is also challenging and puts high demands on the robustness
of the manufacturing process (Grass et al. 2020; Ommen et al. 2021). Ultimately, manufacturing of the
array sets a limit for how large the active surface area can be, while maintaining a suitable pitch and
emitted frequency. Therefore, it has been suggested that the usable FOV of an RCA should be increased
using an acoustic lens (Bouzari et al. 2017; Joyce and Lockwood 2014). This will increase the volume
of the image, without the need to increase the aperture of the transducer. In addition to bypassing the
aforementioned production challenges, this also enables the transducer to capture a larger image through
the gap between the ribs. Enlarging the FOV of an RCA without increasing the size of aperture was first
proposed by Démoré et al. (2009), who curved the elements of an RCA on a hemisphere and simulated the
resulting radiation pattern. Ferin et al. (2018) later proposed a manufacturing technique for such an array,
but noted that the process was complex and doubted its commercial applicability. Contrarily, a simple
casting method has been proposed to produce such acoustic lenses for RCA (Bouzari et al. 2018; Engholm
et al. 2018), and these can be mounted onto flat RCAs. Adding an acoustic lens in front of RCAs was first
proposed by Joyce and Lockwood (2014), who showed that the energy from an RCA could be spread out
to 45° by adding a bowl-shaped piezoceramic in front of the aperture. However, Joyce and Lockwood
(2014) also noted that the addition of the material introduces a non-trivial complexity to the calculation of
the delays used to beamform and compose the ultrasound images. Precise calculation of these delays is the
main challenge remaining before lensed RCA can be progressed to clinical use.

Thus, the advancement of clinical ultrasound towards microscopic resolution using SRUI has several
important potential diagnostic applications. The performance of this technique can be improved by making
the images in 3D with an RCA, and, a macroscopic FOV can be achieved by using an acoustic lens. The
key advantage of these techniques lie in their potential combination. It is hypothesized that non-invasive
imaging of the microvasculature with microscopic resolution and a macroscopic FOV is attainable by
combining the four modern ultrasound techniques: SRUI, CMUT array design, RCA imaging, and an
acoustic lenses. Several developmental steps remain before this hypothesis can be tested in vivo, and
several of these steps will be explored in this thesis.

1.2 Delay-and-sum beamforming

Medical ultrasound images are created by emitting ultrasound from a transducer, and receiving the signal
scattered by media in the image domain. The received signals are beamformed to create an image from the
acoustic signals, and this technique forms the back-bone of all acoustic imaging. Although more advanced
beamforming methods, such as adaptive beamforming (Rindal et al. 2019), are regularly proposed and
studied, most commercial ultrasound imaging scanners use a delay-and-sum (DAS) beamformer. The aim



1.2. Delay-and-sum beamforming 5

Figure 1.1: An illustration of a uniform linear array and how the DOF is calculated in the simplest form. The
red rectangles are elements in the array, the green square is the pixel position which is being beamformed,
the magenta line is the DOFtx, and the cyan line is the DOFrc.

of DAS is to delay the signals received on each element in the transducer so that they are in phase and can
be summed coherently.

For a uniform, linear array with E elements, the output of a DAS beamformer for a single emission is

Γ “
E´1
ÿ

e“0

weRepτeq. (1.1)

Here, Γ is the pixel value at the beamformed point, e is the element index, w is the weight applied to each
element, Re is the signal received on element number e, and τ is the time of flight (TOF). The TOF is
calculated based on the distance traveled to and from the image pixel, and accurate prediction of this time
is what makes coherent summation possible. Fig. 1.1 shows a simple example of the geometry used to
calculate τ . Here, a single element in the middle of the transducer emits sound, and the resulting received
signal on all receiving elements can be beamformed for the image pixel at P = pxp, zpq. The TOF is
calculated from the distance traveled by the sound from the emitting element to the image pixel and back
to each of the receiving elements, and can in this scenario be expressed as

τpmq “
DOFtxpeq ` DOFrcpeq

cm
(1.2)

where cm is the speed of sound in the image medium, DOF is the distance of flight, and the subscripts tx
and rc denote transmit and receive, respectively. In the example drawn in Fig. 1.1, the magenta line is the
DOF from the emitting element to the image pixel, and the cyan line is the DOF from the image pixel to
element number e “ E. To compose a full ultrasound image using a DAS beamformer, eq. (1.1) must
be applied for every image pixel. Much of the theoretical work on using lenses on RCAs, which will be
further discussed in Chapters 6 and 7, revolves around predicting this TOF, so that a DAS beamformer can
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be accurately implemented.

1.3 Synthetic aperture ultrasound imaging

The synthetic aperture (SA) imaging technique improves contrast and resolution of the ultrasound image
by dynamically implementing precise calculations of τ for each image pixel. SA imaging uses coherent
compounding of several emitted diverging waves to achieve an image which is dynamically focused both
in transmit and receive (Jensen et al. 2006). The SA technique was first introduced in radar technology in
the 1950s (Jensen et al. 2006; Soumekh 1999). In radar, typically, a single element array is used to transmit
and receive pulses while it is moved across the image domain. When the received pulses are delayed and
summed coherently, this creates a virtual array. Combined with high pulse repetition frequency, this also
enables a higher frame-rate, as fewer emissions are required to achieve the same image-quality (Jensen
et al. 2010). The same principle is applied in ultrafast plane-wave imaging (Tanter and Fink 2014), which
is essentially the same as SA imaging, but with plane waves rather than diverging waves. Both techniques
are ideal for SRUI, where long acquisition time is one of the most crucial drawbacks. Moreover, when
using a diverging or plane wave, the emitted acoustic energy is spread across a large section of the imaged
medium, and the peak pressure experienced by the contrast agents is therefore restricted. This is ideal for
imaging of microbubbles, which are destroyed or degraded at too high insonification pressures (de Jong
et al. 2009).

1.3.1 Implementing synthetic aperture ultrasound imaging
In this section, the implementation of SA imaging for medical ultrasound used throughout this thesis is
described, in order to define all terms associated with the method. The implementation is based on Jensen
et al. (2006).

SA images are created by emitting waves which diverge while propagating through the image domain.
This is achieved by applying a delay, ∆, to the emitting elements so that the profile of the wavefront is
circular. The point laying in the center of this circle is referred to as the virtual source (VS). An example
of the geometry of the SA set-up is shown in Fig. 1.2. The DOFtx is in this case predicted based on the
position of the VS, as if the wave was emitted from the VS before t “ 0. Here, t “ 0 is referring to the
time instance when the first element starts to emit sound. Thus, the DOF is predicted as

DOFtx “
b

pzp ´ zV Sq2 ` pxV S ´ xpq2 ´ zV S , (1.3)

DOFrc “
b

pxp ´ xel, eq2 ` pzpq2. (1.4)

Here, (xvs, zvs) is the position of the VS, and xel, e is the position of the receiving element number e.
Having calculated the DOFs, eq. (1.2) is applied to calculate τ . DAS beamforming can be applied to
all image pixels to create a whole image from only this one emission. Because this is created using an
unfocused emission, the image is not focused, and is referred to as a low resolution image (LRI).

The emission from a VS is made from a sub-set of the elements in the array, called a sub-array. In Fig.
1.2, the active elements in the sub-array are drawn in solid color, while the other elements are drawn as
unfilled boxes. The F-number gives the relation between the z position of the VS and the width of the
sub-array, as

F “
zvs

p ¨Msub
, (1.5)
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Figure 1.2: An illustration of how TOF is predicted from a virtual source (VS) to an image pixel in SA imaging.
The red rectangles are the active elements in the array, the white rectangles with red borders are not active,
the green square is the pixel position which is being beamformed, the magenta line is the distance from the
VS to the image pixel, the cyan line is the DOFrc, the blue dot is the VS and the blue curve is the emitted
wavefront.

where p is the element pitch and Esub is the number of active elements in the sub-array. A negative
F-number indicates that the VS lays behind the transducer surface. This configuration is commonly used
to ensure that a large area of the image domain is insonified by a single emission.

Several emissions are used to create a full SA image. A sequence of several consecutive emissions is
defined as a frame, and this referrers to a sequence of emissions, emitted from both constant and consecutive
VS. The VSs are typically placed along the transducer aperture, so that the emissions seemingly slide
across the aperture. The emission from each VS are received and beamformed to create a set of LRIs.
Then, to form a focused image, the LRIs are all summed to form a high resolution image (HRI), as

HRI “ LRI1 ` LRI2 ` ...` LRIN , (1.6)

where N is the total number of LRIs used in the HRI. Normally, the number of LRIs is equivalent with the
number of VSs, and equivalent with the number of transmissions. However, occasionally, more than a
single emission is emitted from a VS. This is, for instance, the case in CEUS imaging, which is the topic of
Chapter 2. In CEUS imaging, several consecutive emissions from the same VS are combined to enhance
the contrast of nonlinearly scattering reflectors in the image domain. In this case, the emissions emitted
consecutively, from a single VS, are referred to as the minor sequence. These emissions can be combined
to create one or more LRIs, and thus several ultrasound images can result from a single frame.
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1.4 Scientific Contribution

A list of published papers and papers in preparation during this Ph.D. project is shown below. The listed
papers can be found in the appendix.

1.4.1 Papers included in the thesis

Paper 1

Title: History and latest advances in flow estimation technology: from 1-D in 2-D to
3-D in 4-D

Authors: Jørgen Arendt Jensen, Svetoslav Ivanov Nikolov, Kristoffer Lindskov Hansen,
Matthias Bo Stuart, Carlos A. Villagomez Hoyos, Mikkel Schou, Martin Lind Om-
men, Sigrid Husebø Øygard, Lasse Thurmann Jørgensen, Marie Sand Traberg,
Tin-Quoc Nguyen, Erik Vilain Thomsen, Niels Bent Larsen, Christopher Beers,
Borislav Gueorguiev Tomov, and Michael Bachmann Nielsen

Published in: IEEE Int. Ultrason. Symp., pp. 1041-1050, 2019

Contributions: Took part in designing and operating one of the experimental set-ups used to
produce the 3D SRU image presented in the article.

Paper 2

Title: 3-D super-resolution imaging using a 62+62 elements row-column array

Authors: Jørgen Arendt Jensen, Mikkel Schou, Martin Lind Ommen, Sigrid Husebø Øy-
gard, Thomas Sams, Matthias Bo Stuart, Erik Vilain Thomsen, Niels Bent Larsen,
Christopher Beers, and Borislav Gueorguiev Tomov

Published in: IEEE Int. Ultrason. Symp., pp. 1838-1841, 2019

Contributions: Took part in designing and operating the experimental set-up used to produce the
3D SRU image presented in the article and contributed in revising the manuscript.

Paper 3

Title: Three-dimensional super-resolution imaging using a row-column array

Authors: Jørgen Arendt Jensen, Martin Lind Ommen, Mikkel Schou, Sigrid Husebø Øy-
gard, Thomas Sams, Matthias Bo Stuart, Christopher Beers, Erik Vilain Thomsen,
Niels Bent Larsen, and Borislav Gueorguiev Tomov

Published in: IEEE Transactions on Ultrasonics, Ferroelectrics, and Frequency Control, pp.
538-546, 2019

Contributions: Took part in designing and operating the experimental set-up used to produce the
3D SRU image presented in the article and contributed in revising the manuscript.
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Paper 4

Title: Investigating a CMUT’s ability to achieve non-linear contrast enhancement

Authors: Sigrid Husebø Øygard, Martin L. Ommen, Mathias Engholm, Mikkel Schou,
Søren E. Diederichsen, Erik V. Thomsen, Matthias Bo Stuart, and Jørgen Arendt
Jensen

Published in: IEEE Int. Ultrason. Symp., pp. 1-4, 2020

Contributions: Lead the formulation of the conceptual framework and the planning of the design
of the study, carried out all experiments and data collection, and is main author of
the manuscript.

Paper 5

Title: Contrast-enhanced ultrasound imaging using capacitive micromachined ultrasonic
transducers

Authors: Sigrid Husebø Øygard, Martin L. Ommen, Borislav G. Tomov, Søren E. Diederich-
sen, Erik V. Thomsen, Niels B. Larsen, Matthias B. Stuart, and Jørgen A. Jensen

In review: BMC Medical Imaging, 2021

Contributions: Lead the formulation of the conceptual framework and the planning of the design
of the study, carried out all experiments and data collection, as well as theoretical
derivations, and is main author of the manuscript.

Paper 6

Title: Prediction of transmission through a lensed row-column addressed array

Authors: Sigrid Husebø Øygard, Mélanie Audoin, Andreas Austeng, Erik V. Thomsen,
Matthias B. Stuart, and Jørgen A. Jensen

In review: The Journal of the Acoustical Society of America, 2021

Contributions: Lead the formulation of the conceptual framework and the planning of the design
of the study, carried out theoretical derivations, as well as interpretation of the
simulated results, and is main author of the manuscript.

1.4.2 Papers excluded from the thesis

Paper 7

Title: Tracking performance in ultrasound super-resolution imaging

Authors: Iman Taghavi, Sofie B. Andersen, Carlos A. Villagomez Hoyos, Mikkel Schou,
Sigrid Husebø Øygard, Fredrik Gran, Kristoffer L. Hansen, Charlotte M. Sørensen,
Michael B. Nielsen, Matthias Bo Stuart, and Jørgen Arendt Jensen

Published in: IEEE Int. Ultrason. Symp., pp. 1-4, 2020

Contributions: Participated in formulation of experimental design and revision of the manuscript.
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1.5 Outline

The theory of CEUS imaging and the nonlinear acoustic properties of microbubbles is described in Chapter
2. The chapter includes descriptions of the CEUS image sequences used throughout the thesis, as well
as theoretic and simulated proofs of their effectiveness. In Chapter 3, the theoretic study of the CEUS
sequences is expanded to include the nonlinear emissions from CMUTs. The sequences are then applied
and experimental results on their contrast enhancement are presented. The chapter validates that CEUS
imaging with a CMUT is attainable and concludes on the appropriate choice of the minor CEUS sequence
to use when making contrast-enhanced images with a nonlinearly emitting CMUT.

The theory of RCA imaging is presented in Chapter 4. A beamformer for RCAs, implemented by the
author, is described, and its performance is evaluated using simulations. The chapter also goes through the
status and flaws of the RCAs which have been available throughout this project. One of the RCAs has
been used to make 3D SRUI of a microflow phantom, and these results are presented and discussed in
Chapter 5.

In Chapter 6, the thin lens theory proposed by Bouzari et al. (2017) is introduced and implemented.
The implementation of the model is validated using simulations of the emitted field from a lensed RCA.
Moreover, the chapter discusses how the beamforming of simulated data from a lensed RCA can be made
using the thin lens model, and simulated example images are presented. Moreover, the assumptions and
limitations of the model are discussed.

Finally, a model for predicting the TOF through a lensed RCA, without making the simplifying
assumptions of the thin lens model are presented in Chapter 7. The theory of this model is presented and
its performance is compared with the thin lens model. The performance of the model is further evaluated
by comparing its TOF prediction with both simulated and measured emitted fields. Finally, the model is
applied to evaluate the usable FOV of a 128 + 128 element RCA with a concave lens.



CHAPTER 2
Contrast-enhanced ultrasound

imaging
This chapter gives theoretic proofs of how the CEUS sequences amplitude modulation and pulse inversion
cancels linearly scattered signals and preserves nonlinearly scattered signals. The chapter also introduces
the modeling of the acoustic model for bubble vibration by Marmottant et al. (2005) and the response of
SonoVue microbubbles to insonification by the CEUS sequences are simulated using the model.

SRUI is made using intravascular microbubble contrast agents. The acoustic properties of the microbub-
bles make it possible to separate their scattered signals from the surrounding linearly scattering tissue
(Christensen-Jeffries et al. 2020). This occurs because bubbles in liquids scatter sound nonlinearly. This
means that when a bubble is insonified with some frequency f0, the scattered sound contains harmonics
to this frequency: 2f0, 3f0, etc (Leighton 1994). Additionally, since the bubbles have a remarkable
compressibility, their scattering cross-section is significantly greater than their geometrical cross-section,
and bubbles are thus very efficient sound scatterers (Jong et al. 1991). Both these features are utilized in
CEUS, where micro-sized bubbles are injected into the blood-stream and imaged as they travel through the
blood-vessels. Such techniques can be utilized to study blood flow using parameters such as the wash-in
and wash-out time in the heart and liver (Dietrich et al. 2018), and the time-intensity curves of blood-flow
in the organs (M. X. Tang et al. 2011).

Several microbubble-pharmaceuticals have been approved for clinical use, and these microbubbles
are commonly constructed using a thin shell surrounding a gas core. The shell is formed of lipids or
proteins and serves the role of protecting the gas core from too rapid diffusion (M. X. Tang et al. 2011).
Ultrasonic insonification of microbubbles induces both radial and surface mode vibrations (Leighton 1994),
which contribute to the efficient scattering of the incident sound. The coating affects the dynamics of
how the bubble responds to insonification, and several authors have attempted to describe these dynamics
theoretically by extending the Rayleigh-Plesset equation (Church 1995; Hoff et al. 2000; Jong et al.
1994; Morgan et al. 2000). Currently, the most advanced model is that by Marmottant et al. (2005), who
describes the nonlinear behavior of the bubble and its shell. Marmottant et al. (2005) found that when the
microbubble undergoes drastic compression, its lipid shell will buckle and fold. When a large rarefaction
causes the bubble to become larger than the surface area of the lipids, they break up and expose areas of
the gas core to direct contact with the surrounding liquid. This affects the surface tension experienced by
the bubble, and a model for how the surface tension of the bubble wall varies with the radius of the bubble
is used as initial conditions for the bubble motion:

σprBq “

$

’

’

&

’

’

%

0, rB ď rBuckling,

χB

´

rB
2

rBuckling
´ 1

¯

, rBuckling ď rB ď rBreak-up,

σl, rB ě rBreak-up.

(2.1)

Here, rB is the radius of the bubble, σprBq is the surface tension on the bubble wall as a function of radius,
σl is the surface tension of the surrounding liquid, χB is the elasticity modulus of the shell, rBuckling is the
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radius at which the shell starts to buckle, and rBreak-up is the radius at which the shell starts to break up. By
extending the Rayleigh-Plesset equation Marmottant et al. (2005) found that when insonified with some
time-varying acoustic pressure, P , the radial motion of the bubble suspended in a liquid is determined by

ρl

ˆ

rB:rB `
3

2
9r2B

˙

“

«

P0 `
2σpr0q

r0

ˆ

rB
r0

˙´3γ ˆ

1´
3γ

cl
9rB

˙

´P0
2σprBq

rB
´

4µ 9rB
rB

´ 4
µS 9rB
rB2

´ P ptq



, (2.2)

where r0 is the equilibrium radius of the bubble, ρl is the density in the liquid, p0 is the ambient pressure in
the liquid, cl is the speed of sound in the liquid, µ is the dynamic viscosity of the liquid, γ is the polytropic
gas exponent of the gas core, and µS is the viscosity of the bubble wall material. The notations 9rB and
:rB represent the first-order and second-order derivation with respect to time. Solving eq. (2.2) for the
variation in rB with respect to time reveals the harmonic content of the bubble wall movement.

CEUS is made using specific sequences which utilize the nonlinear scattering from the microbubbles
to enhance contrast. Details on how the quality of the resulting images can be quantified are given in
Section 2.1. The theory of the most commonly used CEUS sequences will be described in Section 2.2.
As previously discussed, the emission from CMUTs is also nonlinear, and detailed understanding of how
the CEUS technique utilize the nonlinearity of the microbubbles is therefore needed to successfully use a
CMUT for CEUS imaging. Therefore, Section 2.2 also includes theoretic proofs of the abilities of the
sequences to preserve nonlinear reflections while eliminating linear reflections, as well as simulations of
the acoustic response from microbubbles to insonification by the sequences.

2.1 Theory: Assessing image quality

When making SRU images, the nonlinear scattering of the microbubbles is utilized to distinguish the
microbubbles from the surrounding tissue. The number of contrast-enhanced images needed to create a
SRU image depends on how many microbubbles that can be detected in each image, and this is dependent
on both the contrast and resolution of the contrast-enhanced images (Brown and Hoyt 2021).

Resolution is often quantified by the size of the PSF, and during ULM, the size of the PSF directly
impacts how many microbubbles that can be separated within each image. Thus, this is a decisive factor
for the acquisition time, and ultimately clinical applicability of SRUI. The size of the PSF is affected by
the geometry of the array, the spatial impulse response of the imaging system, and by the accuracy of the
TOF used for beamforming. The width of the PSF can be quantified by its full width at half maximum
(FWHM), which is defined as:

Definition 2.1: The FWHM is the total lateral width between the points where the
intensity has decreased by 6 dB compared with the maximum value of the PSF, on
both sides of the maximum value.

The FWHM is found by identifying the position of maximum amplitude in the PSF and the position
corresponding to the image pixel on a lateral line from the peak amplitude position which has 6 dB lower
image intensity than the peak. In conventional line-by-line ultrasound imaging, with emission at some
frequency corresponding to a wavelength λ, the lateral width of the PSF is expected to equal the two-way
beam width, given by

FWHM “ Fλ, (2.3)
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with the expectation of some improvement in the width when using SA imaging (Jensen et al. 2010;
Rasmussen and Jensen 2013). However, when imaging with an RCA, only one-way focusing is attainable
in each dimension, and therefore the beam-width is expected to be higher. According to Bouzari et al.
(2019), the FWHM of an RCA can be estimated as

FWHM “ 1.208 ¨ Fλ. (2.4)

Contrast enhancement is often quantified using contrast-to-tissue ratio (CTR), which, according to
Bouakaz et al. (2002), is the ratio of scattered power from the enhanced signal, to the power scattered by
the minimized signal. For CEUS imaging the enhanced signal is the signal scattered nonlinearly by the
microbubbles and the minimized signal is the signal scattered linearly, often taken to be from the tissue
surrounding the microbubbles. Thus, the ratio can be expressed as

CTR “
PB
PT

. (2.5)

Here, PB is the power of the signal scattered by the microbubble and PT is the power of the signal scattered
by the tissue.

2.2 Theory and simulations: CEUS sequences

In the first stage of making SRU images, a CEUS sequence is used to create images with high contrast,
so that the injected microbubbles can more easily be distinguished from the surrounding tissue. This is
achieved by emitting image sequences where several emissions are combined to form a single image line
or low-resolution image, where the signal from the tissue is canceled out, while the signal scattered by the
microbubbles are preserved (Eckersley et al. 2005). The emissions which are combined are referred to as
the minor sequence, throughout this thesis, while a series of combined emissions are referred to as the
major sequence. Both the chosen minor sequence and the number of emissions in the major sequence affect
the contrast of the image (Brown and Hoyt 2021; Couture et al. 2012). The most commonly used minor
CEUS sequences are amplitude modulation (AM) and pulse inversion (PI). These techniques preserve
the nonlinear scattering from microbubbles, while filtering out the linear scattering from the surrounding
tissue.

2.2.1 Amplitude modulation
The AM technique was first introduced in a patent by Brock-Fischer et al. (1996) and has later been
used in many seminal works on SRUI (Christensen-Jeffries et al. 2015; Foiret et al. 2017; Hansen et al.
2016). In conventional AM, the minor sequence consists of two emissions where the second has half the
pressure amplitude of the first. For example, take the incident signal on the microbubble to be equal to the
transmitted signal, Tiptq, from emission number i. For an AM-sequence, the emitted minor sequence is

T1ptq “ P0 sin pω0tq, (2.6)
T2ptq “ 0.5P0 sin pω0tq, (2.7)

where ω0 is the emitted angular frequency, t is time, P0 is the pressure amplitude of the transmitted wave,
and this is for simplicity set to P0 “ 1 here. As shown by Eckersley et al. (2005), the resulting nonlinear
scattering from the microbubble can be modeled as a polynomial expansion of the incident waveforms:

Siptq “ a1Ii ` a2Ii
2
` a3Ii

3 ... (2.8)
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Here, Iiptq and Siptq are the incident and scattered signals from emission i, respectively, an are coefficients
giving the amplitude of each term, and n is the term index. The expansion is here given to the third
order only. Any term which starts with a1 is a linear reflection, while any term with aną1 is nonlinear.
By assuming that the emitted signals propagate linearly to the microbubble, one can equate the incident
pressure with the emitted pressure, Ii “ Ti, and the minor AM sequence given in eq. (2.6) and eq. (2.7)
can be applied, giving

S1ptq “ a1 psin pω0tqq ` a2 psin pω0tqq
2
` a3 psin pω0tqq

3
, (2.9)

“ a1 sin pω0tq `
a2
2

“

1´ sin p2ω0t`
π

2
q
‰

` a3
“3

4
sin pω0tq ´

1

4
sin p3ω0tq

‰

,
(2.10)

S2ptq “ a1

ˆ

1

2
sin pω0tq

˙

` a2

ˆ

1

2
sin pω0tq

˙2

` a3

ˆ

1

2
sin pω0tq

˙3

,

(2.11)

“

”a1
2

sin pω0tq ´
a2
8

“

1´ sin p2ω0t`
π

2
q
‰

`
a3
32

“

3 sin pω0tq ´ sin p3ω0tq
‰

ı

.
(2.12)

To cancel out all linear terms, the AM technique uses

RAM “ R1 ´ 2 ¨R2, (2.13)

Ambient pressure (p0) 101 325 Pa
Surface tension of water (σl) 0.073 N m−1

Dynamic viscosity of water (µ) 0.001 Pa s−1

Bubble radius* (rB) 1.25 µm
Polytropic exponent of SF6

† (γ) 1.095
Buckling radius† (rBuckling) 0.975ˆ 10−6 m
Elasticity modulus‡ of the phospholipid monolayer (χB) 0.55 N m−1

Shell viscosity‡ (µS) 7.2ˆ 10−9 kg s−1

Initial surface tension§ pσpR0qq 0.063 N m−1

Table 2.1: The physical properties of SonoVue and water used to implement the Marmottant bubble-motion
models.

The sources of the properties in Table 2.1 are:
* Bracco Imaging S.p.A. (2001).
† Marmottant et al. (2005).
‡ Given as shell stiffens (Sp) and friction coefficient (Sf ) by Gorce et al. (2000) and converted as Sp “ 2χB and Sf “ 12πκs

(Marmottant et al. 2005).
§ Estimated as σ0 “ 0.5 ¨ P0R0, assuming an initial tensionless state (de Jong et al. 2009).
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Emitted
signals

(a) First emitted signal, T1ptq. (b) Second emitted signal, T2ptq.

Resulting
vibration

(c) First vibration, S1ptq. (d) Second vibration, S2ptq.

Figure 2.1: The emitted signals and the resulting bubble vibration using an AM sequence.

where Ri is the signal received from emission number i, and RAM is the radio-frequency (RF) signal used
to beamform a single low resolution image in a CEUS image. By assuming that the signal scattered by the
bubble propagates linearly to the receiving element, one can take Ri “ Si and fill in the expanded signals
eq. (2.10) and eq. (2.12) in eq. (2.13):

RAM ptq “ a1 sin pω0tq `
a2
2

“

1´ sin p2ω0t`
π

2
q
‰

` a3
“3

4
sin pω0tq ´

1

4
sin p3ω0tq

‰

´ 2 ¨
”a1

2
sin pω0tq ´

a2
8

“

1´ sin p2ω0t`
π

2
q
‰

`
a3
32

“

3 sin pω0tq ´ sin p3ω0tq
‰

ı

(2.14)

“
a2
4

sin p2ω0t`
π

2
q `

9 a3
16

sin pω0tq ´
3a3
16

sin p3ω0tq. (2.15)

This reveals an interesting feature of AM imaging; all linear scattering components are canceled out, yet
the remaining signal contains energy at the emitted frequency ω0.

This result is also supported by the bubble-motion model by Marmottant et al. (2005). As an example,
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eq. (2.2) is here implemented using the physical properties of the commercial contrast agent SonoVue,
which are given in Table 2.1. SonoVue is coated with phospholipids and has a core of sulphur hexafluoride
(SF6) (Schneider 1999). The microbubble is insonified with the minor sequence of AM, given in eq. (2.6)
and eq. (2.7), and it is assumed that the emitted signal is equal to the incident pressure wave on the
bubble, so that Piptq “ Tiptq. Each emission is a 10-cycle Hanning-windowed pulse at f0 “ 2 MHz,
with peak-negative-pressure P0 “ 100 kPa. The incident waveforms on the microbubble are shown in
Fig. 2.1(a) and (b). By solving eq. (2.2) with respect to rBptq, the variation in radial movement of the
bubble wall resulting from the incident sound, is found. For each of the two incident pulses, the resulting
bubble wall movement are shown in Fig. 2.1(c) and (d). These responses are then compounded according
to eq. (2.13) to reveal the nonlinear response of the microbubble, shown in Fig. 2.2(b). For comparison,

(a) (b) (c)

Figure 2.2: The result of AM compounding the bubble responses, when (a) assuming the response is linear
and (b) response is modeled using eq. (2.2). The normalized frequency response of the bubble signal (b)
and the incident signal (Fig. 2.1(a)) are shown in (c).

Fig. 2.2(a) shows the result of compounding only the linear reflections caused by the emitted signal using
eq. (2.13). Here, it is clearly seen that the AM sequence can suppress any linear reflections from the tissue
surrounding the microbubble. The frequency content of the incident signal and of the nonlinear bubble
response are plotted together in Fig. 2.2(c). Here, it is again clear that the nonlinear content of the bubble
response contains energy at the incident frequency, as was seen in eq. (2.14).

2.2.2 Pulse inversion
It is also possible to make CEUS images using PI, although this modality is less commonly used for
SRUI. The principal aim of PI is the same as for AM; the linear component of the scattered signal must be
suppressed, while some nonlinear component is kept. In PI, the second harmonic frequency to the emitted
frequency is preserved. This is achieved by emitting two pulses of opposite polarity:

T1ptq “ P0 sin pω0tq, (2.16)
T2ptq “ ´P0 sin pω0tq, (2.17)

where P0 “ 1 for simplicity. Again, by assuming that Ii “ Ti, the resulting scattered signals can be
expanded to
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S1ptq “ a1 psin pω0tqq ` a2 psin pω0tqq
2
` a3 psin pω0tqq

3
... (2.18)

“ a1 sin pω0tq ` a2 sin2
pω0tq ` a3 sin2

pω0tq ... (2.19)

S2ptq “ a1 p´ sin pω0tqq ` a2 p´ sin pω0tqq
2
` a3 p´ sin pω0tqq

3
... (2.20)

“ ´ a1 sin pω0tq ` a2 sin2
pω0tq ´ a3 sin2

pω0tq ... (2.21)

To cancel the linear terms, the two received signals are added, and assuming Ri “ Si, this gives

RPIptq “R1 `R2, (2.22)

“ a1 psin pω0tqq ` a2 psin pω0tqq
2
` a3 psin pω0tqq

3

´ a1 sin pω0tq ` a2 sin2
pω0tq ´ a3 sin2

pω0tq

“ 2 a2 sin2
pω0tq,

“ a2

´

1´ sin p2ω0t`
π

2
q

¯

. (2.23)

Emitted
signals

(a) First emitted signal, T1ptq. (b) Second emitted signal, T2ptq.

Resulting
vibration

(c) First vibration, S1ptq (d) Second vibration, S2ptq.

Figure 2.3: The emitted signals and the resulting bubble vibration using a PI sequence.
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(a) (b) (c)

Figure 2.4: The result of PI compounding the bubble responses, when (a) assuming the response is linear
and (b) response is modeled using eq. (2.2). The normalized frequency response of the bubble signal (b)
and the incident signal (2.3(a)) are shown in (c).

As expected, here, the resulting signal contains energy at twice the fundamental frequency, while any
energy at the fundamental frequency is removed.

The theoretical explanation of PI is also supported by the Marmottant model. To demonstrate this,
the differential equation governing the vibration of the bubble wall, eq. (2.2), is applied for a SonoVue
bubble, with the parameters given in Table 2.1. The minor PI sequence, given in eq. (2.16) and eq. (2.17)
are applied with the same first emission as that used in Section 2.2.1. The two incident waveforms and the
resulting bubble vibration are shown in Fig. 2.4. The two scattered signals are compounded according to
eq. (2.22) to reveal the nonlinear response of the bubble, shown in Fig. 2.4(b). As with the AM sequence, if
only the linear response to the two emitted signals in the PI sequence are compounded, all of the energy is
canceled out, as shown in Fig. 2.4(a). The frequency content of the compounded bubble vibration resulting
from the PI sequence is shown in Fig. 2.4(c), together with the frequency content of the first emission in
the sequence. Here, it is also seen that the frequency content of the bubble response contains energy at the
second harmonic to the incident frequency.

2.3 Discussion

Utilizing the unique scattering properties of microbubbles is the foundation of both CEUS and its more
recent development SRUI. The nonlinear back-scattering from microbubbles makes it possible to remove
linear scattering from tissue and thus map out the movement of microbubble through the microvasculature.
As seen in sections 2.2.1 and 2.2.2, both AM and PI can be used to perform the cancellation of the linear
signals. In 2.13 and 2.22, polynomial expansion of the compounded scattered signals have shown that
both CEUS techniques can remove all linear scattering, demonstrating that both techniques are suitable
for SRUI. However, the two techniques offer slightly different approaches; as seen in Fig. 2.2(c) and
2.4(c), the PI method cancels out all energy at the incident frequency, while the AM method preserves the
nonlinear component at the incident frequency. The peak in the frequency content of the PI signal lays at
the second harmonic to the incident signal. Thus, when using PI to perform CEUS imaging, a matched
filter for the second harmonic should be used before beamforming. Using PI demands that the transducer
has a bandwidth wide enough to effectively receive the second harmonic frequency. This limitation might
explain why few recent publications on SRUI have opted to use PI.



CHAPTER 3
Capacitive micromachined ultrasonic

transducers
This chapter introduces a three-pulse AM sequence and gives theoretic proof that its performance is
unaffected by the nonlinear emissions from CMUTs. The performance of the three-pulse AM is then
investigated experimentally. The theory and results presented in this chapter are based on Paper 4 and
Paper 5.

CMUTs consist of a substrate etched with a distribution of small micrometer sized cavities. A few
micrometers thick plate is suspended on top of the substrate and the plate can be set in motion by applying
a time-varying voltage potential across the gap. The resulting electrostatic force vibrates the plate, making
the CMUTs emit a sound pressure wave. The electrostatic force vibrating the plate is dependent on the
applied voltage as

Fel “
1

2
ε0Ael

V 2

phgap ´ ηq2
, (3.1)

where ε0 is the permittivity of vacuum,Ael is the surface area of the CMUT cell, η is the static displacement
of the CMUT cell membrane (Novell et al. 2009). In addition to the AC voltage, a DC voltage is applied
across the cell gap to increase its sensitivity (Jin et al. 2001). Thus, the applied voltage, V , consists of two
components;

V “ VAC ` VDC (3.2)

The sound wave emitted by the CMUT cell depends on the displacement of the cell (Kinsler et al. 1982),
which can be modeled as a damped mass-spring system;

m:η ` δ 9η ` κη “ ´Fel. (3.3)

where m is the system mass, δ is the system damping, κ is the system stiffness, and the first and second
derivative with respect to time is denoted as 9η and :η, respectively (Lohfink and Eccardt 2005). Analytic
evaluation of this nonlinear differential equation is not straight forward, but several authors have studied
the relationship numerically (Certon et al. 2005; Lohfink and Eccardt 2005; Meynier et al. 2010). It has
been shown that the emitted sound pressure from CMUTs contain harmonics to the applied excitation
frequency (Lohfink and Eccardt 2005; Novell et al. 2009). Moreover, the amount of harmonic distortion
caused by the CMUT is proportional to the applied AC voltage (Novell et al. 2008). This poses a great
challenge to SRUI using CEUS techniques, because, as was described in Chapter 2, these techniques
require that the amplitude or polarity of the applied AC voltage varies between the emissions in the minor
sequence. Thus, since the emissions in the minor sequence do not contain the same spectral content
when using a CMUT, it will not be possible to eliminate linearly scattered components from the resulting
image. This undermines the key quality of CEUS imaging, and some therefore claim that CMUTs cannot
be used for CEUS imaging (Martin et al. 2014). However, Fouan and Bouakaz (2016) have proposed
an alternative to conventional AM which is designed to overcome the nonlinearity of the CMUT. They
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proposed that instead of making the halved emission by lowering the excitation amplitude, an emission of
half the amplitude can be created by using only every second element. Thereby, the same AC voltage is
applied to each element, and the amount of harmonic distortion is constant.

The theory of the three-pulse AM sequence will be presented in Section 3.1. This includes a theoretic
proof that three-pulse AM imaging with a CMUT is attainable, despite the emission of harmonics, using
the same bubble acoustics theory as in Section 2.2.1. Section 3.2 will then present experimental results,
quantifying the performance of the three-pulse sequence using a CMUT and comparing it to two-pulse
AM and PI, as well as three-pulse AM using a PZT transducer.

3.1 Theory: Three-pulse amplitude modulation

The minor sequence of the alternative AM proposed by Fouan and Bouakaz (2016) consists of three
excitation, and is therefore here referred to as the three-pulse AM sequence. Fouan and Bouakaz (2016)
demonstrates that the sequence outperforms the conventional AM and PI sequences at a particular applied
AC voltage, using both hydrophone recordings and quantification of CTR of CEUS images of microbubles.
Here follows a derivation of a theoretical proof of the effectiveness of the sequence by applying the
polynomial expansion technique by Eckersley et al. (2005), previously introduced in Section 2.2. The
derivation is also presented in Section 2 and the Appendix of Paper 5, but it is repeated in full here, using
the same nomenclature as in the introduction of the conventional CEUS techniques presented in Section
2.2.

Let the time-varying voltage applied to the CMUT during the minor sequence be

VACptq “ V0 sin pω0tq, (3.4)

where V0 is the voltage amplitude and ω0 is the applied angular frequency. The resulting transmitted signal
depends on the electrostatic force applied to the CMUT cells and is known to contain the applied frequency
content, as well as harmonics. This can be described as

Tiptq “ αi, h“1 sin pω0tq `
8
ÿ

h“2

αi, h sin phω0t` φhq,

#

h P Z,
αh P R,

(3.5)

“ pLptq `
8
ÿ

h“2

pHptq (3.6)

Here, the index h gives the harmonic number, αh is the pressure amplitude of each harmonic, and φh is
the phase of each harmonic. This notation is applicable to emitted signals containing all or some of the
harmonics to the fundamental frequency, since the amplitude, αh, can be any real number, including zero.
A compact form of eq. (3.5) is given in eq. (3.6) for convenience when using the emitted pressure wave in
further algebraic expressions. Here, pL is the linear part of the signal and pH contains the harmonics.

3.1.1 Amplitude modulation using a CMUT
To cancel the linearly scattered terms using the three-pulse AM sequence, an alternative form of eq. (2.13)
is used;

RAM “ R1 ´R2 ´R3 (3.7)

where Ri is the signal received from emission number i. Here, it will be shown that this compounding
removes linearly scattered signals despite the nonlinear emission from a CMUT. This mathematical proof
is the same as that presented in the appendix of Paper 5.
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When using the three-pulse AM sequence with a CMUT, the 3 emissions can be expressed as

T1ptq “ α1,1 sin pω0tq `
8
ÿ

h“2

αh sin phω0t` φhq, (3.8)

T2ptq “ 0.5

«

α1,1 sin pω0tq `
8
ÿ

h“2

αh sin phω0t` φhq

ff

, (3.9)

T3ptq “ 0.5

«

α1,1 sin pω0tq `
8
ÿ

h“2

αh sin phω0t` φhq

ff

. (3.10)

The factor of 0.5 in T 2 and T 3 occurs because only half the elements in the active aperture have been
employed for these emissions. Considering an active aperture of elements numbered from 1 to Esub,
the first halved emission uses the odd numbered elements, whereas the second halved emission uses the
even numbered elements. Accordingly, in eq. (3.9) the factor 0.5 is produced by using the odd numbered
elements, while in eq. (3.10) it is caused by using the even numbered elements. If assuming that the
propagation in the image medium is linear, the 3 emitted signals will be incident on the microbubbles
and scattered nonlinearly. As shown in eq. (2.8), the scattered signal by microbubbles can be expressed
as a polynomial expansion of the incident signal (Eckersley et al. 2005). Thus, the combination of the 3
received signals can be expressed as

RAM “a1T1 ` a2T1
2
` a3T1

3
´ a1T2 ´ a2T2

2

´ a3T2
3
´ a1T3 ´ a2T3

2
´ a3T3

3
(3.11)

The compact form of eq. (3.8) - eq. (3.8) is substituted in to give

RAM “ a1

˜

pL `
8
ÿ

h“2

pH

¸

` a2

˜

pL `
8
ÿ

h“2

pH

¸2

` a3

˜

pL `
8
ÿ

h“2

pH

¸3

´ a1

˜

0.5pL ` 0.5
8
ÿ

h“2

pH

¸

´ a2

˜

0.5pL ` 0.5
8
ÿ

h“2

pH

¸2

´ a3

˜

pL `
8
ÿ

h“2

pH

¸3

´ a1

˜

0.5pL ` 0.5
8
ÿ

h“2

pH

¸

´ a2

˜

0.5pL ` 0.5
8
ÿ

h“2

pH

¸2

´ a3

˜

pL `
8
ÿ

h“2

pH

¸3

(3.12)
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Canceling terms and expanding the parenthesis gives

RAM “ 0.5 a2 pL
2 ` 0.5 a2

˜

8
ÿ

h“2

pH

¸2

` a2 pL

˜

8
ÿ

h“2

pH

¸

` 2.25 a3 pL

˜

8
ÿ

h“2

pH

¸2

` 2.25 a3 pL
2

˜

8
ÿ

h“2

pH

¸

` 0.75 a3

˜

8
ÿ

h“2

pH

¸3

` 0.75 a3 pL
3

(3.13)

Then, pL and pH are replaced by the long form of eq. (3.8) - eq. (3.10), where α1 ,1 is set to 1 for simplicity;

RAM “ 0.5 a2 sin pω0tq
2
` 0.5 a2

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸2

` a2 sin pω0tq

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸

` 2.25 a3 sin pω0tq

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸2

` 2.25 a3 sin pω0tq
2

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸

` 0.75 a3

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸3

` 0.75 a3 sin pω0tq
3
.

(3.14)

Finally, the last term of eq. (3.14) is expanded to give

RAM “ 0.5 a2 sin pω0tq
2
` 0.5 a2

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸2

` a2 sin pω0tq

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸

` 2.25 a3 sin pω0tq

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸2

` 2.25 a3 sin pω0tq
2

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸

` 0.75 a3

˜

8
ÿ

h“2

αh sin phω0t` φhq

¸3

´ 0.1875 a3 sin p3ω0tq ` 1.5 a3 sin pω0tq.

(3.15)
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It can be seen here, as in eq. (2.14), that no linear scattering coefficients remain, yet, the last term of
eq. (3.15) contains energy at the emitted frequency, ω0. From this, it can be concluded that the inclusion
of the emitted harmonics has not hampered the ability to cancel linearly scattered terms.

3.2 Contrast enhancement imaging using a CMUT

The theoretic derivation in Section 3.1 shows that CEUS imaging using a CMUT is attainable if the
appropriate sequence is used. The application of different sequence designs for CEUS imaging using a
CMUT has been studied in Paper 4 and Paper 5 using a 4.8 MHz CMUT produced by Diederichsen (2020).
The studies were conducted using a 1D transducer, for simplicity, but the findings are fully transferable to
3D SRUI.

Firstly, the contrast-enhancement using a two-pulse AM and PI was compared to B-mode imaging at
different applied voltages, in Paper 4. Secondly, the three-pulse sequence proposed by Fouan and Bouakaz
(2016) was applied, and its performance was compared to the two-pulse AM sequence and B-mode, in
Paper 5. The results from these measurements are presented in Section 3.2.1 and 3.2.2, respectively. In
addition to examining the choice of the appropriate minor sequence, these measurements investigate the
effect of changing the voltage applied to the CMUT. Increasing the applied voltage leads to more harmonic
distortion of the emitted signal (Novell et al. 2009). It is hypothesized that these harmonics will degrade the
contrast enhancement attainable with PI, but that the contrast-enhancement achieved with the three-pulse
AM sequence is independent of the amount of harmonic distortion.

3.2.1 Methods and results: Two-pulse amplitude modulation and pulse inver-
sion

The CTR of CEUS images acquired with a 1D CMUT was studied at different applied AC voltages. Images
were acquired of a microflow phantom where diluted SonoVue microbubble contrast agents flowed through
a 3D printed channel phantom, which was placed on top of a block of tissue-mimicking material. The
minor sequence consisted of three emissions, with positive, half, and negative pressure amplitude, as given
by eq. (2.6), eq. (2.7), and eq. (2.17), respectively. The half amplitude scaling of the second emission was
made by only employing every second element in each sub-aperture. B-mode images were beamformed
using the positive emission, two-pulse AM images were beamformed after applying eq. (2.13) using the
positive and half-amplitude emissions, and PI images were beamformed after applying eq. (2.22) using the
positive and negative amplitude emissions. The CTR was calculated using eq. (2.5) by taking the power
from a region around the channel to be PB , and the power from a region in the tissue-mimicking phantom
to be PT . The CTR was calculated for the two-pulse AM images, PI images, and B-mode images. At each
applied voltage, the resulting peak-negative-pressure (PNP) was recorded using a hydrophone. Further
descriptions of the experimental equipment, set-ups and methods are given in Paper 2. The resulting
variation in CTR with PNP is given in Fig. 3.1

During the acquisition of the CEUS images, it was observed that the CMUT probe was sensitive to
external noise sources. When other equipment in the laboratory was operating, prominent noise arcs
occurred in the CEUS image, especially when the transducer was operated at low VAC values. Fig. 3.2
shows an example of a two-pulse AM image of the microflow phantom without infusion of SonoVue,
collected at VAC “ 24 V. In the image, the top and the bottom of the phantom can be seen as straight
lines, and a number of arcs occur throughout the image. It is likely that these arcs occur because of
electromagnetic inference noise on the receive channels. Such noise would occur simultaneously on all
channels, and will therefore look like arcs in the beamformed image. It was also observed that the arc
positions shifted seemingly randomly through consecutive image acquisitions. While the frames used to
calculate the CTR presented in Fig. 3.1 were collected, all equipment in the laboratory that was not in use
was turned off, and the images were visually inspected to rule out significant noise inference. However,
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Figure 3.1: The CTR of images of a microflow phantom infused with SonoVue acquired using a CMUT.
The variation with peak-negative-pressure is induced by varying the applied VAC . Both the AM and the PI
imaging are performed with two pulses in the minor sequence. The shaded areas indicate ˘ one standard
deviation.The figure is moderated and reprinted from Paper 4.

one cannot conclude that electromagnetic noise pollution, even from the ultrasound scanner itself, has not
corrupted the images to some degree.

3.2.2 Methods and results: Tree-pulse amplitude modulation
Quantification of CTR was also done in Paper 5, where the contrast-enhancement achieved by two-pulse
AM and three-pulse AM images made using a CMUT were compared. In addition, the same quantification
was performed using a PZT probe with equivalent design specifications as the CMUT. This gives reference
values, where the emitted signal harmonics are not affected by the applied voltage. The method used
to make the quantification of CTR are given in Sections 3.1 - 3.3 of Paper 5, and descriptions of the
measurement of the corresponding PNP are given in Section 3.4 of Paper 5. The minor sequence used was
the three-pulse AM emissions defined in eq. (3.8) to eq. (3.10). Three-pulse AM images were beamformed
after applying eq. (3.7), two-pulse AM images were beamformed after applying eq. (2.13), and B-mode
images were beamformed from the first emission in the minor sequence. The CTR of both the three-pulse
AM images, two-pulse AM images, and B-mode images was quantified at varying VAC values, applied to
both the CMUT and the PZT transducer. The resulting variation in CTR with the
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Figure 3.2: An example of a noisy two-pulse AM image of the microflow phantom, without contrast agents,
collected with the CMUT.

Figure 3.3: Variation in CTR as the applied VAC to the PZT transducer and CMUT is varied. The variation
is plotted as a function of the resulting emitted PNP. The figure is reprinted from Paper 5.
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Figure 3.4: Variation in CTR of three-pulse AM images and B-mode images as the VAC applied to a CMUT
was varied. The figure is reprinted from Paper 5.

corresponding emitted PNP is plotted in Fig. 3.3.
As shown in eq. (3.15), the theoretic derivation of the combined received signals from the three-pulse

AM sequence shows that the emitted harmonics does not hamper the cancellation of the linearly scattered
signals. To validate this, in Paper 5, the CTR of the images collected with the CMUT are also plotted as a
function of the applied VAC , as shown in Fig. 3.4. Here, it is seen that the difference between the CTR of
the CEUS images and the B-mode images does not decline as VAC increases.

3.3 Discussion

The CTR of the acquired CEUS images shown in Fig. 3.1 and Fig. 3.3 demonstrate that the three-pulse
AM sequence is superior to both the two-pulse AM and the PI sequence. While the PI sequence has
resulted in a reduction in contrast, as compared with the CTR of the B-mode images, the two-pulse AM
sequence achieves a minor improvement in contrast. In Fig. 3.3, the two-pulse AM sequence obtains
an average of 9.1 dB improvement in the CTR across the applied voltages, compared with the B-mode.
On the other hand, the three-pulse AM sequence achieves an improvement of 35.3 dB, and is clearly the
preferable minor sequence when using a CMUT for CEUS imaging. However, this introduces a third
emission in the minor sequence, which in turn decreases the frame rate. This is an inconvenience for SRUI,
which is restricted by a long acquisition time. Yet, the increase in contrast attained with the three-pulse
AM sequence outweighs this drawback, as contrast enhancement and removal of the signal scattered by
the tissue is a key component of making in vivo imaging of microbubbles possible. The difference in
performance of the two-pulse and three-pulse AM sequence can be explained by the choice of transmitting
elements used to compose the images. When using only two emissions in the minor AM sequence, the
signals which are subtracted in eq. (2.13) are transmitted on only some of the elements in each sub-aperture.
When using three emissions, the signals which are subtracted in eq. (3.7) are in total transmitted on all
elements in each sub-aperture. For two-pulse AM this means that the first emission and the subtracted
emission do not contain the same transmitting elements, and this can result in poor cancellation of the
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linear components in the received signal, if the performance of the emitting elements are not perfectly
similar. On the other hand, any differences in the performance of the emitting elements will not affect
the cancellation of linear terms for the three-pulse AM sequence, because the signals transmitted on all
elements are subtracted from the signal transmitted on the same elements.

The reason why three-pulse AM imaging with as CMUT is superior to PI is because its contrast
enhancement is unaffected by the emission of harmonics from the transducer. This has been shown both in
eq. (3.15), as previously discussed, and in Fig. 3.4. Here, the difference between the CTR of the CEUS
images and the B-mode images does not decline as the VAC increases, despite the increase in emitted
harmonic content this leads to (Novell et al. 2008). This happens regardless of the decline in the CTR of
the three-pulse AM images, which is caused by a decrease in the scattered power from the microbubbles,
due to rupturing, diffusion, or fragmentation (Chomas et al. 2001; P. Dayton et al. 1999; Thomas et al.
2012).

Moreover, comparison of the CTR of the three-pulse AM images acquired with the CMUT and the
PZT transducer show a comparable performance. In the region in Fig. 3.3 where both transducers produce
the same PNP, the difference between the CTR of the tree-pulse AM images and the B-mode images is
49.9 dB for the PZT transducer and 37.4 dB for the CMUT. As discussed in Paper 6, the difference in
contrast enhancement between the two probes could be attributed to the CMUT’s lower SNR. This is
likely caused by insufficient shielding. The production of the CMUT probe is described in Chapter 8 of
Diederichsen (2020), where the probe is referred to as Tabla VI. The production of the probe is part of a
research project on probe assembly, and it is therefore not expected that the performance of the probe is
comparable to commercial grade probes, such as the PZT transducer used in Paper 5. Diederichsen (2020)
explains that an aluminized polymer foil is included in the transducer to provide electromagnetic shielding.
The thickness of the foil was chosen as a compromise between the acoustic performance of the probe and
the shielding ability of the foil.

The variation of CTR in Fig. 3.3 also indicates the optimal pressure to use for SRUI. The back-
scattering ability of microbubbles is dependent on the incident pressure, and affects both the amplitude
and the spectral content of the signal received by the ultrasound probe (Marmottant et al. 2005). When
interpreting CTR it is important to keep in mind that when applied to B-mode images, the fraction seen in
eq. (2.5) is comprised of the total scattered powers, whereas when eq. (2.5) is applied to CEUS images,
only the components of the powers which remain after compounding the pulses of the minor sequence are
included, and this will be dominated by nonlinear back-scattering from the microbubbles. Also, CTR is a
ratio of two powers, therefore, when CTR increases with pressure this indicates that the rate at which PB
grows is higher than for PT . Thus, the maximum observed CTR indicates at what incident pressure the
nonlinear back-scattering from the microbubbles is high, while the annihilation of power from the tissue
is also high. This can be seen in Fig. 3.3, where the CTR first increases with PNP, before decreasing at
higher PNPs. At lower pressures, the increase in CTR is due to the increase in nonlinear response from the
microbubbles with applied PNP (de Jong et al. 2009; Marmottant et al. 2005). At higher pressures the
microbubbles are disrupted by the incident pressure (Chomas et al. 2001; P. Dayton et al. 1999; Thomas
et al. 2012) and, as discussed in Paper 5, the annihilation of power is inhibited by nonlinear propagation in
the image medium. Therefore, an optimal pressure for SRUI excists, and in Fig. 3.3 this occurs between
100 kPa to 200 kPa. This corresponds to a mechanical index of 0.01 to 0.05, which is within the range
suggested for CEUS by M. X. Tang et al. (2011).

The findings of Paper 4 and Paper 5 show that CEUS imaging with a CMUT is possible, despite the
nonlinear emission from the transducer, if the appropriate minor sequence is chosen. This further reinforces
that using CMUT technology of volumetric SRUI imaging is appropriate. Seemingly, the only notable
drawback found in Paper 5 is the SNR of the transducer. Having a high SNR is a vital for SRUI, because
fewer bubbles can be localized if the noise level is high (Christensen-Jeffries et al. 2020). Therefore, when
designing a CMUT RCA for volumetric SRUI, care should be taken to design adequate noise shielding.
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CHAPTER 4
Imaging using row-column addressed

arrays
This chapter introduces beamforming using RCAs and presents beamformed PSFs to validate the author’s
implementation of the beamforming theory. The chapter also goes through the conditions of the physical
RCAs which were available for study during the development of this PhD thesis.

In the past decades, using RCAs for volumetric ultrasound imaging has emerged as a viable alternative
to the more conventional 2D arrays, such as fully populated matrix arrays and sparse matrix arrays
(Christiansen et al. 2015; Démoré et al. 2009; Morton and Lockwood 2003; Rasmussen et al. 2015;
Sampaleanu et al. 2014; Yen et al. 2009). Volumetric imaging offers the clinician access to more
information at a single time instance, and when applied to SRUI, it solves some fundamental issues posed
by the technique, namely inaccurate positioning, and out-of-plane movement of the microbubbles and tissue.
However, to successfully use an RCA for SRUI, it is vital that the collected frames have been beamformed
correctly. Beamforming RF channel data acquired using an RCA requires careful consideration of the
transducer geometry. In conventional DAS beamforming for 2D imaging, the transmitting and receiving
elements are commonly though of as point-sources when calculating the TOF used in eq. (1.1). However,
Rasmussen et al. (2015) showed that this introduces significant phase errors for RCAs, which in turn will
lead to geometrical distortion of the beamformed image. Instead, Rasmussen et al. (2015) suggests that
the emissions from a row or column element should be thought of as a line source. This means that the
emitted wave is cylindrical, and as illustrated in Fig. 4.1, it appears as a plane wave in the plane laying
along the emitting element and as a circle in the plane orthogonal to the element. In Fig. 4.1, the emitting
element is referred to as a column element, and throughout this thesis the relationship between the element
geometry and the coordinate system is defined as:

(a) (b)

Figure 4.1: Illustrations of the shape of the emitted wavefront from a column element, (a) in a plane
orthogonal to the emitting element and (b) in the plane along the emitting element.
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Definition 4.1: A column is an emitting element, and the length of the column lays
along the y-axis.

Definition 4.2: A row is a receiving element, and the length of the row lays along the
x-axis.

Correct implementation of this geometry in the calculation of τ will be especially important when a
diverging lens is added in front of the RCA, which will be the topic of Chapter 6 and 7.

Rasmussen et al. (2015) presents a method for calculating τ for a sequence with focused emissions.
In Section 4.1, the technique for calculating τ using the geometry suggested by Rasmussen et al. (2015)
is described for defocused emission and dynamic receive focusing. In Chapter 7, this geometry and
methodology will be expanded on to describe the calculation of the transmit TOF for a lensed RCA.
Therefore, to first validate that the geometry of an unlensed RCA has been implemented correctly, the
theory is used to beamform an example PSF in Section 4.2.

4.1 Theory: Beamforming using a row-column array

The basic principle of DAS beamforming, introduced in Chapter 1, is also applied when beamforming RF
signals produced by an RCA. Since the elements are elongated, when using a SA sequence the VS is a
line. Following the methodology presented by Rasmussen et al. (2015), for an defocused emission, the
transmit DOF is found using the shortest distance between the VS line and the image voxel. Fig. 4.2(a)
illustrates the distance between a VS line and an image point, and this distance is referred to as dVS )P.
The VS line is defined by the points A and B and lays at z “ zvs. The shortest distance between this line
and the image point, P is

dVS )P “
‖pA´ Bq ˆ pB´ Pq‖

‖A´ B‖ , (4.1)

where ˆ denotes the cross-product, and ‖ ‖ denotes the Euclidean norm (Rasmussen et al. 2015; Stuart
et al. 2019). The DOF used to calculate the TOF is thus

DOFtx “ dVS )P ´ zvs. (4.2)

When receiving the sound on the RCA, the same principle is applied; the DOF is given by the shortest
distance between the image point and the mid-line in the receiving element. This line is defined by its
end-points, C and D, as shown in Fig. 4.2(b), and the DOF is given by

DOFrc “
‖pC´ Dq ˆ pD´ Pq‖

‖pC´ Dq‖ . (4.3)

Thus, eq. (1.2) can be applied to give the total TOF, and eq. (1.1) can be used to beamform the image pixel.

4.2 Simulation: Beamforming a PSF using a row-column array

The derivation of τ , presented in Section 4.1, was implemented in MATLAB® so that RF channel data
from an RCA can be beamformed. This implementation is made to validate the interpretation of the
beamforming theory presented by Rasmussen et al. (2015), and is an important initial step towards
calculating the TOF from a lensed RCA, which will be further discussed in Chapter 6 and 7.

4.2.1 Simulating RF data
The RF data channel received on the 62 + 62 element RCA were simulated using Field II (Jensen 1996).
Details on the transducer are given in Table 4.1. The single element SA sequence with 62 emissions



4.2. Simulation: Beamforming a PSF using a row-column array 31

(a) Illustration of the shortest distance between the VS line and the image point, P. The end-points on the VS line are
given by A and B, and the vector between B and P is illustrated as a dotted line.

(b) Illustration of the shortest distance between the image point and the receiving column element.

Figure 4.2

proposed by Bouzari et al. (2019) was implemented. Each emission utilizes one transmitting column
element, and no transmit delay is applied. The sequence slid across the transducer, so that each element
emitted once. A scatterer was placed at px, y, zq “ p0, 0, 20 mmq and for each transmission from a VS,
the resulting RF data received on all row elements was simulated.

4.2.2 Beamformation
The simulated RF data was beamformed using scripts implemented both by the author and by Rasmussen
et al. (2015), with their permission. To implement the beamformation script, the theory presented in
Section 4.1 was used to calculate the TOF to and from all points in two 4 mmˆ12 mm image grids around
the scatterer, placed both along the x- and along the y-axis. For each transmission, eq. (1.1) gave the
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pixel intensity of each image point in the LRI. To calculate the weights used in eq. (1.1), the dynamic
apodization scheme proposed by Stuart et al. (2019) was implemented with a receive F-number of 1 and
Hanning window weights. Finally, the beamformed LRI were combined to form the HRI, according to
eq. (1.6), and a Hilbert transform was used to find the envelope. The same image points and apodization
scheme was used when beamforming the RF data using the script by Rasmussen et al. (2015).

4.2.3 Results: PSFs
The beamformed images of the point-scatterer are shown in Fig. 4.3. The FWHM of these PSFs have been
calculated using Definition 2.1, and were found to be 0.86 mm in the x-z plane and 1.35 mm in the y-z
plane. The FWHM was identical for Fig. 4.3(a) and Fig. 4.3(c), as well as for Fig. 4.3(b) and Fig. 4.3(d),
and visually the plots confirm that the two beamforming implementations have produced the same result.
As seen in 4.3(b), as expected, the weighting applied in the dynamic receive apodization scheme has
increased the width of the main lobe (Szabo 2004) and decreased the energy in the side-lobes. And since
apodization weights have not been applied to the transmit events this has resulted in an anisotropic PSF
and significant side-lobes in the x-z plane. These side-lobes stem from edge-waves off of the transmitting
array (Szabo 2014) and could have been reduced by applying a synthetic apodization weight to each LRI
before summation to a HRI (Schou 2020). The FWHM predicted by the theoretical estimate in eq. (2.4)
was 0.71 mm for this transducer and sequence. This is lower than the FWHMs of the simulated PSFs
because the equation does not account for the effect of apodization weights or variation in the spatial
impulse response on the size of the PSF.

(a) (b)

(c) (d)

Figure 4.3: Simulated PSFs of the unlensed 62 + 62 element RCA, using a single column transmission SA
sequence. Fig. (a) and (b) are beamformed using the author’s implementation, while Fig. (c) and (d) have
been beamformed using the implementation by Rasmussen et al. (2015).
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4.3 Using prototype RCAs

Several RCAs have been used for simulations and measurements through the development of this thesis. In
Table 4.1, the dimensions and defining parameters of the RCA are presented for those transducers which
have been used to produce results presented in this thesis.

Number of elements 62 + 62 62 + 62 94 + 94 128 + 128
Technology PZT CMUT CMUT PZT
Center frequency 3 MHz 3 MHz 4.5 MHz 6 MHz
Kerf 25 µm 25 µm 5 µm 20 µm
Pitch 270 µm 270 µm 180 µm 200 µm
Length of physical
apodization region

4.05 mm 4.05 mm 2.7 mm None

Element length 24.84 mm 24.84 mm 22.315 mm 25.6 mm

Table 4.1: Geometry and defining parameters for the RCAs used to produce the results presented in
this thesis. Throughout the thesis, the RCAs are referred to by their respective number of elements and
technology type.

Part of the challenge of studying super-resolution imaging using RCAs lays inherent in the transducer
hardware itself; during this PhD all of the available transducers were prototypes. Therefore, in addition to
researching the theory and algorithms needed to create 3D super-resolved images, some issues caused by
the manufacturing of the hardware itself have also been met. The fabrication of RCAs is complex and
the techniques lay at the current forefront of science (Grass et al. 2019; Grass et al. 2020; Havreland et al.
2019a) Therefore, mass-production of RCAs has not yet occurred, and during this study, the supply of fully
functional arrays has been limited. Moreover, unexpected faults in the available RCAs has been uncovered
throughout their usage, and to some extent correctly identifying these problems has been a study in itself.
Four prototype RCAs were attempted used in this PhD, and here follows a brief summary of some of the
issues which were encountered.

The 62 + 62 PZT RCA, used by the author in Paper 2 and Paper 3, was manufactured in 2015 and
characterized in its original state by Engholm et al. (2018b). And, as expected, its functionality has
declined over time. In Fig. 4.4 the RF signals captured on both row and column elements from a single
emission onto a wire phantom is shown in two versions. Fig. 4.4(a) and (b) are captured in May 2019 and
4.4(c) and (d) are captured in August 2019. Vertical lines in the images indicate that an element is not
correctly receiving the incoming signal, and the number of malfunctioning elements drastically increases
from May to August. Moreover, hydrophone recording of the transmitted signal from the array revealed
another debilitating defect; when emission from a constant VS was repeated, the power of the signal
received on a hydrophone placed beneath the transducer varied dramatically at a seemingly random pace.
The cause of this issue is not known. The variation makes the transducer unsuitable for CEUS imaging,
which relies on consecutive emissions having scalable output.

A prototype 62 + 62 CMUT RCA (Christiansen et al. 2015) was also available for testing. The
transducer was used to procure the needed hardware, such as DC power supplies and appropriate adapters,
for using a CMUT RCA with the synthetic aperture real-time ultrasound system (SARUS) (Jensen et al.
2013). However, using the transducer to produce SRU images proved challenging, as the transducer
is excessively susceptible to picking up electromagnetic noise from external sources. To uncover this
issue, the SARUS was programmed to receive signal from the transducer while it was not emitting any
power. Fig. 4.5 shows an example of the resulting data while the transducer was held next to a flow pump
which was running. Significant noise spikes can be seen in the data, and, unfortunately, such noise was
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(a) (b)

(c) (d)

Figure 4.4: RF signal received on all elements from a single emission onto a wire phantom with two wires.
Fig. (a) and (b) were captured in May 2019, while Fig. (c) and (d) were captured in August 2019. Re-printed
from Jørgensen (2019), with permission.

detrimental to the transducers SNR, rendering it unfit for further use.
The susceptibility of a transducer to include noise on the recorded signal can limit its applicability

to SRUI. The SNR affects the precision of localization of microbubbles, and, therefore also the ultimate
resolution of the SRU images the probe can produce. Both the 62 + 62 CMUT RCA and the linear CMUT
used in Paper 2 and Paper 3 have been shown to suffer from noise pick-up. In the case of the linear CMUT
this was shown by measurement and calculation of its SNR in Paper 3. Generally, CMUTs are slightly
more prone to noise than PZT transducers due to the particularities of their design. CMUTs commonly
have a pre-amplifier inside its transducer body (Engholm et al. 2015). It is placed here to reduce effects
of parasitic capacitance on the cable between the receiving elements and the pre-amplifier (Bhuyan et al.
2013). This means that if electromagnetic inference noise is picked up by the receivers, it will be magnified
more in a CMUT than in a PZT transducer. The receive circuitry is protected from input inference noise by
shielding around the transducer, but, as previously mentioned, the thickness of the shielding foil in front
of the active aperture introduces a trade-off between the effectiveness of the shielding and its acoustic



4.3. Using prototype RCAs 35

Figure 4.5: The RF data received on the 62 + 62 element CMUT RCA while it was not emitting any power.
Spikes in the data are cause by noise pick-up from a nearby flow pump.

transparency (Diederichsen 2020). Moreover, the CMUTs used in this study were all designed and built as
part of university research (Christiansen 2015; Diederichsen 2020; Engholm 2018), and it is therefore not
expected that their noise performance is comparable to those of commercially developed transducers.

A flat 94 + 94 CMUT RCAs was produced in the development of the lensed RCA presented by
Engholm et al. (2018). The bottom electrode of these transducers are known to suffer from high resistivity
along the elements (Havreland et al. 2019b), and can therefore not be used for pulse-echo imaging. Yet,
not all hardware faults make the transducer completely unusable. The top electrode of the transducers
have adequate resistivity and the transducer was thus used to study the transmitted field from lensed RCAs,
discussed in Section 7.4.2.

Finally, a commercially produced 128 + 128 PZT RCA became available for study at the end of this
PhD project. It does not have any integrated apodization on the elements, and according to Rasmussen
et al. (2015), without integrated apodization, the transducer will suffer from edge effects. Even so, the
transducer was the only available RCA with pulse-echo capacity, and it was therefore used during the
study of transmission through a lensed RCAs in Chapter 7, in the hopes that this work will in the future be
developed to also include refraction though the lens while receiving.
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CHAPTER 5
3D super-resolution ultrasound

imaging
This chapter presents 3D SRUI of a 3D printed microflow phantom, based in Paper 2 and Paper 3. The
chapter discusses validation of the SRU images using the known dimensions of the phantom, as well as the
definition of super-resolution.

3D volumetric imaging is a welcome improvement of SRUI, and as discussed in Chapter 1, the
volumetric imaging addresses some of the main limitations of SRUI, such as out-of plane motion, 3D
bubble tracking, and the slice thickness caused by the elevation focus. Volumetric visualization of SRU
images was first achieved by Lin et al. (2017) and Zhu et al. (2019) by mechanically translating a 1D array
across the imaged volume. Although this approach produces volumetric information about the imaged
vasculature, the images still suffer from the aforementioned limitations, since the volume is stitched
together from many 2D images. Christensen-Jeffries et al. (2017) created 3D SRU images using a pair
of orthogonal 1D arrays. This was one of the first demonstrations of 3D SRUI, before the publication
of Paper 2 (Jensen et al. 2019), where volumetric SRUI of a microflow phantom was presented. Since,
volumetric SRUI has been demonstrated using a fully populated matrix array (Heiles et al. 2019) and a
sparse matrix array (Harput et al. 2020), both presenting images of phantoms. And Chavignon et al. (2020)
presented 3D in vivo ULM images of a rat brain, using a multiplexed matrix array, but did not discuss
weather these images were super-resolved.

Chavignon et al. (2020) attempted to validate the imaged structures by comparing the ULM images
with high resolution micro-computed tomography images of the rat brain. Although visual inspection of the
images reveal similarities, quantitative validation could not be achieved. Similarly, several of the authors
who presented SRUI of flow phantoms used merely estimates of the internal dimensions of the phantom in
an attempt to validate the performances of their SRU imaging (Christensen-Jeffries et al. 2017; Harput et al.
2020; Heiles et al. 2019). Currently, Paper 2 and Paper 3 are the only demonstrations of 3D SRUI where
true knowledge of the grown-truth of the imaged structure is known. This was achieved by using a 3D
printed micro-flow phantom. Using a 3D printed microflow phantom enables quantitative validation of the
SRUI, because both the inner dimensions of the imaged vasculature and its precise location is known. This
is not attainable with other commonly used methods, such as cellulose tubes (Christensen-Jeffries et al.
2017) and chicken embryos (Huang et al. 2019). As was specified in Section 1.4, the author’s contributions
to Paper 2 and Paper 3 was the development of the experimental set-up using the 3D printed phantom, and
this will therefore be the focus in this chapter.

5.1 3D super-resolution imaging of a microflow phantom

This section is based on Paper 2 and Paper 3, which demonstrated 3D SRUI using a 62 + 62 element
PZT RCA. The probe was used to image a 3D printed microflow phantom, which was designed and
manufactured explicitly for the purpose of 3D SRUI by Ommen (2020). The method used to produce and
validate the 3D SRU images are outlined in Section 5.1.1. The resulting SRU images and their quantitative
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validation are presented in Section 5.1.2, before the results are discussed in Section 5.1.3. Here, further
work on the design of 3D printed microflow phantoms for validation of SRUI is also discussed.

5.1.1 Methods: 3D super-resolution imaging
To demonstrate SRUI in 3D, first, a functional phantom set-up had to be designed. A flow phantom was
3D printed using stereolithography (Ommen et al. 2018), similarly to the phantom used in Paper 5. The
microflow phantom, seen in Fig. 5.1(a), was designed to have an internal flow channel which bends twice
to give an internal 3D vessel structure. The internal dimensions of the phantom are given in Fig. 5.1(b).
The phantom was placed in a water bath and fastened on top of an acoustically absorbing mat using a brace.
The inlet of the phantom was connected with a flow pump which pumped a flow of SonoVue microbubbles
diluted 1:10 with NaCl solution into the phantom. The 62 + 62 element RCA was fastened directly above
the phantom. The dimensions of the probe are given in Table 4.1 in Chapter 4.

(a) (b)

Figure 5.1: Photo (a) and illustration (b) of the microflow phantom.

Care was taken to decide an appropriate flow rate for the measurement set-up, because trial and error
indicated that at some flow rates an adequate number of microbubbles did not survive the journey from
the infusion pump to the phantom. This has also been reported by Talu et al. (2008) and Barrack and
Stride (2009). To investigate how the flow rate settings affected the bubbles a digital microscope (Q-Scope
QS.80200-P) was used to visually inspect the microbubbles as they were pumped out of the flow pump,
and as they were pumped out of the tube connecting the flow pump to the phantom. Fig. 5.2 shows an
example of a microscope photo of the microbubbles after they have been pumped out of the flow pump
without significant destruction. Based on trial and error, the flow rate was set to 1.6 µL s−1.

The set-up was imaged using a SA sequence designed to optimize the B-mode performance of the 62 +
62 RCA by Schou (2020). The sequence contained 32 VSs, each using 32 active elements, and emitting
diverging waves with a F-number = -1. A Hanning window weighting was applied to the active elements
to reduce side-lobes. To create CEUS images, a PI minor sequence with two emissions, as specified
in eq. (2.16) and eq. (2.17), was emitted by each VS. Each emission was a two-cycle sinusoid with a
f0 “ 3 MHz center frequency. The pulse repetition frequency was fprf “ 10 kHz and a 10 ms pause was
inserted between each major sequence to prolong the acquisition time to enable perfusion in the entire
phantom.

The RCA was connected to the SARUS research scanner and used to acquire 400 frames. First, the
acquisitions in each minor sequence were added according to eq. (2.22), and then the resulting signals
were beamformed (Rasmussen et al. 2015) and summed to form CEUS images. ULM was performed by
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Figure 5.2: Example of a microscope photo of diluted SonoVue microbubble having been successfully
expelled from the flow pump, without significant destruction of the microbubbles.

localizing and accumulating all microbubble positions in all images. Localization was achieved by fitting a
second-order polynomial to the data in each image and localizing the peak position in the interpolated
result.

5.1.2 Results
The localized microbubble positions accumulated over all collected images are plotted in Fig. 5.3. As
seen, the localized microbubble positions clearly follow the shape of the internal channel in the microflow
phantom. The microbubbles have been localized in three dimensions, thus confirming that ULM in 3D is
attainable with an RCA.

Further quantification of the localization accuracy based on the known internal dimensions of the flow
phantom, as well as the size of the PSF of the image set-up, was performed by Jensen et al. (2020), but
this theory lays beyond the scope of this thesis. It was found that the FWHM of the PSF was (FWHMx,
FWHMy, FWHMz) = (0.58 mm, 1.05 mm, 0.31 mm), and that the precision of the microbubble localization
was 15.4 µm in the y-z plane and 16.0 µm in the x-z plane. Based on this, Jensen et al. (2020) concluded
that the image was super-resolved.

5.1.3 Discussion and further work
The imaging of microbubble flowing through the microflow phantom presented in Section 5.1.2 confirms
that the ULM technique used for SRUI is attainable in 3D using an RCA. This confirmation marks the
first step towards 3D in vivo SRUI using RCAs. However, although ULM, a commonly used technique
for SRUI, has been employed, Fig. 5.3 does not necessarily show a super-resolved image. The definition
of super-resolution has been subject to some discussion, which is a natural consequence of the fact that
SRUI is a rather new and rapidly evolving technique. Jensen et al. (2020) concludes that Fig. 5.3 is
super-resolved because the estimated localization precision is lower than the size of the PSF. Similarly,
other authors have also concluded that their images are super-resolved because the spatial resolution of the
SRUI image is smaller than the diffraction limit (Chen et al. 2020; Lowerison et al. 2020). However, as
pointed out by Hingot et al. (2021), since SRU images are not beamformed images, but rather collections
of microbubble localization positions or tracks, looking at the resolution of the resulting SRU image does
not necessarily indicate the clarity of the image. For instance, a SRU image might have high localization
precision of the microbubble, and thus technically a high resolution, yet errors in the data acquisition, such
as motion, might adversely affect the accuracy of the localization. In turn, this might make it impossible
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Figure 5.3: 3D plot of all localized microbubble positions inside the microflow phantom. The figure is
modified from Paper 3 (Jensen et al. 2020).

to distinguish two microvessels laying further apart than the resolution. Therefore, in their review on
SRUI, Christensen-Jeffries et al. (2020) defined super-resolution as the capacity to distinguish two imaged
objects beyond the diffraction limit. Other authors have tried to quantify this definition by employing
auto-correlation (Descloux et al. 2019) and Fourier-ring correlation (Banterle et al. 2013). Because there
are not two objects laying closer than the diffraction limit in the micro-channel phantom used to create
Fig. 5.3, one cannot conclude that it is super-resolved, following the definition by Christensen-Jeffries et al.
(2020). This is not to say that super-resolution cannot be achieved with the technique used by Jensen et al.
(2020), but rather that it has in this case not been demonstrated. Having said this, the fact that the known
design of the flow channel is so clearly recognizable in Fig. 5.3 and the fact that the quantified localization
precision is an order of magnitude smaller than the size of the PSF indicates that had the method been
applied to a structure with flow channels laying closer than the diffraction limit, super-resolution would
have been achieved.

Therefore, the construction of the microflow phantom was further developed to include a design where
super-resolution could be demonstrated, and where the limit of the attainable resolution could be quantified.
The architecture of the phantom was designed by the author in collaboration with Schou (2020), and the
design was implemented and manufactured by Ommen (2020). The design includes three "V"-shaped flow
channels positioned in three orthogonal planes, and is therefore referred to as the 3V-phantom. Illustrations
of the inner structure of the phantom are given in Fig. 5.4. Three "V"-shapes have been included in order to
quantify resolution in all three dimensions, since the resolution of RCA imaging can be anisotropic (Schou
2020). In each of the planes, the three "V"-shapes initially have a maximum separation of 270 µm, and
moving along the shape the separation decreases before reaching the vertex. At the vertex the minimum
separation between the two channels in the "V"-shape is 10.8 µm. Comparably, using the center frequency
of the 62 + 62 element PZT RCA, the diffraction limit is
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Thus, if SRUI is performed on the 3V-phantom using the 62 + 62 element PZT RCA at some point along
the "V"-shapes the diffraction limit will be reached, and super-resolution can be demonstrated. Moreover,
since the distance between the two channels in the "V"-shapes vary, the improvement in resolution of
the SRUI technique, compared with conventional imaging, can be quantified. Unfortunately, due to the
hardware limitations specified in Section 4.3, SRUI of the 3V-phantom has not been achieved at the current
time.

The success of the development of a clinical application for 3D SRUI relies on effective ways of
validating that the SRU images portray the microvasculature authentically. The development of the 3D
printed microflow phantom is an important step towards creating a validation method. Knowledge of the
inner dimensions of the phantom, together with the fact that the channels can be placed closer than the
diffraction limit, makes it possible to produce truly super-resolved SRUI images and validate that the
images truly portray the imaged structure. Lack of ground-truth is a limitation in many current publications
on SRUI, and this poses a major question on reliability before SRUI, either in 2D or 3D, can be used
clinically. This issue is addressed with the use of 3D printed microflow phantoms and the experimental
set-up designed for Paper 3. As seen in Fig. 5.3 there is good concurrence between the structure in the
SRUI and the structure of the phantom shown in Fig. 5.1(b), demonstrating not only that 3D SRUI with an
RCA is possible, but also that the resulting images are accurate.
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(a) Isometric view

(b) x-z plane (c) x-y plane

(d) y-z plane

Figure 5.4: Illustration of the inner flow channel in the 3V-phantom. The illustrations are made by Ommen
(2020) and included here with permission.



CHAPTER 6
Lensed row-column arrays

This Chapter presents the concept of diverging lenses mounted on RCAs. The thin lens model, proposed by
Bouzari et al. (2017a) to simplify the calculation of TOF from a lensed RCA, is described and implemented.
The model is used to produce emitted fields and PSFs for a thin-lensed RCA. The Chapter is partly based
on Paper 6.

Although RCAs offer a promising prospect for simplifying volumetric ultrasound imaging, the technol-
ogy is limited by its usable FOV. The nature of the elongated elements in the transmit and receive arrays
mean that the arrays can only steer the sound in one direction. For example, by applying a defocusing
delay to the columns, the array illustrated in Fig. 6.1 can transmit sound to the red curved plane, which is
limited in the y-dimension to the width of the array. Similarly, when sound is received on the rows, delay
can be applied in the beamforming operation to focus sound received from image points laying on the
green curved plane. This curved plane is limited in the x-direction by the width of the array. However,
when the two arrays are used together to produce an image, it must be possible to both transmit sound
to the image point and focus on the image point when receiving the sound. This is only attainable in the
region where the two curved surfaces overlap. Therefore, the footprint of the volume that the array can
image is limited to a square with sides equal to the width of the array.

Generally, two solutions have been proposed to overcome the problem of the limited FOV of RCAs:
alteration to the geometry of the elements of the RCA and addition of a diverging lens to the transducer.
Firstly, Démoré et al. (2009) proposed that the elements of the RCA could be curved, like the surface of a
hemisphere, so that the emitted sound diverges in both directions. They simulated radiation patters from
the double-curved transducer to show that its usable FOV was increased. A method for producing such
an RCA was demonstrated by Ferin et al. (2018). They produced a double-curved RCA by bending a
slab of partially deiced piezocomposite and bonding on flexible printed circuits. The characterization of
the acoustic properties of the transducer showed promising results, but the production process was long
and complex, and the authors questioned if the process was viable for commercialization. The second
proposed solution is the addition of a diverging lens in front of the RCA, which was first introduced by
Bouzari et al. (2016).

Adding a defocusing acoustic lens in front of a 2D array will spread out the sound and thus increase
the FOV of the transducer. The spreading occurs because the sound is refracted as it travels across the
boundary between the lens and the imaged medium, since the two have different sound speeds (Kinsler
et al. 1982). When the sound travels from material A to material B, the amount of refraction which occurs
is determined by Snell’s law:

sin θi
cA

“
sin θr
cB

. (6.1)

Here, cA and cB are the speeds of sound in material A and B, respectively. θi is the incident angle at
which the sound ray hits the interface, and θr is the refracted angle at which the sound leaves the interface.
Both angles are taken in relation to the normal on the interface (Kinsler et al. 1982). As seen in Fig. 6.2,
when a ray crosses a spherical boundary, the angles extend from the sound ray to a line at the intersection
point which is collinear with the radius of the sphere.
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Figure 6.1: An illustration of the areas over which the two arrays in an RCA can steer the sound, and the
limiting effect this has on the usable FOV.

The curved surface in acoustic lenses can be either concave or convex. To ensure that the emitted sound
field is refracted outwards, rather than focused, the material of the lens should be chosen so that cA ă cB
for a concave lens and cA ą cB for a convex lens. Bouzari et al. (2018) produced two concave lenses by
casting a stainless steel ball partly submerged in RTV664 silicone. The larger of the two is henceforth
referred to as the concave RTV664 lens, and will be used both in physical measurements and as a reference
geometry in simulations throughout this study. The geometry of the lens is illustrated in Fig. 6.3 and its
dimensions are given in Table 6.1.

A compound lens, described by Engholm et al. (2018) was also available for study. This lens is made of
two materials, RTV664 silicone and Hapflex 541, and has thus a flat outer surface. It is thereby more suited
for in vivo measurement on human skin, because it is easier to make good contact with the transducer
on the surface than with a concave lens. However, the choice was made to study the concave lens, since
refraction through two materials is more complex than refraction through just one. In the future, the theory
presented in this thesis can be further expanded to also function for compound lenses.
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Figure 6.2: A drawing of a sound ray being refracted by a circular boundary. The angle of incidence and
angle of refraction are in relation to the normal on the surface, which is collinear with the radial line of the
circle.

Lens geometry
Radius of curvature (RL) 25.4 mm
Height (LH ) 5.57 mm
Thickness (LT ) 0.75 mm
Origo px0, y0, z0q (0, 0, 26.15) mm
Chord radius (rc) 15.87 mm

Table 6.1: The dimensions of the concave RTV664 lens (Bouzari et al. 2018).

As discussed in Section 1.2, to make beamformed images from data collected using a ultrasound
transducer, one must first predict the TOF. This is complicated by the addition of a lens in front an RCA,
because the sound paths are no longer straight lines. To overcome this issue, Bouzari et al. (2016 and
2017b) proposed a simplification of the sound path refraction, here referred to as the thin lens model.
Bouzari et al. (2017b) assumes that the lens is infinitely thin and that the wavefronts are circular. Details
on the theory and its implementation are given in Section 6.1. Theory on how the prediction of TOF using
the thin lens model can be validated quantitatively is given in Section 6.1.1. Finally, thin lens model is
applied by simulating a thin-lensed RCA and its implementation is validated by comparing the resulting
emitted sound fields and PSFs with those of a flat RCA.
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Figure 6.3: Illustration of the geometry of the concave RTV664 lens.

6.1 Theory: The thin lens model

The concept of infinitely thin lenses originates from optics and the use of this theory for ultrasound
propagation through acoustic lenses was first explored by Ernst (1947). The thin lens model is based on
the paraxial approximation, meaning that the incident and refracted angles are assumed to be small, so that

θi « sin θi (6.2)

holds true. This simplification makes it possible to define a single focal point for the lens, which is taken to
be the center of the curved wavefronts emitted from the lens. For a concave lens, the focal point is given by

FL “
RL

1´ cm
cL

, (6.3)

where RL is the radius of curvature of the lens, cm is the speed of sound in the image medium, and cL
is the speed of sound in the lens (Bouzari et al. 2018)§. In reality, when sound is emitted from elements
laying on a straight line behind the lens, the refracted wavefront is curved, but, not circular (Carpena and
Coronado 2006). Moreover, by assuming that the lens does not have any thickness, and error is introduced
to the prediction of the TOF, since the speed of sound in the lens material is not taken into account.

§ Bouzari et al. (2017a) and Bouzari et al. (2018) actually gives the bottom fraction in eq. (6.3) as
cL

cm
. However, for a concave

lens with cL ă cm, as is the case for the concave RTV664 lens used in the articles, this would produce a focusing wave, rather
than defocusing. This is therefore taken to be a misprint, and eq. (6.3) is applied throughout this thesis.
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Bouzari et al. (2017b) presents theory for predicting the TOF for an RCA with a diverging lens,
according to the thin lens model. The theory is repeated in Section II B of Paper 6 and here, to ease the
comprehension of the reader. According to the thin lens model, the elements of an RCA can be thought
of as curved lines from point a to b, in this case laying parallel to the y-axis, according to Definition 4.1.
The center of the curve is Cel and, although not explicitly stated by Bouzari et al. (2017b), the radius of
curvature of the element is taken to be

rel “

b

FL
2
´ xel2, (6.4)

so that the curved element lays on a hemisphere with radius of curvature FL. Notably, this hemisphere is
not the same as the surface of the concave lens. When modeling a concave lens with the thin lens model,
the center of curvature of the lens surface lays in front of the transducer, while the focal point of the
thin lens lays behind the transducer. The resulting emitted wave-front arcs are circular, and according to
Bouzari et al. (2017b) , the usable FOV is

Ω “ 2 cot´1

ˆ

FL
rc

˙

, (6.5)

where rc is the chord radius of the lens.
To find the TOF from one such element to an image point at P = pxp, yp, zpq, the image point is first

projected onto the plane parallel to the emitting element, giving P " = px", yp, zpq. If the vector P "´ Cel
passes between the points a and b, the TOF between the element and the image point is

τ “
1

cm

b

‖P "´ P‖2 `
`

‖P "´ Cel‖´ rel
˘2
. (6.6)

If not, the TOF is calculated from the distance from the image point to the closest end-point of the curved
element. Thus, if the closest end point is a,

τ “
1

cm
‖a´ P‖. (6.7)

Moreover, in Section II B of Paper 6, the thin lens model is elaborated on to explain how the position of a
wavefront arc is found given its TOF. This will be used when calculating the position of wavefront arcs
with constant TOF in Chapter 7.

6.1.1 Evaluation of the predicted TOF
When the TOF the emitted sound field has been predicted, the accuracy of the prediction can be quantified
by delaying the sound field using the TOF and calculating the phase difference along the field. The phase
difference is calculated by first calculating the cross-correlation of the signal at each point along the sound
field with the signal at some reference position:

r pl, dq “ P pt, dq ‹ P pt, d˚q . (6.8)

Here, ‹ denotes cross-correlation, r is the cross-correlation coefficient, l is the lag, d is some distance
parameter, equal to either xp or yp, depending on the orientation, and d˚ is the reference position.
Then, the phase difference is taken as the lag giving the maximum cross-correlation at each value of d.
Theoretically, if the TOF prediction is exact, the delayed sound field should have no phase variation across
the investigated positions. In some sound fields, artefacts such as edge-waves can disturb the calculation of
cross-correlation. Therefore, the calculation is limited to the positions where the amplitude of the sound
field is no more than 3 dB lower than the amplitude at the reference position.
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6.2 Methods and results: Simulating a thin-lensed RCA

To validate that the thin lens model by Bouzari et al. (2017b) has been correctly interpreted and imple-
mented, the emitted and received sound field for an RCA with curved elements was simulated using Field
II (Jensen 1996). The geometry of the 62 + 62 RCA given in Table 4.1 in Chapter 4 was used and delay
was applied to the emitting and receiving elements. The delays corresponded to the position of curved
elements positioned across a hemisphere, given by

∆ “

b

FL
2
´ x2el ´ y

2
el ` z0

cl
. (6.9)

The radius of curvature of the thin lens was FL, calculated using eq. (6.3), taking RL “ 25.4 mm,
according to the dimensions of the concave RTV664 lens (Bouzari et al. 2018). The resulting delays
applied to the transmitting columns and receiving rows are shown in Fig. 6.4. Notably, Fig. 6.4 shows that
the active apertures are rectangular, rather than square, due to the integrated apodization regions of the
62 + 62 PZT transducer. The simulation assumes that the simulated apex of the lens sits at z “ 0 mm,
meaning that emission from any element laying off-center starts at t ă 0.

6.2.1 Prediction of time of flight using the thin lens model
The Field II model of the thin-lensed RCA was used to simulate the transmitted sound field to two straight
lines under the emitting transducer. The outermost element, number 62, transmitted a two-cycle sinusoid
at 3 MHz. The two observation lines were placed at
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Figure 6.4: The delays applied to the apertures to simulate a thin-lensed RCA.
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Figure 6.5: The emitted field at the observation line eq. (6.10), orthogonal to the emitting element. The
emitted field from flat and lensed transducers are plotted in (a) and (c), respectively, and the delayed sound
fields are shown in (b) and (d).

The line given by eq. (6.10) lays orthogonal to the emitting element and the line given by eq. (6.11) lays
beneath the emitting element, parallel to its length. The resulting sound fields, emitted to eq. (6.10) and
eq. (6.11), are shown in Fig. 6.5(c) and Fig. 6.6(c), respectively. Moreover, for comparison, the same
simulations were also made using a 62 + 62 RCA without a lens. The resulting emitted sound fields are
shown in Fig. 6.5(a) and Fig. 6.6(a).

To validate the implementation of the thin lens model, eq. (6.6) and eq. (6.7) were used to find the TOF
from the emitting element to each position on the two observation lines. In addition, eq. (4.1) and eq. (4.2)
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Figure 6.6: The emitted field at the observation line eq. (6.11), parallel to the emitting element. The emitted
field from flat and lensed transducers are plotted in (a) and (c), respectively, and the delayed sound fields
are shown in (b) and (d).

were applied to calculate the TOF for the unlensed RCA. The resulting TOFs are plotted on top of the
sound fields in Fig. 6.5(a) and (c) and Fig. 6.6(a) and (c). Furthermore, to inspect how precisely the TOFs
were calculated, the TOFs were used to delay the simulated sound fields and the phase variation across the
delayed sound field were calculated according to Section 6.1.1. In theory, the resulting delayed sound field
should look like a perfect plane wave, where the signal is in phase along x or y. The resulting delayed
sound fields are shown in Fig. 6.5(b) and (d) and Fig. 6.6(b) and (d). For the observation line given by
eq. (6.10), the reference point for the cross-correlation calculation was taken to be d˚ “ xel, and for the
observation line given by eq. (6.11) the reference point was taken to be d˚ “ 0 mm. The position of 3 dB
decline in amplitude was found for each of the delayed sound fields. The positions are plotted in Fig. 6.5
and Fig. 6.6. Then, at each position along d “ x or y, the cross-correlation of the signal with the signal at
the reference position was found. As expected, the resulting phase difference was ∆φ “ 0 for all positions
within the 3 dB amplitude span, for all four simulated sound fields.

6.2.2 Beamforming a PSF
The simulated thin-lensed 62 + 62 RCA was also used to make PSFs , using the single-element SA
sequence described in 4.2.1. The same image set-ups and data-processing as used in Section 4.2 were
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used, apart from the application of delays to the transmitting and receiving elements, making it emulate a
thin-lensed RCA. The theory presented in Section 6.1 was used to calculate the TOF. Then eq. (1.1) was
used to calculate the pixel intensity in all image grid points for each emission. The resulting images are
shown in Fig. 6.7(c) and (d). For comparison, the images of the PSF produced with the unlensed RCA,
previously presented in Fig. 4.3 are also repeated here. The FWHM of the PSF of the thin-lensed RCA
were calculated according to Definition 2.1 and are shown in Table 6.2. For reference, the FWHM of the
PSF of the unlensed RCA, discussed in Section 4.2.3, are also given in Table 6.2. Visually, the PSF of
the lensed and unlensed PSF appear indistinguishable, indicating that the calculation of TOF for a thin
lensed RCA has been correctly implemented. The FWHM of the PSF for the lensed RCA are slightly
higher than for the unlensed RCA, but since the difference is minor, this can be attributed to the fact that
the incorporation of delays along the transducer elements will alter its spatial impulse response, which will
affect the FWHM.

Plane x-z y-z

Flat transducer
0.86 mm
1.75λ

1.35 mm
2.73λ

Lensed transducer
0.88 mm
1.78λ

1.38 mm
2.81λ

Table 6.2: The calculated and theoretical FWHM of the simulated PSFs for the flat RCA (shown in Fig. 4.3(a)
and (b)) and the thin-lensed RCA (shown in Fig. 6.7).

(a) (b)

(c) (d)

Figure 6.7: Simulated PSFs for a flat (a)-(b) and a curved (c)-(d) version of the 62 + 62 PZT RCA. Subfigures
(a) and (b) are also presented in Fig. 4.3.
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6.3 Discussion

The simulated and delayed emitted fields shown in Fig. 6.5 and Fig. 6.6 and the simulated PSF of the lensed
RCA shown in Fig. 6.7 validate that the thin lens model by Bouzari et al. (2017a) has been interpreted and
implemented successfully. This is an important step towards assessing the applicability of the model to
DAS beamforming of data from RCA with physical lenses. Modeling the lensed RCA as having curved
elements is convenient, because it can be done without accounting for different sound speeds, and thus
be simulated using Field II (Jensen 1996), but it does not necessarily represent the true performance of
a lensed array. The thin lens model describe the outwards spread of energy, but it is only an accurate
representation of an actual lens if the lens is infinitely thin. According to Carpena and Coronado (2006),
this approximation is only appropriate if the sound rays enter the lens close to its center, which is not the
case for physical lenses mounted in front of RCAs. Thus, the theory presented by Bouzari et al. (2017b) is
appropriate for RCAs with an infinitely thin lens or curved elements, but not necessarily for RCAs with
a physical lens with a relevant thickness. Notably, when simulating the PSF of a thin-lensed RCA, the
elements are treated as being curved, not physically lensed. Therefore, when using eq. (6.6) or eq. (6.7) to
calculate the TOF for beamforming, the potential fallacy of the thin lens model is not revealed. In fact, all
the results presented in Section 6.2, and in the seminal studies by Bouzari et al. (2016, 2017b) on the thin
lens model, are based on simulations of an array with curved elements and should therefore not be taken as
proof that the theory can be applied to predict the TOF through a physical lens. Therefore, a more accurate
model for predicting the transmission through a lensed RCA is presented in Chapter 7. The accuracy of
the TOF predicted by this model will be compared with the accuracy of the TOF predicted by the thin lens
model in Section 7.5.1.



CHAPTER 7
Ray tracing through concave lenses

This chapter introduces the ray tracing model, and demonstrates that it can be used to accurately predict
how sound emitted from a RCA is refracted by a concave lens. The theory of the model is introduced, and
a backwards implementation method is suggested for its implementation. The model is then validated by
comparison with simulations and measurements.

When using a lensed RCA to image a human organ, both the image quality and the size of the image is
limited by how accurately one is able to predict the TOF. The refraction through the lens adds a significant
complexity to this problem, and in the thin lens model this is simplified using the paraxial assumption.
To improve the accuracy of predicting the TOF and the position of the sound emitted through a lensed
RCA, a model based on ray tracing has been developed. The model describes the refraction through the
lens by tracing the emitted sound rays through the lens and applying Snell’s law of refraction, shown in
eq. (6.1), at each point where the ray intersects the boundary between the lens and the imaged medium.
The theory of the ray tracing model is given in Section 7.1, which describes both an analytic relationship
for predicting the position of an emitted wave, given its TOF, and a backwards interpolation method used
to predict the TOF given the position of the emitted wave. The theory on quantifying the usable FOV of the
lensed RCA is presented in Section 7.2.1. The method used to simulate the emitted field through a lensed
RCA is discussed in Section 7.3, before some examples of the application of the proposed approaches
are shown. Section 7.4 presents calculations of the TOF to known image pixel positions using backwards
interpolation, while Section 7.5 presents direct calculations of the positions of an emitted wave, given its
TOF, as well as quantification of the usable FOV of a lensed RCA.

7.1 Theory: The ray tracing model

The ray tracing model predicts the time and place of the propagation of an emitted wave through a lens
without making simplifying assumptions about the geometry. The theory of the ray tracing model is
presented in Section II of Paper 6, and the reader is referred here for derivations and thorough explanations
of the relationships in the model. Some of the equations from the model will be applied in Section 7.4
and 7.5, and these are summarized in Section 7.1.1. The analytic expression of the ray tracing model will
be discussed in Section 7.1.2, and a backwards interpolation algorithm for implementing the model is
presented in 7.1.3. Finally, Section 7.1.4 comments on the angular refraction limit posed by total internal
reflection.

7.1.1 Summary of the ray tracing equations

7.1.1.1 LENS SURFACE
The surface of a concave lens is a hemisphere, and any point on the surface is given by pxs, ys, zsq. The
radius of the hemisphere is RL. The origo of the lens is given by px0, y0, z0q, and the position of the
origo and the radius for the RTV664 concave lens are given in Table 6.1. At any plane which intersects the
lens at either x “ xpl or y “ ypl, perpendicular to either the y or x-axis, the intersection between the lens
surface and the plane is a circular arc, which is given by

53
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zs “

$

’

&

’

%

b

rp2 ´ pxs ´ x0q2 ` z0, for an x-z plane,
b

rp2 ´ pys ´ y0q2 ` z0, for a y-z plane.
(7.1)

Here, rp is the radius of the arc, which is given by

rp “

$

’

&

’

%

b

RL
2
´ ypl2, for an x-z plane,

b

RL
2
´ xpl2, for a y-z plane.

(7.2)

Moreover, the chord radius of the lens in a given intersection plane given by

rc “
b

rp2 ´ pRL ´ LHq2. (7.3)

Here, LH is the height of the lens in the pxpl, yplq “ p0, 0q plane, previously illustrated in Fig. 6.3.

7.1.1.2 EMITTING AND PROPAGATING ANGLES
The direction at which a sound ray travels is defined by two angles: the emitting angle, α, and the
propagation angle χ. When emitted, the ray first travels in the direction given by α. After refraction at
the lens boundary, the ray travels in the direction given by χ. Both angles are in relation to a horizontal
line, which is parallel to the normal on the emitting element. Both angles can be decomposed into their
respective x and y components. The emission of a ray from a column element is illustrated in Fig. 7.1.
Here, the initial direction of the ray is given by αx. Since the element is emitting a cylindrical wave, the
emitting angle in the y-z plane is

αy “ 0. (7.4)

The change in direction due to refraction is determined by Snell’s law, shown in eq. (6.1). Both the angle
of incidence, θi, and the angle of refraction, θr, can be decomposed into the x-z and y-z planes, given
as subscripts in Fig. 7.1. The propagation direction after refraction is determined by χx and χy. Paper 6
concludes that these angles are given by

χy “ θr, y ´ θi, y, (7.5)

χx “ θr, x ´ sin´1

ˆ

xs
rp

˙

. (7.6)

7.1.1.3 INTERSECTION POINTS
The start position of a ray can be described by a sub-element on the transmitting element, given by
its coordinates pxel, yel, j , 0q, where the subscript j refers to some position along the length of the
element. When a sound ray is emitted from this position, the point at which it intersects the lens surface is
pxs, ys, zsq. The x-coordinate of the intersection point is given by
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(a)

(b)

Figure 7.1: Illustrations of the emission of a sound ray from an element in the plane (a) orthogonal to the
element and (b) parallel to the element. The figure is reprinted from Paper 6.
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xs “
1

2
`

tan2pαxq ` 1
˘

˜

2x0 tan2pαxq ` 2z0 tanpαxq ` 2xel

˘

”

`

´2x0 tan2pαxq ´ 2z0 tanpαxq ´ 2xel
˘2

´ 4
`

tan2pαxq ` 1
˘ `

´rp
2 tan2pαxq ` x0

2 tan2pαxq

`2xelz0 tanpαxq ` z0
2 tan2pαxq ` xel

2
˘

ı0.5
¸

.

(7.7)

Derivation of this rather complex relationship is given in Paper 6. The y-coordinate is

ys “ yel, j , (7.8)

due to eq. (7.4). Finally, the z-coordinate of the intersection point can be found by substituting eq. (7.7)
into eq. (7.1).

7.1.1.4 POSITION OF TRANSMITTED WAVEFRONT
The position of a wavefront can be calculated by first finding the intersection point of the corresponding
sound ray with the lens, and adding the distance traveled from the lens, as

»

–

xw
yw
zw

fi

fl “

»

–

xs
ys
zs

fi

fl`

»

–

∆xptq
∆yptq
∆zptq

fi

fl . (7.9)

Similarly, the transmit TOF can be divided into two: the time it takes to travel to the lens boundary and the
time traveled after the intersection. Thus, expressed in terms of the distances traveled, the transmit TOF is

τ TX “
DOF1

cl
`
DOF2

cm
. (7.10)

The distance traveled by the ray after the intersection is governed by its start position and the refraction
the ray experiences when intersecting the lens surface. In Paper 6, derivation of the expressions for these
changes in position are found to be

»

—
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fi

ffi

ffi

fl
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–

DOF2ptq
b

`

1` cot2 χx ` cot2 χx ¨ tan2 χy
˘

DOF2ptq
b

`

1` cot2 χy ` cot2 χy ¨ tan2 χx
˘

∆x

tanχx

fi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

ffi

fl

. (7.11)

7.1.2 Analytic formulation of the ray tracing model
The ray tracing model has been formulated with the primary intention of using it to predict the TOF
from an emitting element to an image pixel, so that DAS beamforming can be used for lensed RCAs.
This requires that the TOF can be calculated given the position of the image pixel and the position of the
emitting element. This can be expressed as
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τ pxp, yp, zpq “ g

¨

˝

»

–

xp
yp
zp

fi

fl,

„

xel
yel



˛

‚. (7.12)

Here, pxp, yp, zpq is position of the image pixel and g is some function which describes the refraction
through the lens. However, the complex nature of the lens refraction makes deriving an analytic expression
for g unfeasible.

Instead, in Paper 6, the ray tracing theory is formulated inversely, with the aim to predict the position of
an emitted wave, given its TOF. Although this is two sides of the same story, the implementation becomes
much less complex when the TOF is known. The position of a wavefront is given by

W pτ TXq “ f

ˆ„

xel
yel



, αx, τ TX

˙

. (7.13)

Here, τ TX, is the time taken to transmit the sound to the wavefront position, and f is some other function
which takes the geometry of the lens into account. The derivation of f is presented in Section II of Paper 6.
This formulation makes it possible to calculate the position of an emitted wavefront given τ TX, pxel, yelq,
and pαx, αyq. Yet, the aim of calculating the TOF to a given image pixel is not achieved by eq. (7.13).
Therefore, in Section 7.1.3, a backwards interpolation method is proposed, which makes it possible to
calculate τ TX to a specified image pixel by repeatedly calculating eq. (7.13) for a set of input values and
then interpolating to find the desired value for τ TX.

Notably, the theory presented in Paper 6 only describes calculation of the transmitted TOF. Therefore,
at this stage, when using the backwards interpolation method, only τ TX can be found, and not the full
pulse-echo TOF. Calculating the full TOF requires formulation of the function f for received sound. In the
case of a refracting lens, the principle of acoustic reciprocity is not necessarily applicable, because the
assumption taken in eq. (7.4) cannot be applied when receiving the sound, as the received wave is not likely
to be a cylindrical wave. Formulating the function f for received sound requires further investigation, and
this has not been accomplished in this thesis.

7.1.3 Ray tracing with backwards interpolation
The aim of ray tracing with backwards interpolation is to find τ given any image point P, without knowledge
of the function g. To achieve this, the problem is inverted, and instead of finding an analytic relationship
for g, the theory presented in Section II of Paper 6 is applied to evaluate eq. (7.13) for a number of values
of τ TX, pxel, yel, jq, and αx. By repeatedly implementing eq. (7.13), a 3D matrix of wavefront positions is
created. Fig. 7.2 shows an illustration of an algorithm which can be used to make the 3D matrix. Finally,
3D interpolation over the resulting matrix is used to find the value of τ TX corresponding to the desired
image point.

To implement the algorithm shown in Fig. 7.2, appropriate choices for the input parameters to eq. (7.13)
must be made. Here follows some considerations and recommendations on these choices, which are
applied to produce the results presented in Section 7.4.2. However, it is speculated that more conservative
choices, leading to fewer calculations of eq. (7.13), would improve the computation time of the backwards
interpolation. Computational optimization of the implementation of the backwards interpolation method
has not been explored in this thesis.
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for yel, j “ ¨ ¨ ¨
for αx “ ¨ ¨ ¨
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Figure 7.2: An illustration of the algorithm used to calculate the 3D matrix of wavefront positions for the ray
tracing method with backwards interpolation. The annotated arrows running along the dimensions of the
matrix show variation in the input variables.

7.1.3.1 POSITION OF ELEMENT
The position of the emitting element is given by the transducer geometry; for a chosen transmitting element
xel is constant, while yel, j varies along the length of the element. Due to the symmetry across the x-axis,
only half of the emitting element needs to be included in the calculations of eq. (7.13), so yel, j is varied

fro 0 mm to
p ¨ E

2
.

7.1.3.2 EMITTING ANGLE
The emitting angle in the x-z plane is normally defined by the directivity of the emitting element. However,
when emitting into a lens, two factors limit the effective directivity of the element, that is, the emitting
angles which produce rays which are transmitted through the lens. Both these limiting cases are illustrated
in Fig. 7.3. Firstly, αx is limited by the ray hitting the end of the curvature of the lens. For any emitting
element, this occurs when

αe “ arctan

ˆ‖P1 ´P2‖
LT ` LH

˙

, (7.14)

where LT is the thickness of the lens at pxp, ypq “ p0, 0q plane, previously illustrated in Fig. 6.3. Although
the values of LT and LH depend on the choice of xpl or ypl, together, the sum of LT ` LH is constant,
independent of the plane. The distance between the two points, P1 and P2 is given by

‖P1 ´P2‖ “ rc ´ xel, (7.15)

where the chord radius, rc, should be taken in the observed plane, as given by eq. (7.3).
The other limiting case to αx occurs when the emitted ray no longer intersects the curvature of the

lens. The largest value of αx which does intersect the curvature occurs when the ray grazes the curvature,
making a right-angle with the radius of curvature. This limiting angle, αg, is given by the sum of two
angles illustrated in Fig. 7.3:
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Figure 7.3: Illustration of the two cases which limit the maximum value of αx: when the sound ray hits the
edge of the lens, giving αe, and when the sound ray no longer intersects the curvature of the lens, giving
αg. Both limiting values of αx are drawn as red angles.

αg “ β ˘ ζ. (7.16)

Both these angles are given by trigonometric relations to the line between the emitting element and the
lens origo, which has the length L:

β “ arcsin
´rp
L

¯

, (7.17)

ζ “ arccos
´z0
L

¯

. (7.18)

Finally, the intersection point between the ray and the lens surface corresponding to αe and αg can be
found using eq. (7.7) and eq. (7.1). For emission in the positive x-direction, the value of αe or αg which
results in the lowest zs gives the limit of αx.

7.1.4 Avoiding total internal reflection
When a ray intersects the boundary between the lens and the image medium, its energy is both transmitted
through the lens and reflected off of the boundary (Kinsler et al. 1982). The proportion of how much
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Figure 7.4: An illustration of the refraction angle. The illustration includes a quarter of the concave lens.

energy is reflected and how much is transmitted is determined by the refraction angle, θr. All of the energy
is reflected when total internal reflection occurs. This happens when

θr ě 90°. (7.19)

When this occurs, the calculation of the position of the emitted wave using the ray tracing model breaks
down due to imaginary values. Therefore, for each ray tracing calculation, one should evaluate if the ray
will be transmitted or not by checking the criterion in eq. (7.19). The value of θr is the angle between the
transmitted ray and the radial line of the lens at the point of intersection between the lens and the ray. This
angle is visualized in Fig. 7.4. The two lines can be expressed as
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where k is some parameterization variable, pxs, ys, zsq are given by eq. (7.7), eq. (7.8) and eq. (7.1),
respectively, and p∆x, ∆y, ∆zq are given by eq. (7.11). The refraction angle can be quantified by taking
the dot product of the direction vectors of the two lines, as

θr “ arccos
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7.2 Theory: Quantifying FOV

To study the clinical value of a lensed RCA, it is prudent to quantify its usable FOV. When using a lensed
RCA to make beamformed images, the usable FOV is limited both by how far out the lens is able to spread
the emitted energy, but also by how accurately the TOF can be predicted. Several authors (Bouzari et al.
2018; Démoré et al. 2009; Engholm et al. 2018) have previously quantified the usable FOV of a lensed
RCA based only on the drop in energy across the insonified image region. However, this method fails to
take into account that inaccurate prediction of the TOF can also limit the usable size of the image volume.
If the prediction of the TOF is inaccurate, the summation over the received signals in eq. (1.1) will be
out of phase, which will degrade the contrast of the resulting image. Contrarily, the cross-correlation
method presented in Section 6.1.1 quantifies the phase error introduced by inaccurate prediction of the
TOF, but does not take into account the drop in amplitude across the emitted wave. Instead, the usable
transmitted FOV should be quantified based on both the spread of the emitted power and the accuracy of
the prediction of the TOF. A method for making this quantification has been developed based on an SNR
criterion proposed by Oddershede and Jensen (2007), and is applied in Paper 6. The method consists of
quantifying the variation in power and phase in a sound field positioned on an arc which is predicted to
have constant TOF. An elaboration on the Oddershede and Jensen (2007) SNR criterion and its application
to TOF prediction is given in Sections 7.2.1 and 7.2.2.

7.2.1 The Oddershede-Jensen SNR criterion
Oddershede and Jensen (2007) presents a formal criterion for finding the angular extent at which the
emission from a VS contributes productively to a HRI. This is based on the notion that a VS is assumed
to emit a perfect spherical wave, while in fact, the emitted wave deviates from a spherical profile when
the angular extent becomes large. Moreover, because the emitting aperture is of finite size, the amplitude
of the emitted wave will drastically reduce at certain propagation angles. Therefore, at a certain angular
extent, the emission from the VS will no longer contribute coherently to the HRI, but rather be added up
out of phase or with too high noise. To determine if the signal from a certain VS should be included in the
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HRI, Oddershede and Jensen (2007) compares SNR of the LRI produced by the VS with the SNR of the
full HRI, and states that

SNR1 ď SNR1`2, (7.23)

where the subscripts indicate the virtual source indexes. If this inequality is true, the addition of VS number
two contributes positively to the HRI and should be included. Oddershede and Jensen elaborates on this
idea and conclude that the SNR criterion is fulfilled if

SNR paq ď SNR p∆φq . (7.24)

Here, a is the ratio of the signal amplitude of emission number one and two, and ∆φ is the phase difference
between the two signals. For a continuous wave the two parts of the criterion are

SNR paq “
1´ a2

2a
, (7.25)

SNR p∆φq “ cos p∆φq . (7.26)

Furthermore, for a pulsed emission of b cycles, this expands to

SNR paq “
1´ a2

2a
, (7.27)

SNR p∆φq “

ˆ

1´
∆φ

2πb

˙

cos p∆φq ´
1

2πb
sin p∆φq . (7.28)

In Fig. 7.5, the SNR inequality is visualized. Here, it is clear that when the emission from two VSs are
added together to form a HRI, the criterion only holds if two conditions are met. Firstly, the amplitude of
the second VS must be large enough, so that the addition of its signal strength and noise does not contribute
negatively to the SNR of the resulting HRI. Secondly, the phase difference between the two added VSs
must be small, so that the addition of the two emitted signals is constructive. Commonly, the limit of when
two signals can be added constructively, is taken to be when the phase difference is less than a quarter
wavelength (Kinsler et al. 1982), and indeed, in the continuous case, if the amplitude ratio is one, the phase

difference giving the limit of the inequality in eq. (7.24) is
λ

4
. For the pulsed wave, the limit is at lower

phase difference, and the acceptable phase difference falls with decreasing amplitude ratio.

7.2.2 Applying the SNR criterion
Although Oddershede and Jensen (2007) formulated their SNR criterion for the addition of VSs to HRIs,
this approach can also be used when assessing the usable FOV of lensed RCAs. In this case, the criterion in
eq. (7.24) is applied to the sound field at arcs which have a constant TOF. Along these arcs, the sound field
will theoretically be perfectly in phase, if the prediction of the position of these arcs is completely accurate.
And, at the extremities of the arc, the sound pressure will decline due to the finite size of the emitting
element. The criterion is applied along the propagation angle and both the amplitude ratio, a, and the phase
difference, ∆φ, takes a point, p˚, in the middle of the arc as their reference. At the propagation angle
where the criterion no long holds true, the value of SNRpaq exceeds SNRp∆φq. The two propagation
angles at which this occurs are referred to as intersection points, pi. The distance between one of these
points and the reference point gives the transmitted usable angular FOV so that

Ω˘1{2 “ arctan
p˚ ´ pi

z
, (7.29)
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Figure 7.5: Visualization of the Oddershede and Jensen (2007) SNR criterion. In the green region, the
criterion holds true. In the red region, the criterion is false, either because the amplitude ratio is too small,
or because the phase difference is too large.

where Ω is the angular FOV and z is the depth of the wavefront arc at the intersection points. Here, the
subscript 1{2 on Ω indicates that this is the one-sided angular FOV, and its sign gives the direction along the
arc. The subscript ˘ refers to either Ω`1{2 or Ω´1{2, and the total usable FOV, also known as the two-sided
FOV, is given by

Ω “ Ω`1{2 ` Ω´1{2. (7.30)

7.3 Method: Simulating the emitted field from a lensed RCA

To study the effect of a double curved lens on the transmission from an RCA, either measurement or a
complex simulation is required. In the development of Paper 6, measurement of the emitted field was not
feasible, due to the equipment challenges outlined in Section 4.3. Instead, a simulation of the emitted
field was made. Throughout this thesis, sound field simulation has been performed in Field II (Jensen
1996). However, Field II is not capable of incorporating changes in the speed of sound, and simulating a
diverging lens is therefore not possible if the material of the lens is to be taken into account. Therefore, the
emitted field has been simulated with a 3D finite element method (FEM) using OnScale (OnScale LLC,
Cupertino, CA, USA), as described in Section III B of Paper 6. This method takes into account the 3D
propagation of the sound, the difference in speed of sound between the lens and the imaged medium, and
the resulting refraction, as well as the geometry of the lens and attenuation. Throughout this thesis, the
FEM simulations of the lensed RCA have been performed by Mélanie Audoin, a PhD student at DTU.
The author has collaborated with Audoin in setting up the simulation domain and determining the desired
outcomes, but simulations and the resulting sound fields shown or referred to in this thesis are not made by
the author of the thesis.
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Simulating 3D wave propagation through an inhomogeneous medium requires great computational
capacity. The complexity of FEM is dependent on the simulation resolution, and when simulating a
sound wave in the mega-Hertz range, the required time-resolution needed is great. Although it would be
preferable to simulate emission from the RCAs at their center frequency, unfortunately, the computational
capacity needed was not available during this project. Therefore, the emission frequency was reduced to
obtain a functional time-resolution of 0.0281 µs, and in all FEM simulations presented in this thesis, the
emitted sound wave is a two-cycle 1 MHz sinusoid.

7.4 Predicting the TOF from a lensed RCA

7.4.1 Method: Calculating the TOF to a line
To demonstrate the accuracy of ray tracing with the backwards interpolation method, it is applied to
calculate the TOF from element number 86 in the 94 + 94 CMUT RCA through the concave RTV664 lens.
The element lays at xel “ 6.93 mm. The dimensions of the transducer and lens are given in Table 4.1 and
Table 6.1, respectively. The TOF is calculated to points on a line laying orthogonal to the emitting element,
at

»

–

x
y
z

fi

fl “

»

–

r´50 : 0.5 : 50s
6.93
30

fi

flmm. (7.31)

An illustration of the geometry of the observation line and the emitting element is given in Fig. 7.6.

Figure 7.6: An illustration of the transmitting element and the observation line.

To investigate the accuracy of the calculated TOF, the transmitted field emitted from element number
86 to the observation line is simulated using FEM, as specified in Section 7.3, and measured using a
hydrophone. The transducer was mounted in a water bath and an Onda HGL0400 Hydrophone (Onda
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Corp., California, USA) was placed beneath the transducer. At first, the transducer was mounted without
the lens so that an alignment measurement could be performed to establish a common coordinate system
between the transducer and the hydrophone. This is important in order to place the hydrophone accurately
at the observation line, and thus match the positions of the observations with the positions used to calculate
the TOF. To align the transducer with the hydrophone, three focused emissions were transmitted with the
columns, as proposed by Tomov et al. (2018), and the acoustic axis of the transducer was established as
specified by Jensen et al. (2016). Since focused emissions with column elements produces focal lines
parallel to the y-axis, finding the acoustic axis of the three focused emissions gave the relation between the
position of the transducer and the position of the hydrophone in the x-z plane. Unfortunately, due to the
aforementioned resistivity problems (described in Section 4.3 and by Havreland et al. (2019)) with the row
elements of the 94 + 94 CMUT RCA, it was not possible to conduct the alignment procedure in the y-z
plane, and the hydrophone was therefore aligned with the center of the transducer in the y-direction by
holding a ruler beneath the transducer. After the alignment procedure, the transducer was removed from
the water bath, and the lens was mounted in front of the transducer. The RTV664 lens was mounted in front
of the RCA using a custom 3D printed holder, and ultrasound jelly was applied between the transducer
and the lens to ensure adequate contact between the aperture and the lens material. The assembly was
then placed back into the water bath, and care was taken to place the assembly, as accurately as possible,
back into the same position as during the alignment procedure. The transducer and hydrophone were
connected to SARUS (Jensen et al. 2013), and element number 86 was set to emit a two-cycle sinusoid
with a center frequency of 4.5 MHz. The emitted pressure was then measured along the observation line
given by eq. (7.31), from x “ ´20 mm to x “ 20 mm.

7.4.2 Results: The TOF to a line
The resulting simulated and measured emitted fields are plotted in Fig. 7.7(a) and 7.8(a), respectively,
together with the predicted TOF. Notably, the wavelengths of the observed pulses in the two figures differ,
since the measured and simulated emissions are not made using the same center frequency. The sound
fields were delayed by the predicted TOF to evaluate its accuracy. The delayed sound fields are shown
in 7.7(b) and 7.8(b). The cross-correlation method described in Section 6.1.1 was applied to the delayed
wave fields, taking x “ 6.93 mm as the reference position. The resulting phase differences along the
observation line are shown in Fig. 7.9.
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Figure 7.7: The simulated transmitted field with the predicted TOF in red. The sound field received along
the observation line is shown in (a) and the sound field delayed by the TOF is shown in (b).
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Figure 7.8: The measured transmitted field with the predicted TOF in red. The sound field received along
the observation line is shown in (a) and the sound field delayed by the TOF is shown in (b).
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Figure 7.9: Calculated phase differences along the observation line for (a) the simulated and (b) the
measured sound fields.

7.5 Predicting the position of an emitted wave

In Section II of Paper 6 the ray tracing model is formulated so that the position of an emitted wave can be
predicted given its TOF. This makes it possible to predict the position of a wavefront with constant TOF,
and thus to apply the Oddershede and Jensen criterion given in eq. (7.24). In Sections 7.5.1 and 7.5.2 this
will be applied to find the usable FOV of a lensed RCA. Firstly, the method is used to compare the thin
lens model with the ray tracing model, and secondly, the method is used to evaluate the usable FOV for a
128 + 128 element RCA. All tables and figures presented in this section are reprinted from Paper 6, and the
reader is referred to the paper for details on the methods used to produce the results presented in Sections
7.5.1 and 7.5.2.
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7.5.1 Results: Comparison of the thin lens model
and the ray tracing model

Section 6.3 questioned how accurately the thin lens model can predict the TOF from a lensed RCA with a
physical lens of finite thickness. It is hypothesized that prediction of the TOF using the ray tracing model
will be more accurate than using the thin lens model, since the paraxial assumption is avoided, and that
this will give a greater usable FOV. Therefore, in Section III C 1 of Paper 6, the usable FOV using the thin
lens model and the ray tracing model were compared for four example cases. A table with descriptions of
the four case geometries is given in Table 7.1.

Case num. Element name Element index Position of element Arc relation
to element

1 Center 65 x = 0.1 mm Orthogonal
2 Center 65 x = 0.1 mm Along
3 Edge 128 x = 12.7 mm Orthogonal
4 Edge 128 x = 12.7 mm Along

Table 7.1: Description of the geometry of the simulated cases used to compare the performance of ray
tracing and the thin lens model.

The sound pressure field emitted from the 128 + 128 element RCA, described in Table 4.1, was
simulated along constant TOF arcs according to both the ray tracing and thin lens models for all the four
example cases. The usable FOV was evaluated according to the SNR criterion presented in Section 7.2.1.
The resulting two-sided usable FOV is given in Table 7.2. Generally, in Table 7.2, it can be seen that the
FOV calculated using the ray tracing model arcs is comparable or higher than the FOV calculating using
the arcs predicted by the thin lens model.

The largest difference between the two models is seen in case 3, where the arc runs orthogonal to the
edge element. The simulated pressure field for the two prediction models, and the corresponding values
for SNRp∆φq and SNRpaq are plotted in Fig. 7.10. Here, the intersection points between the two SNR
criteria curves are also indicated, giving the total usable FOV, as shown in Table 7.2. Visually, Fig. 7.10
shows the effect of inaccurately predicting the position of the emitted wave; in Fig. 7.10(a), the pressure
field appears to be in phase across the propagation angles, whereas in Fig. 7.10(b), the field appears curved.
The curvature indicates that the prediction of the wavefront position has introduced a phase error. This
error can also be seen in Fig. 7.10(d), where the value of SNRp∆φq deviates significantly from one.

Case number 1 2 3 4
FOV with ray tracing model 125.1° 47.6° 110.7° 39.3°
FOV with thin lens model 121.1° 44.4° 85.6° 39.9°

Table 7.2: The calculated two-sided angular FOV for the four example cases, calculated with arcs predicted
by the ray tracing model and the thin lens model. This table is modified and reprinted from Paper 6.

7.5.2 Results: Evaluation of the FOV for a lensed 128 + 128 element RCA
The usable transmitted FOV for the RTV664 lens mounted on the 128 + 128 RCA has been evaluated in
Paper 6. This gives an indication of how suited this lens and transducer are for imaging a human organ.
The usable FOV has been evaluated from simulations of the transducer and lens for elements number
65 to 128 in steps of nine, and at depths corresponding to propagation in a homogeneous medium with
cw “ 1480 m s´1 through 6 mm to 21 mm in steps of 5 mm. The FOV has been evaluated using the
Oddershede and Jensen (2007) SNR criterion, given in eq. (7.27) and eq. (7.28). Full details on how the
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(a) Pressure field along an wave-front arc by
the ray tracing model.

(b) Pressure field along an wavefront arc by
the thin lens model.

(c) SNR criterion along an wavefront arc by
the ray tracing model.

(d) SNR criterion along an wavefront arc by
the thin lens model.

Figure 7.10: Examples of the simulated pressure fields for case number 3, along a constant TOF wavefront
arc predicted by the ray tracing model (a) and the thin lens model (b). In the second row, the SNR criterion
calculated using eq. (7.27) and eq. (7.28) from the pressure fields. The figure is reprinted from Paper 6.
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Figure 7.11: The variation in the calculated SNR criterion for the simulated sound field transmitted by the
center element of the 128 + 128 element RCA, at four different depths. The figure is reprinted from Paper 6.
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Figure 7.12: Illustrations of the positions of the wavefront arcs calculated by the ray tracing model, and the
corresponding usable FOV, varying with depth. The figure is reprinted from Paper 6.

FOV was evaluated are given in Section II of Paper 6. The calculated FOV for all the simulated elements
and its variation with depth are plotted in Fig. 10 of Paper 6. It shows that in the direction orthogonal to
the emitting elements, the calculated usable FOVs varied with element index. This occurs because the
position of the emitting element affects where the sound intersects the lens boundary, and thus how much it
is refracted. Observations of the simulated emitted fields unveiled that the end of the lens curvature causes
an edge wave, and this artefact degrades the usable FOV for the outermost elements in the transducer.
For elements number 65 - 110, which seem to be unaffected by the edge wave artefact, the mean usable
FOV was found to be 122° ˘ 2°, averaged across element number and depths. In the direction along
the emitting elements, the variation in calculated FOV with elements number 65 - 110 had a maximum
standard deviation of only 0.9°. The FOV averaged over element number declined with depth, from
51.2° to 28.5°. Fig. 7.11 shows the variation with propagation angle in the two parts of the SNR criterion
calculated from the emission from the center element at four depths.

As example cases, in Fig. 7.12, the usable FOV evaluated for the elements and geometries outlined in
Table 7.1 are illustrated as a function of depth. The illustrations also include the positions of the wavefront
arcs, as calculated by the ray tracing model, the theoretical usable FOV predicted by eq. (6.5), and the
FOV of the RCA without a lens.
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7.6 Discussion: Lensed RCAs

Both the prediction of TOF to an observation line shown in Section 7.4 and the prediction of the position
of an emitted wave shown in Section 7.5 have demonstrated that the ray tracing model can accurately
predict the propagating of a transmitted wave from a lensed RCA. In Fig. 7.7(a), the simulated sound
field and the predicted TOF are matched. This is supported by the calculated phase difference along the
observation line, shown in Fig. 7.9(a), which is at most 0.0282λ within the −3 dB width. Similarly, the
simulated sound field to a wavefront arc predicted to have constant TOF by the ray tracing model, shown
in Fig. 7.10(a), shows insignificant phase error along the arc. In Fig. 7.10(c), SNRp∆φq is close to one
within the usable FOV, indicating that the predicted position of the wavefront arc is accurate.

Paper 6 concludes that predicting the position of the emitted sound field using the thin lens model is
less accurate than using the ray tracing model. As shown in Table 7.2, for the four example cases, using the
ray tracing model results in higher usable FOV than using the thin lens model. Moreover, in Fig. 7.10(d),
SNRp∆φq deviates from one within the usable FOV, indicating that calculating the wavefront positions
using the thin lens model has introduced phase errors to the expected plane wave. This means that if the
thin lens model is used to predict τ when beamforming an image from the lensed RCA, the calculation
would suffer from phase errors, leading to a degraded image contrast.

The predicted TOF using the ray tracing model appears to also match the measured sound field, shown
in Fig. 7.8(a). The predicted TOF curve has the same shape as the intensity of the sound field, but with a
time-shift. This is likely due to misalignment between the coordinate system of the transducer and of the
hydrophone. As described in Section 7.4.1, the alignment procedure was only performed in the x-z-plane.
Moreover, the transducer was removed from the water bath after the alignment procedure, to mount the lens.
This might have caused a slight shift in either the x or y direction. Thus, the position of the hydrophone
might have been shifted from the expected position at y “ 6.93 mm. The TOF varies both along x and
along y, and the misalignment will therefore have introduced a mismatch between the predicted TOF at
y “ 6.93 mm and the sound field observed at some unknown y position. The misalignment issue is also
observable in the delayed sound field, shown in Fig. 7.8(b). Here, the sound field appears slightly tilted,
likely due to a rotation of the coordinate system used by the transducer, compared with the coordinate
system used by the hydrophone. The rotation might have been introduced when mounting the lens. It
is clear that a more robust alignment protocol is needed in order to validate the ray tracing model with
measured data. With a fully functional RCA, alignment could also be made in the y-z plane, but even
so, the removal of the transducer from the water bath before measurement is likely to introduce position
errors. Running the alignment protocol after mounting the lens requires careful consideration of how to
create focused emissions through a defocusing lens and of where these foci will occur. Since the lens is
double-curved, it is not possible to create straight focal lines, which are used when aligning an unlensed
RCA. The complexity of creating a robust alignment procedure remains to be tackled before the ray tracing
model can be fully validated experimentally. Nevertheless, the predicted TOF and the measured sound
field appear to have a solid resemblance, and the calculated phase difference along the observation line,
shown in Fig. 7.9(b), is less than 0.19λ within the −3 dB width. This indicates a good correspondence
between the measured sound field and the predicted TOF.

The variation in the SNR criterion for four depths, shown in Fig. 7.11, shows that SNRp∆φq is
constant with propagation angle, while SNRpaq increases. The angle at which SNRpaq starts to increase
and intersect SNRp∆φq decreases with depth. This indicates that it is the amplitude of the sound field,
rather than the prediction of the TOF and the corresponding phase error, that limits the usable FOV. In
the simulated sound field shown in Fig. 7.7(b) the −3 dB width is 64.5 mm, while in the corresponding
measured sound field, shown in Fig. 7.8(b), the −3 dB width is only 17.5 mm. This discrepancy might
have been caused by poor coupling between the transducer and the lens, due to a insufficient mounting
mechanism, but it also points to a more significant attenuation issue. The sound field is captured by
the hydrophone in water at z “ 30 mm, and as shown in Fig. 7.8(a) the maximum recorded pressure is
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only 6 kPa. When applied to an in vivo measurement, where attenuation through the image medium is
significantly higher than in water, this will further reduce the usable FOV and the penetration depth of the
lensed RCA. Thus, further studies are required to improve the coupling between the transducer and the
lens and to reduce the attenuation through the lens medium.

Generally, the study of the FOV of the 128 + 128 element RCA made in Paper 6 shows that the usable
FOV can be significantly improved by introducing a lens. This is demonstrated in the visualization of
the FOV for the four example cases shown in Fig. 7.12. An average FOV of 122°˘ 2° in the direction
orthogonal to the emitting elements and a 51.2° to 28.5° in the direction along the emitting elements.
Notably, these FOVs indicate the area where the position of the transmitted sound field can be predicted
accurately enough, and where the amplitude of the transmitted sound field is high enough to contribute
constructively to the SNR. It does not, however, indicate the FOV for received sound. This has not yet
been quantified, as the ray tracing model has only been formulated for transmitted sound. Nevertheless, it
is reasonable to expect that, given adequate transmitted power and not too high attenuation of the received
sound, similar FOV can be achieved by the receiving aperture as by the transmitting aperture. The two are,
however, likely to be orthogonal on each other, so the final pulse-echo FOV will be limited by the smallest
of the two, in each direction. However, more study is needed to confirm this presumption. Generally, the
quantification of the transmitted FOV of the 128 + 128 element RCA indicate that using a lens will make
volumetric imaging using RCAs much more clinically applicable. For example, as previously mentioned,
the median size of a left kidney in an adult human is 11.2 cm ˆ 5.8 cm ˆ 4.6 cm (Emamian et al. 1993),
and Fig. 7.12 shows that at approximately 9 cm to 10 cm depth, the usable FOV is 37.2 cmˆ 12.1 cm. This
indicates, given that an appropriate positioning of the transducer in relation to the kidney can be achieved,
that with the lens, the 128 + 128 element RCA can be used to image the whole human kidney at once.
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CHAPTER 8
Conclusion

3D SRUI using a lensed CMUT RCA has the potential to greatly improve the clinical applicability of
medical ultrasound. Here, three important developmental steps have been taken towards realizing the
implementation of these techniques. Firstly, it has been shown that CEUS imaging with a CMUT is
attainable, despite the nonlinear emission from the transducer. Secondly, 3D ULM with a RCA has
been demonstrated on a phantom. Lastly, a ray tracing model has been developed for predicting the
refraction through a concave diverging lens. Together these steps move towards making it possible to make
non-invasive images of the microvasculature with microscopic resolution and a macroscopic FOV.

Firstly, it has been shown that with the appropriate choice of minor sequence, CEUS imaging with
a CMUT produce contrast enhancement comparable to imaging with conventional PZT arrays. CEUS
imaging using CMUT is challenging because the cancellation of linearly back-scattered signals needed to
achieve contrast-enhancement can be disrupted by the emission of nonlinear harmonics from the CMUT.
The use of CMUTs for CEUS imaging has therefore been disputed. However, Fouan and Bouakaz
(2016) suggested a three-pulse AM sequence that is unaffected by the emission of the harmonics. Here,
theoretic formulation of the signals received when applying the sequence have confirmed that the sequence
successfully eliminates linearly back-scattered signals, while maintaining signal at the emitted frequency,
which has been nonlinearly back-scattered by the microbubble contrast agents. Moreover, measurement
of the CTR of images of microbubbles flowing through a phantom have shown that the three-pulse AM
sequence outperforms both the PI sequence and the two-pulse AM sequence. The amount of harmonic
distortion of the signals emitted by the CMUT increase as the applied VAC increases. Despite this, the
contrast-enhancement achieved by the three-pulse AM sequence did not decline as VAC was increased,
and the sequence achieved an average increase in CTR of 35.3 dB compared with B-mode. This further
reinforces that the performance of the sequence is independent of the emitted harmonics. Furthermore, the
measurements of CTR revealed that the performance of the three-pulse AM sequence was comparable
when emitted by a CMUT and a corresponding PZT array. However, quantification of the SNR of the two
probes pointed to a difference in SNR, and it was speculated that the electrical shielding of the CMUT was
not satisfactory. The measurements of CTR suggest that with improvement of the SNR of the CMUT, it
can be used effectively for SRUI.

Secondly, 3D SRUI of a microflow phantom was performed using a 62 + 62 element PZT RCA. The
resulting image clearly shows the 3D flow channel inside the phantom, and thus demonstrates visually that
the flowing microbubbles have been localized correctly. Furthermore, quantification of the precision of the
microbubble localization was performed by Jensen et al. (2020) based on the known inner dimensions of
the phantom. Jensen et al. (2020) concluded that the image was super-resolved. No two objects laying
closer than the diffraction limit have been imaged and resolved, and the image thus does not satisfy the
super-resolution definition by Christensen-Jeffries et al. (2020). However, the localization precision was an
order of magnitude smaller than the size of the PSF, and this indicates that the imaging set-up would have
been able to resolve two objects laying closer than the diffraction limit, had they been imaged. Therefore,
a second phantom design with three "V"-shapes with decreasing channel separation was designed. In
future works, this phantom can be used to demonstrate that the diffraction limit can be overcome and
to quantify the limit of how closely placed two channels lay and still be resolved. Using a 3D printed
phantom has provided the possibility of quantifying the localization precision of the imaging set-up, based
on the known dimensions of the phantom. This knowledge of the ground-truth of the imaged vasculature
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makes it possible to validate that the structures seen in the image match the structures imaged. This is
valuable when developing SRUI techniques, and difficult to achieve in vivo.

Lastly, in order to make beamforming of images made by lensed RCA possible, the prediction of the
refraction of sound rays through a concave lens was studied. Predicting the TOF of the sound transmitted
and received by the array is crucial in order to accurately delay the signals during DAS beamforming.
Initially, the thin lens model suggested by (Bouzari et al. 2017) was implemented and sound fields refracted
through a thin lens were simulated using Field II. It was shown that there was no phase difference along
simulated emitted sound fields. Moreover, simulations of the PSF of a 62 + 62 element RCA emitting a
single-element SA using both a flat transducer and a thin lensed transducer found no difference in the
FWHM of the PSF. Both these findings validate that the thin lens model has been correctly implemented,
and that the model suggested by (Bouzari et al. 2017) accurately describes the emission and reception
of a RCA with curved elements. However, this cannot be taken as validation that the model represents
refraction through a real lens, because the short-comings of the model are not revealed by simulations using
curved elements. The thin lens model is based on the paraxial approximation, which greatly simplifies the
geometry of the sound rays traveling through the lens. Using this simplification, it is possible to define a
single focal point for the lens, which is unrealistic when a real lens of finite thickness is used.

Therefore, refraction through a concave lens was described using the ray tracing model. The model
accounts for refraction through the lens by implementing Snell’s law each time a sound ray intersects the
lens boundary. The thin lens model and the ray tracing model were compared by delaying a sound field
emitted by a lensed RCA and simulated using FEM by the positions predicted to have a constant TOF by
the two models. The comparison showed that less phase difference occurred across the sound field delayed
using the positions predicted by the ray tracing model. By applying the Oddershede and Jensen (2007)
SNR criterion, the usable FOV of the transducer was quantified. For four example cases, prediction of
the position of the emitted wavefront using the thin lens model resulted in smaller or equal FOVs than
when using the ray tracing model. Thus, the ray tracing model predicts the refraction through the lens
more accurately than the thin lens model. The accuracy of the ray tracing model was further validated by
comparing its prediction of TOF with the time traveled by a wavefront observed at a line beneath a lensed
RCA using both FEM simulations and hydrophone measurements. The comparison showed that when the
simulated sound field was delayed by the predicted TOF, the largest phase difference across the sound
field was at most 0.0282λ. In the measured sound field, the phase difference was up to 0.19λ, but this
increase is likely caused by poor alignment between hydrophone and the transducer. The comparison of
the predicted TOF with the simulated and measured wavefronts further support the applicability of the ray
tracing model.

The drawback of the ray tracing model is its complexity. Using the ray tracing model it is not possible
to define a single focal point for the lens and the model equations are intricate. The model is so complex
that formulation of an analytic relationship for predicting the TOF of a sound wave, given its position, has
not been achieved. Instead, a backwards interpolation method has been proposed. By repeated calculation
of the position of a wavefront, given a range of TOFs, the TOF of a desired position can be found using
interpolation. To beamform a 3D image, this operation has to be performed for every voxel in a 3D grid.
This makes the implementation of the model computationally demanding, and considerate optimization
of the efficiency of the algorithm is required before it can be implemented in a clinically useful setting.
Moreover, due to the complexity of the model geometry, at the current stage it has only been implemented
for transmitted sound waves. Therefore, before the ray tracing model can be used to beamform signals
received on a lensed RCA the ray tracing model should also be formulated for received sound waves.

The ray tracing model was applied to evaluate the usable FOV for a lensed 128 + 128 element RCA.
During the evaluation, it was also discovered that for the elements laying close to the end of the transmitting
aperture, an edge wave caused by the sharp corner between the lens curvature and its baffle created a node
in the emitted wavefront and thus limited the usable FOV. In future designs of lensed RCA, this should be
avoided. It is proposed that the corner can be rounded, or the size of the lens in relation to the aperture can
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be adjusted. However, for the elements in the transmitting aperture that were unaffected by the edge wave,
the FOV was, on average, found to be 122°˘ 2° in the direction orthogonal to the emitting elements and
51.2° to 28.5° in the direction along the emitting elements. This indicates that the usable FOV is large
enough to image a whole human kidney, and shows clearly the advantage of using a lens on a RCA to
create a macroscopic FOV.

Thus, it has been demonstrated that a macroscopic FOV can be obtained using a lensed RCA, and that
a microscopic resolution can be achieved using SRUI by a RCA. Further development of the prediction of
the TOF through a lens when receiving sound is needed before the two techniques can be combined, but
the findings indicate that this is attainable. Moreover, in the future, design of RCAs for SRUI can take
advantage of the design features which are possible with CMUTs, but not with PZT arrays. The array
can be designed larger, without compromising the pitch and the corresponding center frequency of the
array. Together with a large bandwidth, the array can thus be designed to have high resolution, which
in turn benefits the frame rate of the SRUI, and consequently the time it takes to use SRUI on a patient.
Ultimately, by designing a lensed RCA using the CMUT technology, hopes are that in the future, SRUI
can be made so time-efficient, and with such a large FOV and high resolution that it will be the preferred
tool for diagnosing and observing microvascular diseases.
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Abstract—Ultrasound imaging of flow has seen a tremendous
development over the last sixty years from 1-D spectral displays
to color flow mapping and the latest Vector Flow Imaging (VFI).
The paper gives an overview of the development from current
commercial vector flow systems to the latest advances in fast
4-D volumetric visualizations. It includes a description of the
radical break with the current sequential data acquisition by
the introduction of synthetic aperture imaging, where the whole
region of interest is insonified using either spherical or plane
waves also known as ultrafast imaging. This makes it possible
to track flow continuously in all directions at frame rates of
thousands of images per second. The latest research translates
this to full volumetric imaging by employing matrix arrays and
row-column arrays for full 3-D vector velocity estimation at all
spatial points visualized at very high volume rates (4-D).

I. INTRODUCTION

The measurement of blood flow has undergone a tremen-
dous development since the first system devised by Satomura
in Japan in 1957 and 1959 [1, 2] more than sixty years
ago. The continuous wave system could detect heart wall
movements and flow patterns in peripheral arteries. Pulsed
systems developed by Baker [3] and Wells [4] could display
the spectral content of the flow signals at one depth in the
vessel. These early 1-D systems forms the basis for the spectral
Doppler systems of today, which are used for investigating and
quantifying flow everywhere in the human circulation. Even
the continuous wave systems are still in use in cardiology,
where the velocities can be too high to measure for a pulsed
system. Both yield quantitative estimates but can only measure
at a single spatial location.

This limit was lifted by the Color Flow Mapping (CFM)
system developed by Kasai et al [5, 6], where an auto-
correlation estimator can estimate the velocity from only 8
to 16 emissions, thereby making it possible to acquire and
display axial velocity images. This introduced the second
most important innovation in velocity estimation, which is
implemented in all commercial scanners for flow imaging of
the vessels and the heart. The estimator has been investigated
and improved in numerous papers using e.g. both RF averaging
[7, 8] and cross-correlation [9, 10].

Although these systems are widely used in the clinic, and
a whole range of diagnostic measures are routinely used, they
also have a number of drawbacks and technical problems.
Most importantly, only the axial velocity component is es-
timated. This is often compensated for by finding the beam-
to-flow angle using the B-mode image, but it is inherently
unreliable as the angle can vary over the cardiac cycle, and
the flow is not necessarily parallel to the vessel wall. Often
the beam-to-flow angle can be difficult to keep below 60◦,
and even a modest error of 5◦ can here lead to 20-30%
errors in the estimated velocities. In many cases the axial
velocity is actually the smallest component for e.g. peripheral
vessels, and the lateral component is more important. The
problem is addressed by the 2-D Vector Flow Imaging (VFI)
systems presented in Section II, which also describes how
more accurate measures of flow and turbulence can be attained
in Section II-B.

A second problem is that CFM systems are limited in their
frame rate by the sequential data acquisition due to the speed
of sound [11, 12]. Eight to sixteen emissions must be acquired
in multiple directions to yield an image, and the precision of
the velocity estimates is limited by the number of emissions
in the same direction. It is, thus, not possible to have both
a large imaging region (large depth), fast frame rates, and
precise estimates at the same time. Further, it is often difficult
to detect flow in both the systolic and diastolic phase. The
limits number of lines making low velocity estimation difficult,
if aliasing should be avoided at the same time. These problems
are addressed in Section III with the introduction of Synthetic
Aperture (SA) systems, which radically breaks the trade-off
between frame rate and precision [12]. It opens a whole range
of new possibilities for flow imaging, where both slow and
fast velocities can be estimated from the same data with a
very high precision.

The third problem is that current systems only show flow
in a 2-D image. Recently, 3-D volumetric imaging has been
introduced, and these systems can show CFM images in a
volume. Even though parallel beamforming is employed, it
is still difficult to attain decent frame rates for real-time
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cardiac imaging, and often the scanners have to resort to
ECG gated sequences to stitch the volume together from
multiple acquisitions. A further problem is the use of matrix
array probes. Attaining a high resolution and contrast in
ultrasound images require 64 to 128 transducer elements along
the imaging plane, and for 3-D volumetric imaging matrix
probes have to be used. These should ideally have at least
4,000 to 16,000 elements making them prohibitively expensive
to develop and costly to use. Current state-of-the-art probes
have more than 9,000 elements, which is still too low to attain
a state-of-the-art image quality. Further, the velocity estimation
is still only in the axial direction and not in full 3-D. These
problems are addressed in Section IV, which shows how the
latest research in Row-Column (RC) matrix probes potentially
can be a solution to the problems of fast 4-D imaging with
display of the full 3-D velocity vector in all points in the
volume in real time.

II. 2-D VECTOR FLOW IMAGING

It was early realized that only estimating the axial velocity
component was not sufficient to give a complete picture of
the complex human blood flow. Fox [13] suggested the first
system with two crossing beams to enable estimation of the
lateral velocity component from triangulation. This has later
been investigated and optimized by a number of authors [14,
15]. A second approach developed by Trahey et al [16] used
speckle tracking, where a small search region was correlated
to a larger image region. The velocity could then be found for
both components.

A. Transverse oscillation

The first approach to make it into commercial scanners was
the Transverse Oscillation (TO) method developed by Jensen,
Munk, and Anderson [17, 18]. Axial velocity estimators rely
on the sinusoidal signal emitted, and the velocity is estimated
by correlating multiple emissions in the same direction. The
motion between emissions is then found through either an
autocorrelation using the phase shift or a cross-correlation
for the time shift [19]. The idea in TO is to introduce an
oscillation transverse to the ultrasound beam and then find
the lateral displacement. A Fourier relationship exists between
the transducer’s aperture sensitivity and the lateral far-field
sensitivity [17, 20, 21]. Introducing two peaks in the receive
apodization therefore generates a lateral oscillation, where the
frequency is determined by the separation of the two peaks. A
dedicated estimator was developed for separately estimating
the axial and lateral velocity components [22]. The method
was implemented on BK Medical scanners (Herlev, Denmark)
and FDA approved in 2012 [23]. It made it possible for the first
time to visualize the complex flow in the body in real-time,
and vortices in e.g. the bulbous of the carotid artery could be
seen as shown in Fig. 1. The approach has been implemented
on linear [17, 22], convex [24], and phased array probes [25]
and can also be used for finding the spectrum of the transverse
velocity [26].
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Fig. 1. In-vivo images of flow in the carotid bifurcation right before peak
systole. The top images shows the CFM image for the axial velocity, and
the bottom image shows the VFI using TO. A vortex is seen in the carotid
bulb, and the velocity estimates are more consistent with what is found in the
carotid artery (from [27]).

An example of flow in the aorta is shown in Fig. 2 for a
short-axis view. The direction and velocity magnitude of the
blood flow are displayed as colored pixels defined by the 2-D
color bar with arrows superimposed for showing direction and
magnitude. The short-axis view shows the rotation of the flow,
which is nearly always found during the cardiac cycle, and the
image demonstrates that the velocity can be estimated for all
directions [28].

A range of studies have been conducted using the BK
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Fig. 2. Vector velocity imaging of blood flow in the ascending aorta in
a short-axis view. The colors and arrows indicate velocity direction and
magnitude (modified from [28]).

implementation. This includes investigating volume flow in
arteriovenous fistulas [29], intraoperative cardiac examinations
[30], flow in the aorta [28], flow in the ascending aorta for
normal, stenotic and replaced aortic valves [31], and transtho-
racic VFI examination of newborns and infants with congenital
heart defects [32]. Other groups have also investigated VFI and
compared it to e.g. spectral velocity methods [33].

Vector flow is now also implemented on systems from
Mindray and Toshiba, and a comprehensive review of all the
developed methods can be found in [11], which also lists the
comprehensive literature in the field for a range of different
methods and clinical investigations.

B. Quantitative Measurements in VFI

Currently, quantification of velocities is obtained by using
the axial velocity component from spectral velocity estimates,
as the measurements are more precise than CFM results due to
the continuous acquisition in one direction. The measurements
have to be corrected for the beam-to-flow angle, and variations
in this can lead to a serious bias. A 5◦ error at a 60◦ beam-
to-flow angle can lead to a 20% error in the velocity. VFI
can automatically compensate such errors and can also handle
that the beam-to-flow angle varies over the cardiac cycle. An
example of quantitative VFI measurements is shown in Fig. 3,
where both the mean value and the standard deviation (SD) can
be estimated by measuring over several cardiac cycles [34].

Many other quantities can be derived from VFI data includ-
ing flow complexity for revealing disturbed and turbulent flow
[31, 35], volume flow [36], and pressure gradients [37]. In the
last example, the pressure gradients are estimated by solving
a simplified version of the Navier-Stokes equation with the
VFI estimates as input. An example of this is shown in Fig.
4, where the top image shows the trajectory for the pressure
gradient calculation, and the lower graph shows the mean
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Fig. 3. Quantitative velocity measurements from a carotid phantom using
a linear array probe with a directional TO velocity estimator (from [34]).
Several cardiac cycles are automatically aligned and the mean value and SD
are estimated from the 10 cycles for both the beam-to-flow angle and various
velocity measures.

pressure gradient and its SD found from 11 cardiac cycles.
The pressure gradient can be retrospectively found from the
10 seconds of data for any trajectory within the vector flow
imaging region with a precision of 19% . A large improvement
compared to a pressure catheter, which had a relative SD of
786% [38].

III. SYNTHETIC APERTURE FLOW IMAGING

A major problem in conventional flow imaging is the
sequential data acquisition, which limits the frame rate and the
amount of data available for velocity estimation [12, 41]. This
limits the penetration depth, the maximum detectable velocity,
and the precision of the estimates. A break with this paradigm
is to employ SA imaging as shown in Fig. 5, where the region
of interest is broadly insonified by using spherical or plane
waves. The scattered signal is then received on part or all of
the elements, and a full Low Resolution Image (LRI) can be
generated. Combining LRIs from a number of emissions then
yields a High Resolution Image (HRI) dynamically focused
in both transmit and receive. The focusing is performed by
summing the waves in phase, and for spherical emissions the
focusing times are calculated as:

ti, j =
|~ri−~rp|

c
+
|~r j−~rp|

c
, (1)

where ~ri is the origin of emission i, ~rp is the location of the
imaging point, and ~r j is the position of the receiving element
j. The high resolution image is then made by:

y(~rp) =
Ni

∑
i=1

N j

∑
j=1

a(~ri,~rp,~r j)r(ti, j), (2)

where Ni is the number of transmissions and N j the number
of receiving elements. Here a() is the apodization function
or relative weight between emissions and between receiving
elements, which is often calculated from the F-number in
transmit and receive. The same calculations are performed for
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Fig. 4. Estimated pressure gradient from a carotid artery phantom. The
top image shows the VFI and the trajectory for finding the pressure gradient
(orange line). The lower graph shows the estimated pressure gradient from
11 cardiac cycles including the relative SD.

plane wave imaging with a replacement of the transmit delay
(the first term in (1)) with the corresponding equation for a
plane wave. This is often called ultrafast imaging [42], but the
imaging scheme is really the same for both types of waves.
The only difference is the calculation of the transmit delay in
the beamforming, and we will, therefore, call both schemes
for SA imaging in this paper. Creating SA images decouples
frame rate from the number of lines in the image, and the
frame rate is only determined by the number of emissions.

It might be counter-intuitive that such images acquired over
multiple emissions can be used for velocity estimation, as the
investigated object is moving between emissions and, thus,
cannot be summed coherently. The initial idea for SA flow
imaging is illustrated in Fig. 6, where a short sequence is used
for SA imaging [43–45]. The emissions are shown on the top
and the LRIs beneath. The bottom row shows the HRIs when
the different LRIs are combined. A singe scatterer moving
towards the probe is investigated. The LRIs are not summed
in phase, and HRI H(n−3) is different from H(n−2), but equal to
H(n−1) apart from the shift in position, where n is the emission
number. The basic idea is that the HRIs are highly correlated,
if their emission sequences are the same. They may not be

summed fully in phase, but the defocusing from motion is the
same for all HRIs, as the emission sequence is the same. They
can, therefore, be correlated to find the velocity.

This might seem like a small detail, but it has major
implications for flow imaging. Firstly, imaging is continuous,
and data are available everywhere in the imaging region for all
time. It is, thus, possible to average the correlation functions
over as long time as the flow can be considered stationary
[46]. Also, flow can be followed in any direction, as data is
available for the whole imaging region, and beamformation
can be made in all directions. Any echo canceling filter can
be used without detrimental initialization effects, making it
much easier to separate out flow from tissue [47–50].

An example of the benefits from SA flow imaging can
be seen in Fig. 7, which shows a velocity magnitude image
acquired using an 8 emissions SA sequence [51]. The data
have been beamformed along the flow direction and the
velocity estimated by cross-correlating these directional lines
for 16 HRIs, which yields the velocity magnitude. No post
processing has been employed on the image, and only the
raw estimates are shown. The relative standard deviation to
the peak velocity is 0.3% for very precise quantitative data,
ideal for the quantification described in Section II-B. Data
can be beamformed in any direction, making it also possible
to estimate transverse flow [51]. Methods for estimating the
correct beam-to-flow angle have also been developed [52, 53].

The current state-of-the-art in SA flow imaging is shown in
Fig. 8, where the flow in the carotid bifurcation is measured on
a healthy volunteer [53]. Here, a five emissions sequence was
used, and it can potentially yield more than 3000 frames per
second. Images at three different time points in the cardiac
cycle are shown at the top. The bottom graph shows the
velocity magnitude estimated in the white circle in graph c).
The evolution on the vortex in the carotid bulb can be studied
in detail using such ultrafast imaging.

A major issue in these images is the very large amount of
data and the significant number of calculations to conduct for
creating real time imaging. The current trend is to employ
fast GPUs to perform the beamforming and this can often
approach real time imaging [54–57]. Another approach is to
reduce the amount of data and thereby the calculation load.
Dual stage beamforming has been developed to reduce the
sampled data to one channel, and the processing demand is
thereby also reduced proportionally. It was demonstrated in
[58] that very fast SA VFI could be attained by this approach
using TO and dual stage beamforming, and the processing
could be performed in real time on a Tablet [59].

A. Fast Flow

One problem in SA imaging has been the reduction of
the detectable peak velocity. For SA flow imaging the data
has to be acquired over Ne emissions, and the effective
pulse repetition frequency fpr f ,e f f is equal to fpr f /Ne. The
maximum detectable velocity vmax in velocity estimation is
generally proportional to λ fpr f ,e f f = vmax, which is reduced
by a factor Ne compared to traditional flow imaging. There is,
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thus, a compromise between sequence length and vmax. Often
a longer sequence is preferred to enhance contrast and this
reduces vmax. A possible solution is to use single emissions
like in [61–64], but this reduces contrast and makes it difficult
to estimate flow in small vessels.

The problem has recently been solved by introducing in-
terleaved sequences, where an emission is repeated as shown
in Fig. 9. The beamformed HRIs are then only temporally
separated by 1/ fpr f and not 1/ fpr f ,e f f , and vmax is increased
by a factor Ne. Combined with a cross-correlation estimator
made it possible to estimate velocities above 5 m/s for imaging
down to 15 cm [60, 65], and it is also possible to further
increase the limit by using directional beamforming as in Fig.
7.
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Fig. 7. Velocity magnitude velocity image acquired using SA flow imaging
and directional beamforming (from [51]).

B. Slow Flow

A major advantage of continuous imaging is the possibility
of using advanced echo canceling filters to separate flow from
tissue. This is especially important for low velocities, and SA
imaging has created major breakthroughs in studying slow
flow in e.g. the rat brain as shown in Fig. 10 and the kidney
[66, 67]. In particular the employment of Singular Value
Decomposition (SVD) echo canceling methods has benefited
low velocity imaging and introduced a whole new range of
possibilities [47, 50, 68].
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Fig. 8. VFI acquired using a SA flow sequence and directional beamforming (from [53]). Images at three different time points in the cardiac cycle is shown
on the top, and the measured velocity magnitude over time for three cardiac cycles are shown in the bottom figure.

Fig. 9. Inter-leaved SA sequence where LRIs are repeated to minimize the
distance between HRIs. The same colored LRIs are summed to yield one
HRI. The effective fpr f ,e f f is equal to the highest possible value ( fpr f ) due
to the inter-leaving. Correlations in the blue boxes yield the same correlation
function, which are then averaged to improve precision (from [60]).

IV. FROM 2-D TO 4-D

The ultimate goal for VFI is to yield a full 3-D volumetric
image at a high frame rate (4-D) with the full velocity vector
determined for all three velocity components (3-D). This could
be called 3-D VFI in 4-D. SA imaging can be used for this
using matrix probes, where the emitted waves can be steered in
all directions to insonify the whole volume continuously. The
TO approach has been modified to estimate all three velocity
components [71, 72]. A 1024 elements Vermon matrix probe

Fig. 10. Directional power Doppler. (a) Initial µDoppler image. (b) Positive
part of the Doppler power spectrum I+ quantifying the volume of blood
flowing up. (c) Negative part of the Doppler power spectrum I quantifying
the volume of blood flowing down. (d) Color-coded µDoppler image: in each
pixel, the positive part is colored on a red range of intensities and the negative
part on a blue range of intensities. (e) Anatomy of the brain slice (bregma
+ 1.0 mm). Main structures: cortex (denoted c), corpus callosum (cc) and
caudate putamen (p). Scale bar: 2 mm. (from [67]).

Fig. 11. Three-dimensional vector flow from the common carotid artery of a
volunteer during peak systole using a 3-D TO estimator (modified from [69]).
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Fig. 12. Three-dimensional cardiac VFI rendering of the flow path lines at
three time points in the cardiac cycle corresponding to diastole, diastasis, and
systole. (from [70]).

[73] was used with the SARUS research scanner [74]. In-
vivo imaging of ten volunteers was conducted on the carotid
artery in [69] as shown in Fig. 11, and the volume flow
could be determined with a SD of 5.7%. 3-D VFI has also
been conducted in the heart using a modified GE Vivid E95
ultrasound scanner (GE Vingmed, Horten, Norway) using a
GE 4V-D matrix array transducer for full volumetric coverage
of the left ventricle at 50 volumes/second utilizing ECG-gating
[70]. An example of these measurements is shown in Fig. 12.

One major problem is, however, the amount of elements
needed. Both examples above use more than 1000 transducer
elements, with probe foot-prints that are small, thus, impeding
focusing. Good focusing in 2-D demands larger probes with
128 to 192 elements to maintain a low F-number for all
imaging depths. Translating this to 3-D yields 1922 = 36,864
independent elements, which is impossible to connect through
a cable to the scanner. A possible solution is to use a
sparse array or electronic beamforming in the handle. This
still restricts the number of elements to around 9,000 for
roughly 100 elements on each side of the array. Low F-number
focusing is therefore very difficult and expensive to attain in
3-D imaging, and compromises have to be made in both the
imaging schemes and beamforming.

A novel solution to this problem is to employ Row-Column
Arrays (RCAs), where rows and columns are independently
addressed [75–78]. The number of interconnects is then trans-
formed from N2 to 2N, thus reducing it by a factor of N/2.
This makes very large arrays possible, and much lower F-
numbers can be maintained for larger depths. A further advan-
tage of the large array size is the increased penetration depth.
This again can be used for increasing the center frequency
of the probe and thereby resolution. Arrays with only 64+64
elements at 3 MHz have attained a decent volumetric image
quality and a penetration down to 30 cm for SA imaging
sequences [79].

The RCAs can be combined with all the methods presented
here, and, thereby, attain the previously mentioned advantages.
Three-dimensional VFI was presented for a line and a plane
in [81] and for a volume [80, 81] using a 64+64 RC array,
and the TO approach adapted to 3-D VFI as shown in Fig. 13.

Recently, a SA RCA imaging sequence has also been
developed using an interleaved sequence for fast imaging, high
detectable velocities, and continuous data available in the full

Fig. 13. Cross sectional mean 3-D vector flow averaged over 100 frames
acquired using a 62+62 element RCA. The magnitude and direction of the
flow is depicted by the length and the color of the arrows on the top figure.
The shaded gray areas represent the projection of the flow in the respective
direction with their standard deviations (dotted line). The theoretical flow
profiles are illustrated by the red lines. The bottom figure shows an M-mode
of the out-of-plane vx velocity component measured for a pulsating carotid
flow waveform (modified from [80]).

volume [82]. Results from simulated flow with components
in all directions are shown in Fig. 14, where the vessel is
rotated 45◦=β compared to the probe, and the beam-to-flow
angles α are 90◦, 75◦, and 60◦. All velocity components can
be estimated with a bias less than −6.2% and an SD below
4.5% for situations. An example of 3-D vector flow in 4-D is
shown in Fig. 15, which was measured on pulsating flow in a
bifurcation phantom using the 62+62 RCA, SARUS and the
SA sequence. It is possible to obtain new VFI estimates of all
components and a B-mode image after 56 emissions, which
yields 275 volumes/second for imaging down to 5 cm. This
demonstrates than quantitative 3-D VFI can be attained in a
full volume at high volume rates (4-D) using only 62 receive
channels.

The continuous data for SA RC imaging can also be
employed for estimating low velocities using the methods
described in Section III-B. Another example is to use super
resolution imaging with RC arrays and ultrasound contrast
agents. An example of this is shown in Fig. 16 for flow in
a micro-phantom. The 3 MHz 62+62 array was used together
with a 32+32 emission SA pulse inversion sequence. The full
volume was beamformed continuously, and the envelope signal
was processed in a 3-D super resolution pipeline for bubble
detection and presentation. A precision of roughly 20 µm was
attained in all three coordinates in the full volume [83].
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Fig. 14. Simulated velocity profiles for the SA RC flow sequence. The vessel
i rotated 45◦=β compared to the probe, and the beam-to-flow angles α are
90◦, 75◦, and 60◦. The true profiles are shown as dashed blue lines, the mean
profiles are red, and the gray backgrounds show ±1 SD.
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V. CHALLENGES AND OPPORTUNITIES

Flow imaging has progressed in the last sixty years from
simple 1-D measurements to the potential of revealing the
full 3-D velocity vector in a full volume in real time at very
high volumetric frame rates. The development has included
new imaging schemes, new estimators and progress in making
advanced arrays for both 2-D and 3-D imaging.

Many challenges still lie ahead. Larger 2-D probes should
be developed to fully exploit the potential of RCA SA imaging.
The field-of-view should also be expanded by employing e.g.

5

3D super resolution volume for micro phantom
using 62+62 row-column array

14

Azimuth distance y [mm]

0-5

12

A
x
ia

l 
d
is

ta
n
c
e
 z

 [
m

m
]

Lateral distance x [mm]

0

10

-55

Fig. 16. Three-dimensional super resolution of of 3-D printed micro-phantom
with a 200 µm diameter channel. The blue dots each indicate a single detected
bubble (from [83]).

lenses on the RC array as investigated in [79]. Much research
is also needed for developing imaging schemes for such arrays
using sparse sets of interleaved emissions to yield the fastest
imaging with the fewest emissions for an optimal contrast
and resolution. The years of development has also shown that
new estimators can increase precision at the same time as the
number of calculations is reduced by using TO estimators. This
is quite a significant point, when real time flow estimation has
to be conducted in a large volume at high frame rates. Echo
canceling has been an object of intense research, and the new
SVD based methods are very promising for separating flow
from tissue, especially when employed on the new ultrafast
SA sequences.

Implementation of the processing of the data from the
probes is also a problem. The data rates from RC probes
are comparable to the rates already processed in commercial
consoles, but the output rate is higher since a full volume has
to be made. Often, several volumes have to be made from the
same data at a rate of fpr f for flow imaging, when 3-D VFI
is made.

The large amount of 3-D data being made available at fast
rates is a challenge to visualize and understand in the clinic,
and new display methods have to be developed in collaboration
with clinicians. It is especially important to keep in mind, what
is usable in the clinic, and what can improve work flow and
diagnostic reliability. The further development of quantitative
measures can be an avenue for improving diagnostic infor-
mation. Volume flow, peak velocities, and pressure gradients
might be beneficial, and their precision can be directly deduced
from the data for showing diagnostic reliability.
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[37] J. B. Olesen, C. A. Villagómez Hoyos, N. D. Møller, C. Ewertsen, K. L.
Hansen, M. B. Nielsen, B. Bech, L. Lönn, M. S. Traberg, and J. A.
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Abstract—Current 2-D Super Resolution (SR) imaging is
limited by the slice thickness determined by the elevation focus.
The fixed, geometric elevation focus is often poor due to its high
F-number. SR images are, thus, a summation of vessels across
the elevation plane without the possibility to track scatterers in
3-D for full visualization. 3-D SR imaging has been obtained by
translating the probe, but this does not remove the elevation sum-
mation. Full 3-D can be acquired using 2-D matrix probes, but
the equipment is expensive, and the amount of data is excessive,
when channel data are acquired over thousands of elements for
minutes. This paper demonstrates that full volumetric SRI can be
attained using a 62+62 channels Row-Column (RC) probe with
a high frame rate and with µm precision. Data were acquired
by a 3 MHz 62+62 PZT RC probe with λ/2 pitch connected
to the SARUS scanner. A synthetic aperture scan sequence with
32 positive and 32 negative emissions was employed for pulse
inversion (PI) imaging with an MI of 0.3. The pulse repetition
frequency was 10 kHz for a 156 Hz volume rate. A PEGDA
700 g/mol based hydrogel flow-microphantom was 3-D printed
by stereo-lithography. It contains a single cylindrical 200 µm
diameter channel placed 3 mm from the top surface of the
phantom. After a 5.8 mm long inlet, the channel bends 90◦ into
a 7 mm long central region before bending 90◦ again into the
5.8 mm outlet. The flow channel was infused at 1.61 µL/s with
Sonovue (Bracco) in a 1:10 dilution. The received RF signals
from the 62 row elements were beamformed with PI to yield a
full volume of 15 x 15 x 15 mm3. The interpolated 3-D positions
of the bubbles were estimated after local maximum detection.
The reconstructed 3-D SR volume clearly shows the 200 µm
channel shape with a high resolution in all three dimensions.
The center line for the channel was found by fitting a line to
all bubble positions, and their radial position calculated. The
observed fraction of bubbles falling outside the channel was used
for estimating the location precision. The precision was 16.5 µm
in the y− z plane and 23.0 µm in the x− z plane. The point
spread function had a size of 0.58 x 1.05 x 0.31 mm3, so the
interrogated volume was 15,700 times smaller than for normal
volumetric B-mode imaging. This demonstrates that full 3-D SRI
can be attained with just 62 receive channels. The SA sequence
has a low MI, but attains a large measured penetration depth of
14 cm in a tissue mimicking phantom, due to the large RC probe
size. The 156 Hz volume rate also makes it possible to track high
velocities in 3-D in the volume.

I. INTRODUCTION

Super resolution (SR) imaging has recently been introduced
in ultrasound. The method is based on tracking the centroid
of contrast agent bubbles and thereby paint an image of the

micro-vasculature [1–6]. Very high resolutions can be attained
from the non-linear estimation of the target’s centroid posi-
tions, and reports of image resolution in the 10 µm range have
been given [7]. The results presented are predominantly in 2-D,
and the high resolution is only attained in the image plane. The
out-of-plane resolution is determined by the elevation focus,
which often is poor due to the fixed-focus lens. The F-number
(imaging depth divided by the probe width) is usually 2 to
5 giving an ideal resolution of 2λ − 5λ at the focal depth
and worse away from it (λ is the wavelength given by c/ f0,
where c is the speed of sound and f0 is transducer center
frequency). The images are acquired over several seconds to
minutes generating Gbytes of data. Currently, most SRI is
conducted using 1-D array probes due to the large amount
of data generated, and that few scanners are capable of full
3-D imaging.

Visualization of 3-D SR volumes has been performed
by several groups using mechanically translated linear array
probes [6, 8, 9], but such a setup does not make it possible
to estimate the out-of-plane location. SR has also been made
using two orthogonal probes for 3-D localization in a line [10],
and mechanical scanning is needed to cover a full volume.
A matrix probe is, thus, needed for avoiding mechanical
scanning.

Currently, the largest research scanners have 1024 channels
[11, 12], and they generate around 20-50 Gbytes/s of data for
3 MHz probes, only making short acquisitions possible and
precluding the use of high-frequency probes. They can handle
2-D arrays with 32× 32 = 1024 = N2 elements, which have
been fabricated with λ/2 pitch . This makes them suitable for
phased array imaging, but severely limits their focusing ability
due to their small size and hence high F-numbers.

The problem can be somewhat alleviated by using sparse
arrays, and Harput et al. [13] recently used a 512 elements
sparse 2-D array based on a spiral pattern to acquire full
3-D SR imaging. Two 256 channels research scanners [14]
were used for scanning of 200 µm cellulose tubes with a
final localization precision of 18 µm. The main drawback
of this approach is the many transducer channels needed to
avoid grating lobes and the corresponding large amounts of
data generated per second. Further, the probe is quite small
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(� 10.4 mm), as it has to be nearly fully populated to avoid
side and grating lobes, limiting the possible F-numbers.

This paper describes a 3-D SR method based on a Row-
Column (RC) array with only 62+62 elements. The approach
is implemented using a prototype RC array, and the imaging
is conducted using the SARUS research scanner [11]. Its
precision is investigated using a 3-D printed micro-phantom
and is estimated from the located bubbles in the phantom.

II. METHODS

A. Data acquisition and beamforming

A prototype 3 MHz PZT RC array with 62 rows and 62
columns was used for the data acquisition [15]. It contains am-
plifiers in the handle and was fabricated with edge apodization
to reduce ghost echoes after the main point spread function
(PSF) [16]. The probe has λ/2 pitch to avoid grating lobes.
It was connected to the SARUS scanner [11], which acquired
full RF data for all the receiving channels.

A synthetic aperture, pulse inversion sequence was used
for imaging. Transmissions were conducted using the rows,
and data were received on all 62 columns. The virtual line
sources emitted cylindrical waves [17] in a sequence with 32
positive emissions and 32 negative emission to make pulse
inversion imaging possible. The transmit F-number was -1
using 32 Hanning apodized active elements, with the virtual
source placed behind the array.

B. 3-D micro-phantom

A flow micro-phantom is fabricated for validating the ap-
proach by 3-D printing of a PEGDA 700 g/mol hydrogel
using stereo-lithography, as described in [18]. The phantom
measures 21.1× 8.16× 11.9 mm3, and the voxel size of the
printer is (∆x,∆y,∆z) = 10.8×10.8×20µm3. The flow micro-
phantom contains a single cylindrical 100 µm radius channel
placed 3 mm from the top surface of the phantom. After a 5.8
mm long inlet, the channel bends 90◦ into a 7 mm long central
region before bending 90◦ again into the 5.8 mm outlet. The
flow channel is infused at 1.61 µL/s with SonoVue (Bracco,
Milano, Italy) in a 1:10 dilution, giving a peak velocity of
102.4 mm/s.

C. Processing pipeline

The beamformed volumes are processed in Matlab using our
3-D SR processing pipeline consisting of three steps. The first
is to beamform the stored RF data from the SARUS scanner
using the beamforming strategy described by Rasmussen et
al. [16, 17] implemented in Matlab and running on an Nvidia
GeForce GTX 1050 Ti (Nvidia, Santa Clara, CA, USA) GPU
[19]. For the flow micro-phantom the second harmonic signal
is employed, and a filter matched to the second harmonic is
employed on all the received signals. The GPU beamformer
was used for making the focusing of the full volumes for all
emissions with an F-number of 1.5 in transmit and 1 in receive
with a dynamic Hanning apodization weighting the elements.
The volumes with a size of ±15λ in both the x and y directions
were beamformed with a line density of λ/2 covering the

full depth of the phantom. The sampling density in the z
direction is λ/16. All emissions are added to generate the
high resolution volume (HRV), and the positive and negative
emissions HRVs are added to enhance the bubble signals.

The second step is to subtract the stationary background
signal. The mean value of twenty volumes is found and
subtracted from all the 400 volumes acquired. The envelope
of the HRV is then found using a Hilbert transform and log
compressed to a 40 dB dynamic range in relation to the data
in the volume for finding locations.

The bubble locations can either be found from calculation
of the centroid of local maxima, or the peak locations can be
interpolated to increase the location accuracy. Experimentation
with the data showed that the interpolation scheme is the most
stable and accurate method, and this is the one used in this
paper.

The third stage finds bubble locations by interpolating the
peak position by fitting a second order polynomial to the data
and then finding its interpolated maximum position xi, as:

xi = i− 0.5(d(i+1, j,k)−d(i−1, j,k))
d(i+1, j,k)−2d(i, j,k)+d(i−1, j,k)

, (1)

where i, j,k are the indices of the maximum and d is the
envelope data for the volume. This is conducted in all three
coordinates xi,y j,zk with similar equations for an increased
resolution in all three directions.

D. Statistical evaluation

The detected bubble locations are randomly distributed in
the flow micro-phantom tube due to noise in the localization
estimation, and some of them will appear to be located outside
the phantom wall. The distribution of positions found can
therefore yield an estimate of the localization precision. An
estimate of the y− z and x− z precision can be obtained from
the two straight segments of the 200µm channel phantom.
In the straight segments a line is fitted to the data and
considered an estimate of the center of the channel, and
the distance from each bubble to the center is calculated.
Assuming the measurement uncertainty in each dimension is
normal distributed, the radial distribution of all bubbles in the
segment will follow the distribution

f (r) = 2πr
∫
|~rt |<R

1
πR2

1
2πσ2 exp

(
−|~r−~rt |2

2σ2

)
d2rt , (2)

where r is radial position, R is the radius of the tube, and
σ is the standard deviation of the uncertainty. The integral
is a convolution of a constant density (1/(πR2)) with a
two-dimensional Gaussian. The non-analytical integral (2) is
estimated in a Monte-Carlo calculation and is a Rayleigh
distribution convolved with a uniform disk distribution of
radius R = 100 µm. The fraction of bubbles estimated to fall
outside the tube can then be translated into an estimate for the
standard deviation σ (localization precision).
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Fig. 1. Visualization of the 3-D phantom after detection of bubble locations
each indicated by a blue dot.

III. RESULTS

Initially the penetration depth for the scheme is measured. It
gives a penetration depth of 14 cm (0 dB signal-to-noise ratio)
when using a tissue mimicking phantom with an attenuation of
0.5 dB/[MHz cm]. The SA imaging sequence and array were
also simulated in Field II [20, 21] and yielded a PSF with a
size of (1.17λ ×2.12λ ×0.63λ ) at 15 mm.

The resulting 3-D SR image is shown in Fig. 1, where
each blue dot indicates the identification of a bubble. The full
geometry of the phantom can be seen with the inlet and outlet
and the detected bubbles seem confined to the tube.

The localization in the y − z has been investigated by
selecting the bubble only moving in the x direction as is shown
in the top graph in Fig. 2, where blue crosses are the selected
bubbles and red dots indicates all localized bubbles. Lines have
then been fitted to the center of all the locations as shown in
Fig. 3, so the distance from the tube center to the bubble
locations can be found. The radial positions are then found
and shown in Fig. 4. Bubbles inside the tube are marked by
a cross and bubbles outside are marked by a red circle with a
blue cross.

The fraction of bubbles outside the tube, as shown in
Fig. 5, is then an indication of the precision of the bubble
localization as described in Section II-D. The fraction is in
this case 13.0%, which translates to a precision of 16.5 µm.
The fraction is 18.2% in the x− z plane translating to a
precision of 23.0 µm. The simulated point spread function
of the imaging setup at this depth is 0.58×1.05×0.31 mm3

(x,y,z), which corresponds to an interrogated volume of 0.189
mm3 . Assuming the precision in all three coordinates is 23.0
µm gives a volume of 12,167 µm3, which is 15,700 times
smaller than for the PSF limited system.

IV. DISCUSSION AND CONCLUSION

A 3-D SR measurement scheme and processing pipeline
have been presented. The approach uses a 62+62 elements RC
probe, where only rows are used for emission and columns
for reception. The scheme employs two times 32 emissions
for pulse inversion imaging attaining a volume rate of 240
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Fig. 2. Identification of bubbles only flowing in the x direction (top) and
only in the y direction in the outlet (bottom). Red dots show all the bubble
locations and blue crosses are the selected bubbles.
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Fig. 3. Fitted center line for the bubble locations with movement in the x
direction.

Hz down to 5 cm or 85 Hz down to 14 cm, which is the
penetration depth of the imaging scheme.

The major advantage is that the volume is focused in all
three directions including the elevation direction, which yields
a resolution of (1.17λ × 2.12λ × 0.63λ ) at a depth of 15
mm. This was attained for a modest 62 elements, which
both reduces the amount of data from the probe by a factor
of 8 compared to previous 3-D SRI [13] as well as the
beamforming time for a probe with 4 times the area of a 1024
elements 2-D matrix probe.
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Fig. 5. Histogram for the bubble radius. The red line indicates the 100 µm
radius of the tube and the fraction of bubbles outside is 13.0%.

The processing pipeline yielded a precision of 16.5 µm
in the y− z plane and 23.0 µm in the x− z plane, which
is 15,700 times smaller in volume than for the PSF limited
RC system. The number of active elements is three times
less than what is available in commercial ultrasound consoles,
and the beamforming can be attained in near real-time, when
employing a state-of-the-art GPU card [22].
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Three-Dimensional Super-Resolution Imaging
Using a Row–Column Array

Jørgen Arendt Jensen , Fellow, IEEE, Martin Lind Ommen, Sigrid Husebø Øygard, Mikkel Schou,
Thomas Sams, Matthias Bo Stuart , Christopher Beers , Erik Vilain Thomsen,

Niels Bent Larsen, and Borislav Gueorguiev Tomov

Abstract— A 3-D super-resolution (SR) pipeline based
on data from a row–column (RC) array is presented. The
3-MHz RC array contains 62 rows and 62 columns with
a half wavelength pitch. A synthetic aperture (SA) pulse
inversion sequence with 32 positive and 32 negative row
emissions is used for acquiring volumetric data using the
SARUS research ultrasound scanner. Data received on the
62 columns are beamformed on a GPU for a maximum
volume rate of 156 Hz when the pulse repetition frequency
is 10 kHz. Simulated and 3-D printed point and flow micro-
phantoms are used for investigating the approach. The flow
microphantom contains a 100-μm radius tube injected with
the contrast agent SonoVue. The 3-D processing pipeline
uses the volumetric envelope data to find the bubble’s
positions from their interpolatedmaximum signal and yields
a high resolution in all three coordinates. For the point
microphantom, the standard deviation on the position is
(20.7, 19.8, 9.1) μm (x, y, z). The precision estimated for
the flow phantom is below 23 μm in all three coordinates,
making it possible to locate structures on the order of a cap-
illary in all three dimensions. The RC imaging sequence’s
point spread function has a size of 0.58 × 1.05 × 0.31 mm3

(1.17λ×2.12λ×0.63λ), so the possible volume resolution is
28 900 times smaller than for SA RC B-mode imaging.

Index Terms— Matrix arrays, row–column (RC), super-
resolution (SR), ultrasound.

I. INTRODUCTION

ULTRASOUND super-resolution imaging (SRI) was intro-
duced by a number of groups for increasing the

resolution of ultrasound imaging beyond the diffraction
limit [1]–[6]. The approach is based on the injection of a
diluted ultrasound contrast agent to enable tracking of individ-
ual bubbles. The centroids of the bubble signals are calculated,
and their tracks are determined and displayed to show an
image of the vasculature. This can reveal the microvasculature
down to vessel sizes of 10 μm [7]. The images are acquired
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over several seconds to minutes, generating gigabytes of data.
Currently, most SRIs are conducted using 1-D array probes due
to the large amount of data, and that few scanners are capable
of full 3-D imaging. The 2-D SR images, therefore, have a high
resolution in the imaging plane, but localization in the eleva-
tion direction is not possible. Two-dimensional SRI, therefore,
displays a summation of vessels in the elevation plane.

Visualization of 3-D SR volumes has been performed
by several groups using mechanically translated linear array
probes [6], [8], [9], but such a setup does not make it
possible to estimate the out-of-plane location. SR has also
been made using two orthogonal probes for 3-D localization
in a line [10], and mechanical scanning is needed to cover
a full volume. A matrix probe is thus needed for avoiding
mechanical scanning.

Currently, the largest research scanners have 1024 chan-
nels [11], [12], and they generate around 20–50 GB/s of data
for 3-MHz probes, only making short acquisitions possible and
precluding the use of high-frequency probes. They can handle
2-D arrays with 32 × 32 = 1024 = N2 elements that have
been fabricated with λ/2 pitch (λ is the wavelength given by
c/ f0, where c is the speed of sound and f0 is the transducer
center frequency). This makes them suitable for phased array
imaging but severely limits their focusing ability due to their
small size and, hence, high F-numbers (imaging depth divided
by the probe width).

The problem can be somewhat alleviated by using sparse
arrays, and Harput et al. [13] recently used a 512-element
sparse 2-D array based on a spiral pattern to acquire full
3-D SR imaging. Two 256 channels research scanners [14]
were used for scanning of 200-μm cellulose tubes with a final
localization precision of 18 μm. The main drawback of this
approach is the many transducer channels needed to avoid
grating lobes and the corresponding large amounts of data
generated per second. Furthermore, the probe is quite small
(�10.4 mm), as it has to be nearly fully populated to avoid
the sidelobe and grating lobe, limiting the possible F-numbers.

A new approach is, therefore, needed for 3-D SR volumetric
imaging. One possibility for reducing the number of elements
by a factor of N/2 is the employment of row–column (RC)
arrays as introduced by Morton and Lockwood [15] and later
investigated by a number of groups [16]–[20]. Here, the array
is addressed by either its rows or columns, and imaging can be
conducted using synthetic aperture (SA) imaging schemes [21]
for high resolution, deep penetration depth, and high volume
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TABLE I
RC 62 + 62 PZT PROBE DIMENSIONS

rate. Furthermore, RC SA imaging schemes can have a low
mechanical index (MI) due to the emission of cylindrical
waves, making them ideally suited for contrast agent imaging.
The RC arrays can be made large without having an excessive
amount of elements, making it possible to both have low
F-numbers for high resolutions and still have modest data rates
from the arrays.

This article presents a 3-D SR imaging method using a
prototype 62 + 62 RC array [22] connected to the SARUS
research scanner [11]. Two 3-D printed microphantoms are
used for validating the approach along with a simulation of a
point phantom. The precision of the pipeline is revealed from
these simulations and measurements.

II. METHODS

This section describes the various methods used in the
3-D SR pipeline, including the imaging scheme, processing
pipeline, and statistical evaluation.

A. Imaging Sequence and Processing

The imaging sequence was optimized for a 62 + 62 RC PZT
3-MHz experimental probe with dimensions given in Table I.
The probe includes a mechanical apodization at each end of
the elements to reduce edge element artifacts, as described in
previous publications on the probe [19]–[22]. The volumetric
RC SA imaging scheme consists of 32 virtual focus lines
using 32 active elements per emissions. An F-number of −1
was used for emitting defocused line sources with the focal
point placed behind the probe surface and with a Hanning
weighting to reduce sidelobes. The 32 different virtual lines
were placed to generate a sliding aperture imaging sequence
across the rows. The transmission was only made with the
rows, and reception was made with the column elements,
resulting in 62 signals to be stored per emission. Pulse-
inversion imaging was conducted by emitting two two-cycle
sinusoidal 3-MHz waves, one positive and one negative, for
each virtual line source. The imaging sequence was imple-
mented on the SARUS experimental scanner [11], with a
transmit sampling frequency of 70 MHz. The receive sampling
frequency was 23.7 MHz to preserve the second-harmonic
component in the signal.

Each emission was beamformed using a MATLAB-based
GPU beamformer [23] to generate a low-resolution volume
(LRV). The 32 different LRVs were summed to reveal a
high-resolution volume (HRV). A simplified schematic of the

Fig. 1. Transmitting row elements and their translation across the
aperture is shown in the top figure along with the receiving column
elements. The time sequence of the positive and negative emissions
and their combination is shown in the bottom figure.

sequence can be seen in Fig. 1. The positive + LRV (1:32) and
negative − LRV (1:32) beamformed emissions were summed
to reveal a second-harmonic HRV using pulse inversion. These
data were then passed to the SRI processing pipeline described
in Section II-B. The pulse repetition frequency ( fprf ) was
10 kHz, and a pause of 10 ms was inserted between volumes
to reduce the memory usage and extend the duration of the
acquisition. The MI of the sequence was determined to be
0.2 at 12 mm from the probe surface, which is the location
of the microphantom flow channel. The actual MI in the
phantom is probably slightly lower due to the attenuation in
the phantom.

Three sets of measurements were performed using a pre-
cision translation stage. The RC probe was mounted on
a Newport PG Series floating optical table, Irvine, CA,
USA, for stability with the microphantoms mounted on an
8MR190-2-28 rotation stage combined with an 8MTF-75LS05
xy translation stage (Standa, Vilnius, Lithuania). These were
used to align both microphantoms with the imaging axis and
to generate translation in the xy-plane used for the validation
described in Section III-B.

B. Processing Pipeline

The processing pipeline consists of several stages. The
first step is to beamform the stored RF data from the
SARUS scanner using the beamforming strategy described by
Rasmussen et al. [19] and Bouzari et al. [21] implemented in
MATLAB and running on an Nvidia GeForce GTX 1050 Ti
(Nvidia, Santa Clara, CA, USA) [23]. A volume with a size
of ±15λ in both the x- and y-directions is beamformed with
a line density of λ/2 and covering the depth of the phantom.
The sampling density in the z-direction is λ/16. A matched
filter is applied on the received signals. It is designed using
the measured impulse response of the probe to match the
first-harmonic signal found in the linearly simulated data.
The same filter is also used for the point spread function
(PSF) phantom. The positive and negative emissions are then
subtracted to increase the signal-to-noise ratio (SNR). For the
flow microphantom, the second-harmonic signal is employed,
the filter is matched to this, and the two emissions are
added. The full LRV is beamformed for all emissions with an
F-number of 1.5 in transmit and 1 in receive with a dynamic
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Hanning apodization weighting the elements, and all emissions
are added to generate the HRV. The mean value of the first
20 HRVs is averaged and subtracted from the processed HRVs
to remove stationary objects in the processing. The envelope
of the HRV is then found using a Hilbert transform and log
compressed to a 40-dB dynamic range in relation to the data
in the volume for finding locations.

The peak location can either be found from the calculation
of the centroid of a global maximum, or the peak location can
be interpolated to increase the location accuracy. Experimen-
tation with the data has shown that the interpolation scheme is
the most stable and accurate method, and this is the one used
in this article.

The second stage finds bubble locations by interpolating the
peak position by fitting a second-order polynomial to the data
and then finding its interpolated maximum position xi , as

xi = i − 0.5(d(i + 1, j, k) − d(i − 1, j, k))

d(i + 1, j, k) − 2d(i, j, k) + d(i − 1, j, k)
(1)

where i, j, and k are the indices of the maximum and d is
the envelope data for the volume. This is conducted in all
three coordinates xi , y j , and zk with similar equations for an
increased resolution in all three directions.

The third step used only on the point microphantom finds
contiguous tracks of target locations. A target in a first HRV
is used as a reference point, and the adjacent HRV is searched
to find a detected target location lying within a radius of
r = vs/ fr from the reference, where fr is the volume rate
and vs is the maximum search velocity, where vs = 10 mm/s
was used. The track is terminated, if no target is found, and
the whole track is discarded, if it does not contain more
than 200 contiguous locations. No tracks were formed for the
microflow phantom due to the high velocity employed, and all
bubble locations in all images are shown in Section III-C.

C. Simulations and Measurement Phantoms

The method is evaluated using both simulations and mea-
surements from two 3-D printed microphantoms that are all
described in this section. The penetration depth is also deter-
mined from measurements on a tissue-mimicking phantom
with a 0.5-dB/[MHz cm] attenuation.

1) Simulation of 3-D SRI System: The SA RC sequence
has been simulated using Field IIpro [24]–[26] to generate
reference data, where the positions of the scatterers are known
in the volume. The phantom contains a number of point targets
located at a depth of 5, 15, and 25 mm at the center axis of
the probe. It is used for determining the PSF of the imaging
method.

2) Fabrication of Microphantoms: Two microphantoms have
been made and used for validating the approach. Both
have been fabricated by 3-D printing of a PEGDA
700-g/mol hydrogel using stereolithography. The phantoms
measure 21.1 × 8.16 × 11.9 mm3, and the voxel size of
the printer is (�x,�y,�z) = 10.8 × 10.8 × 20 μm3. More
information about the fabrication process can be found in [27].

The first point phantom contains eight markers with a size
of 10.8 × 10.8 × 20 = 233 μm3. The marker sizes are in all
dimensions smaller than the imaging wavelength of 500 μm

for the RC probe used, resulting in markers appearing as single
targets in the B-mode volume. The markers are positioned with
a minimum distance of 3 mm to ensure a clear separation
of the reflected signals. The phantom is moved relative to
the ultrasound probe using the xy translation stage in two
experiments: one along x and one along y. An intervolume
movement of 12.5 μm is used to emulate a constant velocity
of 1.95 mm/s at 156 Hz. After each movement, the positions
of the markers are determined and tracks for the targets are
made.

The second flow microphantom contains a single cylindrical
100-μm radius channel placed 3 mm from the top surface of
the phantom. After a 5.8-mm-long inlet, the channel bends 90◦
into a 7-mm-long central region before bending 90◦ again into
the 5.8-mm outlet. The flow channel was infused at 1.61 μL/s
with SonoVue (Bracco, Milan, Italy) in a 1:10 dilution, giving
a peak velocity of 102.4 mm/s.

D. Statistical Evaluation

The bubble locations are randomly distributed in the flow
microphantom tube due to noise in the localization estimation,
and some of them will appear to be located outside the
phantom wall. The distribution of positions found can then
yield an estimate of the localization precision. An estimate of
the yz- and xz-precision can be obtained from the two straight
segments of the 200-μm channel phantom. In the straight
segments, a line is fit to the data and considered as an estimate
of the center of the channel, and the distance from each bubble
to the center is calculated. Assuming that the measurement
uncertainty in each dimension is normal distributed, the radial
distribution of all bubbles in the segment will follow the
distribution:

f (r) = 2πr
∫

|�rt |<R

1

π R2

1

2πσ 2 exp

(−|�r − �rt |2
2σ 2

)
d2rt (2)

where r is radial position, R is the radius of the tube, and
σ is the standard deviation of the uncertainty. The integral
is a convolution of a constant density [1/(π R2)] with a
2-D Gaussian. The nonanalytical integral (2) is estimated
in a Monte Carlo calculation and is a Rayleigh distribution
convolved with a uniform disk distribution of radius R =
100 μm. The factor 2πr is the Jacobian needed to convert from
Cartesian to cylindrical coordinates. The fraction of bubbles
estimated to fall outside the tube can then be translated into an
estimate for the standard deviation σ (localization precision),
as is performed in Section III-C1.

III. RESULT

A. Imaging Performance

The performance of the imaging scheme has been both
simulated and measured. The responses from several point
scatterers were simulated using Field II, and the FWHM
was determined for the first-harmonic signal to be (FWHMx ,
FWHMy , FWHMz,= 0.58 × 1.05 × 0.31 mm = (1.17λ ×
2.12λ × 0.63λ) at a depth of 15 mm. The receive F-number
is 1, so the PSF is close to the theoretical limit of λ.
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Fig. 2. Tracks estimated from mechanical translation of the PSF
microphantom, where the colors indicate the detected positions. The top
graph is for translation in the x-direction and bottom for translation in the
y -direction.

The transmit F-number is 1.5 and, thus, gives a slightly wider
PSF in the y-direction along emissions.

The penetration depth of the scheme was determined using
a uniformly scattering phantom model 571 (Danish Phantom
Service, Frederikssund, Denmark) with the speed of sound
of 1540 m/s and a uniform attenuation of 0.5 dB/[MHz cm].
Determining the SNR from ten independent measurements
gave a penetration depth of 14 cm (SNR = 0 dB).

B. Validation in Point Microphantom

Fig. 2 shows the cumulative localized positions of 3-D
printed markers within the microphantom acquired over
640 beamformed volumes at the emulated speed of 1.95 mm/s.
The top figure shows movement in the x-direction and in the
y-direction at the bottom. Seven markers have been detected
and are shown as colored points. The eighth marker was too
weak to be detected. Lines are fit to the positions using a
least squares fit, as shown in Fig. 3 for one of the tracks. The
deviations from the fit line are calculated, and the standard

Fig. 3. Deviations calculated for one of the tracks when a line has been
fit to the data. The bottom graph shows the estimated target locations,
and the top graph shows the deviations in x and z when the line has
been subtracted from the target position.

Fig. 4. View of the 200-µm channel phantom. Each blue dot represents

a detected contrast agent bubble. See accompanying video for a 3-D
view of the phantom.

deviations are estimated to (σx , σy, σz) = (20.7, 19.8, 9.1) μm
when taking the average across all tracks.

C. 3-D SRI Imaging

The measured data from the flow microphantom acquired
from 400 frames of the SA imaging sequence have been
processed by the SR pipeline, including beamforming and
detection of bubble locations, using the interpolation scheme
in (1). A 3-D view of the detected bubbles is shown in Fig. 4,
where each blue dot is a detected bubble. The geometry of the
phantom can clearly be seen.

1) Precision of Bubble Locations: Bubbles in the central part
of the phantom (−2 mm < x < 2 mm) have been selected for
estimating the localization precision in the yz-plane as shown
Fig. 5 (top), where blue crosses indicate bubbles used for this
estimation. Center lines for all selected bubbles are estimated
with a least square fit, as shown in Fig. 6. The channel’s center
depth is at 12.0 mm from the probe, and the channel is slightly
rotated in the xy-plane (57-μm tilt of the xy line in the top
graph). These lines are used for calculating the radial positions
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Fig. 5. Selected bubbles in the yz-plane (blue crosses) for estimating
precision (top graph), and the calculated radial position of the bubbles
in the vessel (bottom graph). Blue crosses indicate bubbles inside the
vessel and red circles indicate outside.

Fig. 6. Fit line for calculating the center position of the vessel in the
phantom in the yz-plane.

of the bubbles in the vessel, as shown in Fig. 5 (bottom). Here,
a blue cross indicates bubbles inside the vessel, and a red circle
indicates bubbles outside of the vessel boundary, shown as the
red solid line (r = 100 μm). The same graph for the xz-plane
is shown in Fig. 7, where the outlet part of the vessel has
been employed for finding the precision (−5.5 mm < y <
−1 mm).

The fraction of bubbles estimated to fall outside the tube can
then be translated into an estimate for the standard deviation,

Fig. 7. Selected bubbles in the xz-plane (blue dots) for estimating
precision.

Fig. 8. Fit distribution for the bubble locations in the yz-plane.

as described in Section II-D. The fit distribution for the bubble
locations in the yz-plane is shown in Fig. 8. For the yz-plane,
13% of the bubbles fall outside the tube, which leads to a
position uncertainty of 16.5 μm. Similarly, for the xz-plane,
18% of the bubbles are estimated to fall outside the tube,
which leads to a position uncertainty of 23 μm.

IV. DISCUSSION

A method for 3-D super-resolution (SR) imaging has been
developed based on an RC array and a pulse inversion SA
imaging sequence using 32 positive and negative emissions.
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A full volume is, thus, created in 64 emissions for a possible
volume rate of 156 Hz at fprf = 10 kHz, and the modest num-
ber of emissions makes it possible to have a 100-Hz volume
rate down to a depth of 12 cm. The 3-MHz array’s penetration
depth is 14 cm due to its low frequency and fairly large
size (31λ × 31λ). Only 62 elements were employed during
receive, making it possible to implement the approach on a
standard ultrasound console with the advantage that a limited
amount of data are generated. A λ/8 sampling density on the
receiving elements can be employed and will continuously
generate 2.9 GB/s, which is well within the reach of modern
ultrasound research scanners [11], [14], [28]–[30]. This is
significantly less for a fully populated array, where a 32 × 32
array yields 49 GB/s for an array with one-fourth the area of
the RC probe used here.

The attained precision of the schemes was investigated
using both a point microphantom and a flow microphantom
with a 200-μm-diameter tube. The point phantom yielded a
localization precision of (20.7, 19.8, 9.1) μm in the x, y, and
z coordinates. The flow microphantom yielded an estimated
radial precision of 16.5 μm in the yz-plane and 23 μm in
the xz-plane. Assuming that the coordinate precisions are
independent, the radial precision would be 15.4 μm in the
yz-plane and 16.0 μm in the xz-plane when using the esti-
mated precisions from the point phantoms. The 10.8 × 10.8 ×
20 μm3 voxel size of the printer will give rise to tube-wall
fluctuations, with an increase in precision, so the estimated
precisions for the two phantoms are, therefore, similar.

The precision should be compared with the emitted wave-
length of 500 μm, and improved localization of a factor of at
least 20 times is attained in all three coordinates. The measured
PSF has a size of 0.58×1.05×0.31 mm3, making it, in theory,
possible to interrogate a volume 28 900 times smaller than a
PSF limited system.

The main advantage of a 3-D system compared to the
current 2-D systems is the increased resolution in the elevation
plane. Current 2-D SR displays images averaged across the
elevation plane thickness, which can often be 5λ–15λ away
from the elevation focus. The resolution is, thus, improved
by a factor of 100–300 times compared to a 1-D probe even
though the number of elements is three times lower than a
192-element 1-D probe.

Several factors can be improved in the current setup and
should be incorporated into a clinically useful 3-D SR imaging
scheme. Currently, no motion correction is conducted, but the
SA imaging scheme makes it possible to beamform a full vol-
ume at more than 100 Hz. This is sufficient to employ speckle
tracking [31] in 3-D to yield and compensate for the motion,
as described for SA flow imaging [32], [33]. Although many
schemes use very high frame rates with 1000 images/s [6],
[9], it has been shown that a conventional linear array scan
with frame rates at 54 Hz can yield excellent SR images with
both motion estimation [34] and quantification of flow [35].
The 154-Hz volume rate should, thus, be sufficient for in
vivo imaging.

The fairly high velocity of 102.4 mm/s in the flow micro-
phantom is used to prevent clogging of the phantom. This
currently prevents the formation of tracks in the SR pipeline

as is done for the PSF microphantom, but further experiments
should be conducted to lower the velocity and maybe intro-
duce a phantom with less sharp bends to prevent clogging.
No efforts have been made to reduce false detections in the
SR pipeline. Forming long tracks can significantly reduce the
number of false detections, and this could potentially improve
the precision of the location estimates.

The number of bubbles used here was sparse to make iso-
lation easier. The acquisition length could be reduced if more
number of detections could be made per second. Methods for
increasing the number of bubble detections have been the topic
of a number of articles [36]–[38]. Such approaches can also
be employed here, as full RF data are acquired and can be
processed using more advanced schemes.

The RC array can also be improved. The current array is a
five-year-old prototype PZT array with only 62 elements. The
array has eight nonfunctioning row elements and is slightly
curved with a deviation around 0.1λ from a flat surface.
This introduces phase errors and impedes image contrast.
Other more advanced focusing schemes, such as matched
filter focusing, could also be used for increasing contr-
ast [21], [39]. It is also possible to optimize the emission
sequence for contrast agent enhancement, where amplitude
modulation potentially could be used [40]–[42], and it could
also be possible to optimize the imaging sequence with fewer
emissions for yielding less data and higher volume rates [43].
Adding more elements to the probe can also increase resolu-
tion and, thereby, reduce acquisition time, as more bubbles
can be separated. Early investigations have been made for
a 192 + 192 RC array and showed an increased resolution
proportional to the F-number and wavelength [44]. Such arrays
can directly be used on modern ultrasound consoles with few
modifications in the beamforming.

The approach can fairly easily be translated to clinical
use by modifying our current 2-D SR pipeline to include
searches and localizations in 3-D [34], [35]. The motion
correction schemes developed for 2-D imaging and needed
for in vivo imaging can then also be applied [34]. The main
clinical applications could be superficial structures, where the
F-number in beamforming can be kept low. The penetration
depth is 14 cm for this array and imaging scheme, which
is beneficial for larger organs, such as the liver. The bubble
density would have to be reduced for reliable detection, and
the imaging region will only be within the rectilinear area of
the probe. This can potentially be alleviated by using a lens
in front of the array [45].

A first in vivo target would be to scan a rat kidney,
as performed in [34] and [35]. The acquisition time was
between 1 and 10 min for a 2-D image, with 1 min giving
an overall rough view of the vasculature and 10 min giving
precise quantitative data for the blood flow. We predict that
the same scan times can be kept with the method presented
here for a full volume and maybe with a shorter time when
employing more advanced SRI [36]–[38].

The high resolution will also give some future challenges.
The RC array can image a volume of 31λ × 31λ × 280λ,
which, with a voxel size of (10 μm)3, would yield 33 GVoxels.
This might give some challenges in the display of such data.
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V. CONCLUSION

A method for 3-D SRI has been investigated, where a
62 + 62 RC array was employed. A detection precision better
than 23 μm was attained in all three coordinates for both the
SonoVue contrast agent flowing in a microphantom and the
point microphantom. The precision was obtained using 1/8 of
the elements employed in previous 3-D SRI, which reduces
both the storage and processing demands by a factor of eight.
The approach yielded an increase in volumetric resolution by
a factor of more than 28 900 with a possible penetration depth
down to 14 cm and the corresponding increase in the amount
of volumetric data to 10–40 GVoxels. Potentially, a volume
of 16 × 16 × 140 mm3 can be resolved with a voxel size
of (10 μm)3.
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Abstract—Capacitive micromachined ultrasonic transducers
(CMUTs) are inherently non-linear and often believed to be
unsuitable for non-linear contrast-enhanced ultrasound (CEUS)
imaging. The ability of CMUTs to perform contrast-enhanced
ultrasound imaging has been investigated by experimentally
evaluating the contrast-to-noise ratio (CTR) and its variation
with emitted pressure. This has been evaluated using amplitude
modulation, pulse inversion and B-mode imaging sequences. The
study shows that the CTR of the AM-mode was 7.5 dB higher
than the B-mode on average, while the PI-mode is 5.9 dB lower
than the B-mode. This indicates that contrast-enhancement can
be achieved with a CMUT when a suitable image sequence is
chosen.

Index Terms—Contrast-enhanced ultrasound, CEUS, capac-
itive micromachined ultrasound transducers, pulse inversion,
amplitude modulation

I. INTRODUCTION

CAPACITIVE micromachined ultrasonic transducers
(CMUTs) offer sensitivity features that are especially

suitable for contrast-enhanced ultrasound imaging (CEUS)
[1]. A high recieve sensitivity combined with a relatively low
emitted pressure are suitable for generating and receiving
the non-linear back-scattering from microbubble contrast
agents. However, the excitation from CMUTs are inherently
non-linear [2, 3] and this limits the potential contrast-to-noise
ratio attainable when using a CMUT for CEUS imaging.

Contrast-enhanced ultrasound is a common imaging tech-
nique used clinically for dynamic visualization of vasculature
[4], contrast enhancement of lesions [5], and most recently, su-
per resolution imaging [6]. Contrast enhancement is achieved
by utilizing the high echogenicity of microbubble contrast
agents, which are injected into the blood-stream of the patient.
The non-linear components of the signal scattered by the
microbubbles are utilized to filter out the linear components
of the signal reflected off of the surrounding tissue. This
way, the vasculature of the patient can be visualized, often
at high resolution [7]. The non-linear contrast enhancement is
commonly achieved using sequence techniques with varying
phase and amplitude, such as pulse inversion (PI) [8, 9, 10]
and amplitude modulation (AM) [11, 12].

The contrast of the CEUS images will be high if the
power of the signal scattered by the microbubbles is high
compared with that scattered by the surrounding tissue. Several

studies [13, 14, 15, 16] have found that increasing the emitted
pressure amplitude, up to the limit where the microbubbles
are destroyed, increases the power of the signal scattered
by the microbubbles. Moreover, several studies [13, 14, 17]
have suggested that the non-linear component of the back-
scattered signal increases more rapidly than the fundamental.
This implies that too low insonification pressure will hamper
the tissue-removal when performing CEUS imaging.

On the other hand, using low voltages on a CMUT to
produce low insonification pressure makes the CMUT more
viable for CEUS imaging. CMUTs are inherently non-linear,
as they emit harmonics of the fundamental frequency compo-
nent of the desired emission [18]. The harmonic content of
the emitted signal is dependent on both the amplitude and the
sign of the applied voltage, which in turn determines the sign
and amplitude of the emitted pressure. Thus, a low emission
pressure will reduce the degrading effects of using a CMUT to
perform CEUS. In this case, only the advantages of CMUTs
remain; CMUTs may have a wide frequency response, fit
to receive non-linear scattering by the microbubbles, a low
transmission sensitivity, and a high receive sensitivity [19].
There therefore exist a trade-off between detrimental non-
linear behaviour of the CMUT and the power of the back-
scattering from the microbubbles, which are both dependent
on the emitted pressure of the probe. Combined, these effects
dictate the contrast-to-noise ratio of the resulting images and
thus the viability of using a CMUT for CEUS imaging.

To investigate the impact of CMUT non-linearity on CEUS
imaging, this study will therefore compare the contrast-to-
noise ratio achieved by PI, AM, and B-mode imaging on using
4.8 MHz linear CMUT. Moreover, to study the trade-off be-
tween non-linearity in the back-scattering of the microbubbles
and the destructive harmonic content of the CMUT emission
the CTR was quantified at 30% - 100% of the maximal safe
operational voltage of the transducer.

II. METHOD

The attainable contrast-to-noise ratio was assessed for a
linear CMUT array with a center frequency of 4.8 MHz [20].
The specifications of the probe are given in Table I. All frame
types were recorded using a synthetic aperture sequence [21]
with 10 virtual sources (VS) placed behind the transducer
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surface with an F# of -1 to produce a diverging wave
with a low pressure amplitude. Each virtual source emitted
a minor sequence with 3 emissions, which accommodates a
combination of amplitude modulation and pulse inversion. The
minor sequence consisted of a positive, a half, and a negative
amplitude emission. These emissions were combined to form
3 image modes, as

B-mode = Positive (1)
Amplitude modulation = Positive − 2 · Half (2)
Pulse inversion = Positive + Negative (3)

The polarity of the positive and negative emissions were set
using the AC voltage supply to the probe. Since the harmonic
content of the emitted signal depends on the applied voltage,
scaling the amplitude for the half emission with the voltage
supply would make the harmonic content of the positive emis-
sion different from that of the half emission, thus degrading
the contrast enhancement of the AM-mode. Therefore, the
halving of the amplitude was achieved by emitting with only
every second element in each active aperture, as suggested by
[2].

TABLE I
SPECIFICATIONS OF THE CMUT PROBE AND THE IMAGING SEQUENCE

Total number of elements 192
Center frequency 4.8MHz
Pitch (p) 0.2mm
Kerf 0.025mm
Pulse repetition frequency 3000Hz
Number of elements in sub-aperture 63
Emission frequency 3.2MHz
Transmit F-number -1
Receive F-number 1
Number of virtual sources (N ) 10
Number of cycles in emission 2
Virtual source pitch (s) 14
Apodization von Hann

An experimental set-up was designed, which enabled com-
parison of the power scattered by a small volume of mi-
crobubbles with the power scattered by a tissue-mimicking
material. An illustration of the set-up is seen in Fig. 1. The
microbubbles were allowed to flow through a 200 µm diameter
tube in a 3D printed hydrogel phantom, which was fixated on
top of a tissue-mimicking material. The fabrication process and
material properties of the phantom have been described in [22].
The phantom was held on top of a block of polyvinyl alcohol
(PVA) cryogel [23] by a brace. The scattering properties of
the cryogel are similar to that of human tissue. A low pressure
flow pump (neMESYS 290N, Cetoni) fitted with a syringe of
SonoVue (diluted 1:10) was connected to the phantom and
used to pump microbubbles into the phantom at 1 µL s−1.

To investigate how the pressure amplitude affects the CTR
the periodic voltage supply to the transducer was varied from
100% to 30% of its maximal safe operational voltage, in
steps of 10%. The maximal applied voltage for the probe

Fig. 1. An illustration of the experimental set-up showing the phantom, tissue-
mimicking material and acoustic absorber stacked on top of each other in a
water bath and held in place by a brace. The transducer sits directly above
the phantom, in contact with the water.

was 190 V DC and 60 V AC. For each pressure amplitude
value, 10 consecutive frames were collected, while the flow
of microbubbles was running through the phantom. To avoid
capturing effects of microbubble degradation due to repeated
ultrasound exposure, a 15 second pause was added between
each frame, enough to allow a fresh volume of microbubbles
into the phantom. In addition, the transducer was placed in an
empty water bath and a hydrophone was used to measure the
emitted peak negative for each voltage level. The hydrophone
was placed directly beneath the transducer, at 12mm from the
transducer surface. The attenuation in the phantom, the water,
and the tissue-mimicking material has not been accounted for.

After capturing 10 frames at each of the pressure amplitude
levels, all the frames were beamformed using a delay-and-sum
beamformer and the different image modes were composed
according to (1) - (3). For each composed image, the CTR
was calculated as

CTR =
PB

PTMM
, (4)

where PB is the average power of the signal scattered by the
microbubbles and PTMM is the average power scattered by the
tissue-mimicking material. The average power was calculated
as

P =
1

L2 − L1 + 1

1

n2 − n1 + 1

L2∑

l=L1

n2∑

m=n1

√
y2l,m, (5)

where y is the signal in a single beamformed line of data,
m is the sample number, n1 and n2 are sample numbers
determining the axial position for the signal, and L1 and L2

are line numbers. The sample numbers and line numbers were
chosen so that they formed a small rectangle around the tube
in the phantom when calculating PB , and so that they formed
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a rectangle of equal size inside the tissue-mimicking material
when calculating PTMM .

III. RESULTS

The CTR calculated for each emitted pressure level and
averaged over the repeated frames is shown in Fig. 2. It is
apparent that the AM-mode provides greater contrast enhance-
ment than conventional B-mode. On average, the AM CTR is
7.5 dB higher than B-mode. On the other hand, the CTR of
the PI-mode is on average 5.9 dB lower than the B-mode
CTR. Moreover, the CTR of the PI-mode is negative for all
the emitted pressure levels. This indicates that even though
PI has been used to try to remove the signal from the tissue-
mimicking material, the power in this region is still higher
than the non-linear scattering of the microbubbles. This is a
clear indication that the PI sequence has failed to enhance
the contrast. This failure is expected, since the PI sequence
contains emissions of opposing polarity which will induce
different harmonic content in the received signal. Thus, the
measured CTR indicates that CEUS imaging can be achieved
with a CMUT, if the appropriate contrast enhancing sequence
is chosen.

Fig. 2. The calculated CTR with varied emitted pressure for 3 different image
modes. The shaded areas indicate the standard deviation of the 10 repetitions.

Varying the emitted pressure shows that the CTR is highest
at low peak negative pressures. Examination of the individual
image frames revealed that this effect is likely caused by rever-
beration in the water bath, and does not necessarily reflect the
true relationship between pressure and CTR. Further studies
should refine the experimental set-up or data processing to
resolve this issue in order to further study how the trade-off
between bubble non-linearity and CMUT harmonics depend
on pressure.

IV. CONCLUSION

The ability of a CMUT to perform contrast-enhanced ultra-
sound was studied by comparing the contrast enhancement of

2 CEUS modes with conventional B-mode. An experimental
set-up designed for comparing the power scattered by a small
volume of SonoVue and the power scattered by a tissue-
mimicking material was used to quantify contrast-to-noise
ratio. Due to the relationship between emitted pressure and the
detrimental non-linear content of CMUT emissions, the effect
of varying the emitted pressure on CTR was also studied. This
preliminary study found that the CTR was highest for the AM-
mode, yet lowest for the PI-mode. The contrast enhancement
achieved with the AM-mode, as compared with B-mode,
indicates that CMUTs can be used for CEUS imaging.
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Abstract

Capacitive micromachined ultrasonic transducers
(CMUTs) have a nonlinear relationship between
the applied voltage and the emitted signal, which is
detrimental to conventional contrast enhanced
ultrasound (CEUS) techniques. Instead, a
three-pulse amplitude modulation (AM) sequence
has been proposed, which is not adversely affected
by the emitted harmonics. In this paper, this is
shown theoretically, and the performance of the
sequence is verified using a 4.8 MHz linear CMUT
array, and a comparable lead zirconate titanate
(PZT) array, across 6 V to 60 V applied AC
voltage. CEUS images of the contrast agent
SonoVue flowing through a 3D printed hydrogel
phantom showed an average enhancement in
contrast-to-tissue ratio (CTR) between B-mode
and CEUS images of 49.9 dB and 37.4 dB for the
PZT array and CMUT, respectively. Furthermore,
hydrophone recordings of the emitted signals
showed that the nonlinear emissions from the
CMUT did not significantly degrade the
cancellation in the compounded AM signal, leaving
an average of 2 % of the emitted power between
26 V and 60 V AC. Thus, it is demonstrated that
CMUTs are capable of CEUS imaging independent
of the applied excitation voltage when using a
three-pulse AM sequence.
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1 Introduction
Recently, capacitive micromachined ultrasonic trans-
ducers (CMUTs) have become available as an alterna-
tive to the more conventional piezoelectric transducers
[1, 2]. CMUTs offer sensitivity features that are partic-
ularly suitable for microbubble contrast-enhancement
imaging, with low transmit pressure, yet high receive
sensitivity [1]. Contrast enhanced ultrasound (CEUS)
imaging with microbubble contrast agents is used clin-
ically to study the blood’s wash-in and wash-out time
in organs [3], to quantify the blood-flow velocity using
time-intensity curves [4], and, most recently, to im-
age blood-flow through capillaries beyond the diffrac-
tion limit, through super-resolution ultrasound imag-
ing (SRI) [5, 6]. CEUS imaging with a CMUT is a
combination of two nonlinear processes; the spectral
content of the emission from a CMUT is nonlinearly
related to its excitation voltage [7], and the spectral
content of the scattering of the excitation by the mi-
crobubble contrast agents is nonlinearly related to the
acoustic pressure [8]. This combination poses some
challenges to the conventional CEUS techniques, and
the viability of CEUS imaging using CMUTs has been
questioned [9].

CMUTs emit ultrasound by applying an AC volt-
age potential across thin plates suspended on top of
nanometer to micrometer sized cavities. The technol-
ogy offers great design flexibility [10], making it possi-
ble to produce transducers with several advantageous
features for CEUS imaging. Firstly, the transducer can
achieve wide bandwidth, resulting in high axial resolu-
tion [10]. For SRI, where separation of the microbub-
bles within each image frame is essential, this could en-
able SRI with a higher number of resolved microbub-
bles within each frame, and thus a lower acquisition
time. The wide bandwidth would also facilitate detec-
tion of higher harmonics scattered by the microbub-
bles, often utilized in the pulse inversion (PI) tech-
nique. Secondly, CMUTs can produce a low emitted
pressure, suitable for exciting microbubbles without
destroying them [11], whilst maintaining a high re-
ceive sensitivity [12]. However, the drawback of CMUT
technology is that the electrostatic force driving the
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excitation causes the emitted signal to contain con-
siderable harmonic components [13]. The amount of
harmonic content produced by the transducer is de-
pendent on the ratio of the applied AC voltage to the
applied DC voltage [7], which renders the transducer
incapable of removing of tissue-generated signals using
conventional CEUS techniques.

CEUS imaging achieves high contrast by removing
the signal scattered by the tissue from that scattered
by the microbubbles. The most common techniques
used to remove the tissue signal are PI, amplitude
modulation (AM), and singular value decomposition
(SVD). The first two utilize the fact that when a
bubble is insonified, it will scatter the sound nonlin-
early [14]. SVD is a spatiotemporal filtering technique,
which utilizes the bubble’s high scattered intensity and
temporally transient behavior to separate the bubbles
from the tissue [5]. These techniques are thus capable
of removing the linearly scattered signals caused by the
tissue surrounding the contrast agents. PI combines
the responses from two excitations with opposite signs
[15]. Conventionally, AM is achieved by combining the
response from two excitations, one with half the ampli-
tude of the next [16]. Both the difference in amplitude
and difference in polarity will cause the CMUT to emit
harmonics that differ between the emissions, which
conventional AM and PI will not be able to remove.
Using such sequences with CMUTs will therefore re-
sult in poor contrast in the CEUS images [17, 18]. Sev-
eral attempts have been made to overcome this issue
by altering the frequency content of the emitted pulse
[19, 20], but such approaches are not necessarily com-
patible with the bipolar pulsers often found in com-
mercial scanners. Moreover, these methods rely on all
elements in the probe behaving identically, which is
often not the case. However, Fouan and Bouakaz [18]
have proposed that CEUS imaging can be obtained
using simple sinusoidal excitations by implementing a
three-pulse AM sequence. In this sequence, the differ-
ence in amplitude between emissions, which is needed
to preserve the nonlinear back-scattering from the mi-
crobubbles, is achieved by emitting once with the full
active aperture, once with the odd-numbered elements,
and once with the even-numbered elements. Fouan and
Bouakaz [18] shows that for a single transmit voltage
of 20 V applied to a CMUT, a 15 dB improvement in
contrast-to-tissue ratio (CTR) was achieved, compared
with an AM sequence with scaled voltage. A similar
approach has been studied in [17], where it was shown
that a two-pulse AM sequence with halving of the ac-
tive elements resulted in better contrast than conven-
tional PI imaging. The contrast of CEUS images is
influenced by the power of the AM signal compared
with the power of any remaining signal scattered by

tissue, often quantified by CTR [21]. Since the applied
voltage and polarity to each emitting element is con-
stant for all emissions in these modified AM sequences,
the theory predicts that the emitted signals therefore
contain the same harmonics. This indicates that the
increasing harmonic content resulting from increased
applied AC voltage does not affect the performance of
the imaging technique.

This paper investigates the two-pulse and three-
pulse AM sequence at a wide range of transmit volt-
ages, corresponding to varying nonlinear components
in the emissions. It is hypothesized that the amount
of nonlinear harmonics in the emitted signal does not
affect the efficiency of these modified AM techniques.
This is demonstrated theoretically, and verified with
measurements. The method’s ability to cancel linear
components is measured using hydrophone recordings,
and its contrast enhancement is assessed using CEUS
imaging of a microflow phantom with SonoVue con-
trast agents. The measurements are made using a lin-
ear CMUT array produced in house, and, for refer-
ence, using a corresponding commercial lead zirconate
titanate (PZT) array.

2 Theory
2.1 Emission from a CMUT
The propagation of sound waves from a CMUT ar-
ray is induced by applying an AC voltage, VAC , across
the CMUT cells. This causes a time-varying deflection,
driven by electrostatic force on the cell plates. [22]. The
acoustic pressure radiated from a circular cell plate is
proportional to the resulting displacement of the plate
[23], and the relationship between the applied volt-
age and the displacement is governed by a nonlinear
differential equation [24]. Analytic evaluation of this
equation is not straight forward, but several authors
have studied the relationship numerically [22, 24, 25].
It has been shown that the emitted sound pressure
from CMUTs contain harmonics to the applied exci-
tation frequency [24, 26]. Thus, when the applied VAC
is a simple sinusoid at some excitation frequency, ω0,
the resulting emitted pressure, p(t), can be expressed
as

p(t) = α0 sin (ω0t)

+
∞∑

h=2

αh sin (hω0t+ φh),

{
h ∈ Z,
αh ∈ R,

(1)

= pL(t) +
∞∑

h=2

pH(t) (2)

Here, t is time, α is some amplitude, h is a harmonic
index, φ is a phase difference. Since αh can be any
real number, including zero, this notation is applicable
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even when only certain harmonics are present in the
emitted signal. A compact form of (1) is given in (2),
where pL(t) is the linear part, i.e. the component of
the signal which has the same frequency content as
the applied ω0, and

∑
pH(t) is the harmonics. The

amplitude and phase of the harmonics are determined
by the complex dynamics of the CMUT array, and are
not further described here. Notably, it has been shown
that the amount of harmonic content in the emitted
pressure wave depends on the ratio of the amplitude
of the applied VAC to the applied DC voltage [26], and
CMUTs are therefore said to be inherently nonlinear.
However, it will here be shown that the nature of the
harmonics does not affect the effectiveness of the three-
pulse AM sequence.

In the three-pulse AM sequence proposed by Fouan
and Bouakaz [18], a pulse of full amplitude, pA, is
emitted, followed by two pulses of halved amplitude,
pB and pC . The applied voltage is constant across all
three emissions, and the two half amplitudes are made
by halving the number of active elements compared
with the full emission, spread across the same active
aperture width. Thus, the three emitted pulses are

pA(t) = α0 sin (ω0t) +

∞∑

h=2

αh sin (hω0t+ φh), (3)

pB(t) = 0.5
[
α0 sin (ω0t)

+

∞∑

h=2

αh sin (hω0t+ φh)
]
,

(4)

pC(t) = 0.5
[
α0 sin (ω0t)

+
∞∑

h=2

αh sin (hω0t+ φh)
]
.

(5)

2.2 The amplitude modulation technique

When the microbubbles are insonified with an ultra-
sound pulse, the reflections contain harmonics of the
incident frequency. Eckersley et al. [11] show that the
nonlinear reflections can be modeled as a polynomial
expansion of the incident wave, as

y(t) = a1pi(t)+a2pi
2(t)+a3pi

3(t)+...+a∞pi
∞(t). (6)

Here, y(t) is the reflected signal, pi(t) is the incident
pressure wave on the bubble, and ai are reflection co-
efficients determining the different nonlinear contri-
butions, where a1 represents the linear reflection and
a i>1 represents the nonlinear reflections. To suppress

the linear component of the emitted signal, while pre-
serving the nonlinear components at the fundamental,
the reflected signals are combined as

yAM (t) = yA(t)− yB(t)− yC(t), (7)

where yAM is the remaining three-pulse amplitude
modulation signal, and yA, yB , yC are the scattered
signals caused by the three emissions. If instead, only
2 emissions are used the combination is made as

yAM (t) = yA(t)− 2 · yB(t). (8)

2.3 Amplitude modulation with a CMUT
By assuming that no distortion of the signal occurs
between the emission and the bubble position, we can
apply (6) to the tree emissions given in (3) - (5) before
applying (7). By expressing the pressure waves in their
compact form and limiting the polynomial expansion
to third order for simplicity, this gives

yAM (t) =a1pA + a2pA
2 + a3pA

3 − a1pB − a2pB2

− a3pB3 − a1pC − a2pC2 − a3pC3.
(9)

Then, by expanding to the long form of (3) - (5), set-
ting α0 = 1, working through the algebra (shown in
more detail in the appendix) gives

yAM (t) = 0.5 a2 sin (ω0t)
2

+ 0.5 a2

( ∞∑

h=2

αh sin (hω0t+ φh)

)2

+ a2 sin (ω0t)

( ∞∑

h=2

αh sin (hω0t+ φh)

)

+ 2.25 a3 sin (ω0t)

( ∞∑

h=2

αh sin (hω0t+ φh)

)2

+ 2.25 a3 sin (ω0t)
2

( ∞∑

h=2

αh sin (hω0t+ φh)

)

+ 0.75 a3

( ∞∑

h=2

αh sin (hω0t+ φh)

)3

− 0.1875 a3 sin (3ω0t)

+ 1.5 a3 sin (ω0t). (10)

Two important observations can be made about (10).
Firstly, it reveals a subtle, but, essential property of
AM imaging; the remaining signal lacks any linearly
scattered components, yet, the last term of (10) con-
tains energy at the fundamental frequency. The re-
flection coefficient a3 indicates that this component
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is caused by the nonlinear scattering properties of the
microbubbles. Secondly, it is observed that this can-
cellation of the linearly scattered signal was attained
despite the nonlinear nature of the CMUT. Although
harmonics to the fundamental frequency are emitted,
as seen in (3) - (5), (10) does not contain any emit-
ted harmonics with the linear reflection coefficient a1.
This shows that when the emitted signals are reflected
only linearly, the AM compounding cancels all of these
terms. Some emitted harmonics remain in the yAM sig-
nal, but, these terms all carry the reflection coefficients
a2 or a3, meaning that the signals have been nonlin-
early scattered by the microbubble. Notably, the fact
that these emitted harmonics remain in the yAM sig-
nal has not impaired the efficiency of the AM theory.
Moreover, although the amplitude and phase of the
emitted harmonics will be affected by the amplitude
of VAC , this does not affect the cancellation of linearly
scattered signals. Because of this, when using the AM
modality to image in vivo with a CMUT, it is possible
to filter out linear scattering from tissue whilst attain-
ing reflections from the microbubbles at the emitted
frequency. Thus, it is shown theoretically that CEUS
imaging with a CMUT using the three-pulse AM se-
quence is achievable.

3 Methods
To verify the outcome of the theoretical evaluation
shown in Section 2, the ability of a linear CMUT array
to cancel received linear components while preserving
nonlinearly scattered signal was assessed using three
measurement set-ups. Firstly, an experimental set-up
was designed to quantify CTR. Section 3.1 outlines
the design of the set-up. Contrast enhanced AM im-
ages were collected using a synthetic aperture imag-
ing sequence on a CMUT and a PZT probe, further
described in Section 3.2. Subsequently, the CTR was
calculated for all the collected images, as detailed in
Section 3.3. Secondly, Section 3.4 describes how the
emitted signal from the transducers were recorded us-
ing a hydrophone, and used to determine the peak-
negative-pressure (PNP) and the power annihilation
ratio. Lastly, Section 3.5 describes how the signal-to-
noise ratio of the two probes were evaluated to fairly
compare the CMUT’s and PZT arrays’s performance.

3.1 CEUS imaging set-up
The experimental set-up used to quantify CTR con-
sisted of a microflow phantom and a block of tissue-
mimicking material. An illustration of the measure-
ment set-up can be seen in Fig. 1. The microflow phan-
tom was 3D printed in a PEGDA 700 g mol−1 hydro-
gel block using stereo-lithography. A hollow channel of
200 µm in diameter was printed inside the phantom, as

Figure 1: An illustration of the experimental set-
up showing how the phantom and tissue-mimicking
material are positioned under the transducer and
held in place by a brace. The transducer sits directly
above the phantom and tissue-mimicking material,
in contact with the water.

Table 1: Specifications of the transducers.

CMUT PZT

Total number of elements 192 192

Center frequency 4.8 MHz 5.2 MHz

Pitch (p) 0.2 mm 0.2 mm

Kerf 0.02 mm 0.02 mm

Maximum tolerable AC voltage 60 V 100 V

Applied DC voltage 190 V N/A

shown in Fig. 2. The fabrication process of the phan-
tom has been described in [27]. The phantom was held
in place by a brace next to a block of tissue-mimicking
material made of polyvinyl alcohol cryogel [28, 29],
resulting in scattering properties similar to that of hu-
man tissue. The ensemble was placed in a water bath,
which was lined with an acoustic absorber. The phan-
tom was positioned so that the center of the flow chan-
nel was 25 mm below the surface of the transducer. A
low pressure flow pump (neMESYS 290N, Cetoni) fit-
ted with a syringe of SonoVue microbubble contrast
agents, diluted 1:10 with saline, was connected to the
phantom and used to pump microbubbles through the
phantom.

3.2 Image acquisition
The phantom and tissue-mimicking material was im-
aged using a linear CMUT [30] and, as a reference,
a commercial linear PZT array of equivalent design
dimensions, using a Verasonics research scanner (Ve-
rasonics Vantage 256). The specifications of the probes
are given in Table 1. The set-up was imaged using a
synthetic aperture sequence [31] with low intensity di-



Øygard et al. Page 5 of 12

Table 2: Parameters of the synthetic aperture se-
quence.

Pulse repetition frequency 1000 Hz

Number of active elements 32

Emission frequency 4.8 MHz

Focal distance -16 mm

Receive F-number 1

Number of emissions (n) 13

Number of cycles in emission 2

Number of elements
separating emissions (s) 13

verging wave propagation. A summary of the sequence
parameters are given in Table 2. The transducers emit-
ted a 2 cycle sine wave at 4.8 MHz, with 32 active el-
ements in each full amplitude emission, and with a
pulse repetition frequency of 1000 Hz. The sequence
consisted of emissions from n = 13 virtual sources
placed 16 mm behind the transducer surface. The lat-
eral positions of the virtual sources were given by

xi = s · i · p,∀ i ∈ Z : i ∈ [− (n− 1)

2
,

(n− 1)

2
],

(11)

where s denotes the number of elements separating
the lateral positions of two virtual sources, i is emis-
sion index, p is the transducer pitch, and xi = 0 lays
in the middle of the transducer. The three emissions
described in (3) - (5) are referred to as the minor se-
quence. The minor sequence was emitted once by each
virtual source at each xi to make a full image frame.

Figure 2: An illustration of the phantom, where the
bold black line illustrates the internal channel.

The sequence was used to quantify how the CTR in
the resulting images vary with the applied AC voltage.
The lowest VAC was 6 V, at which the imaging system
approaches its noise floor. For the CMUT, VAC was
then increased in steps of 10 V until the maximum tol-
erable AC voltage of the probe, as given in Table 1,
was reached. Additionally, a constant DC voltage of
190 V was applied to the CMUT, as specified in [30].
For the PZT array, the same voltage range was used,
from 6 V to the probe’s maximum tolerable voltage.
But, the step size was reduced to 3 V between 6 V and
15 V. This was done to ensure a good population of
data-points within the overlapping range of PNP for
the two probes, since the relationship between applied
voltage and PNP is not linear.

The SonoVue solution was allowed to flow contin-
uously through the phantom channel at 0.6 µL s−1,
while 10 image frames were collected at each VAC . To
avoid degradation of the microbubbles during the col-
lection of the 10 frames, a pause of 15 s was inserted
between each frame to allow a fresh batch of microbub-
bles to flow into the phantom. A fresh syringe of di-
luted contrast agents were prepared directly prior to
each data-set acquisition. Due to the higher number of
AC voltages, the acquisition using the PZT probe was
divided into two data-sets to make the time each sy-
ringe spent in the infusion pump comparable for each
data-set. Thus, 3 data-sets were acquired; 6 V to 60 V
with the CMUT, and 6 V to 26 V as well as 26 V to
90 V with the PZT array.

3.3 Calculation of CTR
The collected data from both probes were matched
filtered and beamformed using delay-and-sum beam-
forming. CEUS images were composed using both (7)
and (8). The two-pulse AM sequence, which was also
studied by the authors in [32], is included for compar-
ison with the three-pulse AM proposed by Fouan and
Bouakaz [18], to study how an additional emission in
the minor sequence affects the image quality. In ad-
dition, the data from every full amplitude emission in
the minor sequence was used to compose B-mode im-
ages, for comparison. For each composed image, the
CTR was calculated as

CTR =
PB

PTMM
, (12)

where PB is the average power of the signal scattered
by the bubbles and PTMM is the average power scat-
tered by the tissue-mimicking material. The average
power was calculated as

P =
1

L2 − L1

1

k2 − k1

L2∑

l=L1

k2∑

m=k1

y 2
l,m, (13)
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where y is the signal in a single beamformed line of
data, m is the sample number, k1 and k2 are sam-
ple numbers determining the axial position for the
signal, and L1 and L2 are line numbers. Thus, the
power was calculated in two rectangular regions-of-
interest (ROIs). After beamforming the collected data,
the ROIs used to calculate power in (13) were drawn
around the channel in the phantom. The ROI in the
tissue-mimicking phantom was taken to be the same
size as the channel ROI, and placed at the same depth,
in the middle of the tissue-mimicking phantom.

3.4 Hydrophone recordings
The derivation of (10) assumes that the same signal
is produced by the full emission as the two half emis-
sions combined. Array effects could arguably make the
assumption fail if emission from one CMUT cell af-
fects the emission from a neighbouring cell. It has been
shown that the emission from an array of CMUTs
is dependent on the distance between adjacent cells
[25]. This distance varies between the emissions in
the proposed sequences; in the full amplitude emis-
sions the distance is one pitch, while in the half am-
plitude emissions it is 2 · pitch. To evaluate if this
effect adversely affects the similarity of the emitted
pulses, and thus the cancellation of received linear
terms, the signals emitted by each virtual source were
recorded using a hydrophone. The hydrophone was
placed in a water tank directly beneath the transducer,
at (y, z) = (0, 25) mm and moved to the x-positions
corresponding to each virtual source, given by (11).
The hydrophone recorded the minor sequence using
all the applied AC voltages, from each virtual source.
Then, the sequence’s ability to cancel linear terms was
quantified by defining an annihilated power ratio as

Annihilated power ratio =
Σp2A − Σp2AM

Σp2A
. (14)

Here, the numerator contains the remaining AM sig-
nal subtracted from the full emitted signal and thus
gives the power of the annihilated signal. For each x-
position and applied VAC , the recordings of the mi-
nor sequence were used to compose the compounded
emitted AM signal, pAM , according to (7), and the an-
nihilated power ratio. This evaluation will be affected
by nonlinear propagation in the water. The evaluation
was therefore performed using both the PZT array and
CMUT for comparison, to distinguish effects caused by
nonlinear propagation from the effects caused by non-
linear excitation.

In addition, the measured hydrophone signals were
used to quantify the PNP caused by each applied VAC
for both transducers. The minimum of the recording of
the full emission was found from the recording beneath
each virtual source and averaged to give the PNP.

3.5 Quantifying signal-to-noise ratio
Because the imaging performance of a CMUT and a
PZT transducer are to be compared, it is prevalent
to also quantify and compare the signal-to-noise ra-
tio (SNR) of the two transducers. The three-pulse AM
imaging sequence was used to acquire N = 10 frames
of a speckle phantom with 0.5 dB cm−1 MHz−1 atten-
uation. Only the full emission was used to beamform
B-mode images of the phantom, using the same axial
sampling and depths as the images acquired of the mi-
croflow phantom in Section 3.2. The acquisition was re-
peated using both the PZT transducer and the CMUT
for the range of applied AC voltages specified in Sec-
tion 3.2, with a step-size of 10 V. After beamforming,
the power of an image line located at x = 0 was ex-
tracted from the images, and the SNR was quantified
as

SNR =
1

N

10∑

N=1

∑k2
m=k1

y2

∑k2
m=k1

(y − y)
2
, (15)

where y is the image line and y represents the average
of the image line across the 10 acquisitions.

4 Results
Fig. 3 shows examples of a B-mode image and both
a two-pulse and a three-pulse AM image of the mi-
croflow phantom and tissue-mimicking material, where
the chosen ROIs are drawn on top of the images. In
the images, it is clear that both the AM sequences
with both probes have succeeded in removing most of
the speckle pattern from the tissue-mimicking phan-
tom, whereas the signal from the microbubbles re-
main. More speckle pattern remains in the AM images
composed with two pulses, indicating that the three-
pulse sequence outperforms the two-pulse sequence.
The similarity of the images collected with the CMUT,
in the left column of Fig. 3, and the PZT transducer,
in the right column, gives a clear indication that CEUS
with a CMUT is possible, despite the nonlinear nature
of the probe.

Equations (12) and (13) were applied to all the col-
lected images, both in three-pulse AM, two-pulse AM,
and B-mode to calculate their CTR. The mean and
standard deviation of the CTR was calculated for each
set of 10 frames collected with constant VAC . Fig. 4
shows the resulting mean CTR values with standard
deviations as a function of VAC applied to the CMUT
for the three-pulse AM and B-mode, in addition to
the difference between the two in decibels. Comparing
the two modes shows that the CMUT has achieved a
significant contrast enhancement across all the applied
AC voltages, with 30 - 38 dB higher CTR in the CEUS
images than in the B-mode.
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(a) CMUT: B-mode
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(b) PZT: B-mode
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(c) CMUT: two-pulse amplitude modulation
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(d) PZT: two-pulse amplitude modulation

-15 -10 -5 0 5 10 15
x (mm)

18

20

22

24

26

28

30

32

z 
(m

m
)

-40

-30

-20

-10

0

dB

(e) CMUT: three-pulse amplitude modulation
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(f) PZT: three-pulse amplitude modulation

Figure 3: Example images of the experimental set-up collected with the CMUT probe (left column) and PZT
transducer (right column). Comparing the B-mode (a and b) with the two-pulse AM images (c and d) and
the three-pulse AM image (e and f) show that the three-pulse sequence has successfully removed the speckle
pattern inside the tissue-mimicking material (on the right of the image), while retaining the signal from the
microbubbles (on the left of the image). The magenta and cyan boxes show the regions of interest used to
calculate the CTR.

Although the theory of the three-pulse AM sequence,
presented in Section 2, predicts that CTR should not
degrade as the amount nonlinearity in the emitted sig-
nal rises with the applied AC voltage, it is expected
that the CTR varies with AC voltage due to the na-
ture of the microbubble contrast agents. As the ap-
plied voltage increases, so does the PNP of the emitted
signal, which affects both the power and the spectral
content of the scattered signal from the microbubbles
[33]. Therefore, to fully understand the observed vari-
ation in CTR seen in Fig. 4, in Fig. 5, the CTR values
are also plotted as a function of the emitted PNP, as
recorded by the hydrophone measurements. In addi-
tion, the CTR of the B-mode and CEUS images col-
lected using the PZT probe are plotted, to provide

a reference of how the CTR varies with PNP when
the emission from the probe is linear. The CTR for
the PZT array is divided into two data-sets, repre-
senting the images collected with separate syringes of
SonoVue.

The compounded AM signals were computed from
the collected hydrophone recordings, using (7), and
the annihilated power ratio was calculated as in (14).
Fig. 6 shows how the power ratio varies with PNP.
Had the cancellation of the signals been completely
successful, all power would be removed and the power
ratio would be 100 %. That is not the case, and it can
be seen that the power ratio declines as PNP increases
above approximately 455 kPa. In the region where the
two probes’ PNP overlap, the power ratios of both the
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Table 3: The measured SNR of the CMUT and PZT arrays across all of the applied AC voltages. The SNR is
calculated according to (15) and displayed with ± one standard deviation, σ.

AC voltage (V) 6 16 26 36 46 56 60 66 76 86 90

CMUT SNR ±σ (dB) 37 ± 4 50 ± 6 61 ± 7 65 ± 6 71 ± 6 72 ± 6 72 ± 6 N/A N/A N/A N/A

PZT SNR ±σ (dB) 71 ± 5 64 ± 4 75 ± 5 80 ± 6 81 ± 7 84 ± 5 N/A 87 ± 5 92 ± 5 92 ± 5 85 ± 5
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Figure 4: The calculated CTR values of the images
collected with the CMUT using the three-pulse AM
sequence, as a function of the applied AC voltage.
The shaded areas indicated ± one standard devi-
ation, calculated from the repeated acquisitions at
each applied AC voltage. The green lines give the
CTR of the CEUS and B-mode images, while the
blue line gives the difference between the two.

PZT transducer and the CMUT are high, indicating
that the emitted signals are suitable for CEUS imag-
ing, and that the efficiency of the three-pulse sequence
is not affected by the increase in nonlinearity in the
emitted signal from the CMUT, as the AC voltage is
increased.

Finally, the SNR of the image acquisition using the
two probes at varying AC voltages were calculated ac-
cording to (15). The measured SNR is given in Table 3.
Generally, it is seen that the SNR of the CMUT probe
is lower than the PZT transducer, with a mean differ-
ence of 16 dB across 6 V to 56 V applied AC voltage.
Further discussion of the data will be given in Section
5.

5 Discussion
As predicted by the theory laid out in Section 2,
Fig. 4 shows that the CTR of the CEUS images col-
lected with the CMUT using the three-pulse AM se-
quence is not affected by the increase in nonlinear
emission caused by an increasing AC voltage. There
is a significant enhancement of contrast between the
CEUS images and the B-mode images, with an av-
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Figure 5: The calculated CTR values of the images
collected with the CMUT and PZT transducer, as a
function of the emitted peak-negative-pressure. The
CTR of three-pulse AM images are plotted with
solid lines, of the two-pulse AM images with solid
lines with diamonds, and the CTR of the B-mode
images are plotted with dotted lines. The shaded ar-
eas indicated ± one standard deviation, calculated
from the repeated acquisitions at each applied AC
voltage.
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Figure 6: The average percentage ratio of power an-
nihilated in the AM signal, normalized to the emit-
ted power. A power ratio of 100 % indicates that all
of the power in the AM signal was removed. Error
bars indicate ± one standard deviation of variation
along virtual source (VS) positions.
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erage of 35.3 dB enhancement across the applied volt-
ages. Moreover, although the CTR of the CEUS images
shown in Fig. 4 declines above 46 V, the difference be-
tween the logarithm of the CTR of the CEUS images
and the B-mode images increases from 26 V to 60 V,
demonstrating that the enhancement of the contrast
caused by the three-pulse AM sequence is not affected
by the applied AC voltage. On the other hand, it can
bee seen in Fig. 5 that the two-pulse AM sequence has
not accomplished the same enhancement. Clearly, re-
ducing the number of emissions in the minor sequence,
would benefit the frame rate. However, the average dif-
ference in CTR between the CEUS images and the B-
mode images for the two-pulse AM sequence is only
9.1 dB. Thus, CEUS imaging using a CMUT should
use the three-pulse AM sequence, despite the decrease
in frame rate this will lead to.

The CTR of the CEUS images follows the expected
trend; it increases initially, before starting to de-
crease at higher voltages. This progression is caused
by the back-scattering properties of microbubbles. At
low pressures, the nonlinear component of the back-
scattering from microbubbles is proportional to the in-
cident acoustic pressure [33, 34], and Emmer et al. [35]
showed that SonoVue exhibits a low pressure thresh-
old, under which the bubbles do not scatter nonlin-
early. On the other hand, at high pressures, the CTR
is expected to drop because the microbubbles start
to degrade, through processes such as rupture of the
lipid shell, diffusion of the gas core, or fragmentation
[36–38]. A decline in CTR of the CEUS images col-
lected with the CMUT is observed in Fig. 4 starting
at 46 V, and correspondingly in Fig. 5 at 203 kPa. How-
ever, this decline in CTR does not point to a failure
of the three-pulse AM sequence, but rather a natu-
ral consequence of the properties of the microbubbels.
According to de Jong et al. [33], SonoVue can with-
stand up to 150 kPa before it starts to deform, and it
is destroyed with a few repeated ultrasound exposures
above approximately 300 kPa. This corresponds to the
range at which the CTR in Fig. 5 starts to decline, tak-
ing into account the attenuation the emitted signal will
experience before reaching the microbubbles inside the
phantom. Thus, it has been shown that the ideal pres-
sure range to perform CEUS imaging with a CMUT
lies approximately between 100 kPa to 200 kPa.

Moreover, the same downwards trend in CTR of
the CEUS images above approximately 100 kPa is ob-
served for the images collected using the PZT trans-
ducer as for the images collected using the CMUT,
further reinforcing that the decline is not caused by
a deterioration of the three-pulse AM sequence. The
PZT transducer displays a rapid decline in CTR above

455 kPa, likely caused by both the microbubble disrup-
tion discussed above, but also by nonlinear propaga-
tion in the image medium. The ratio of annihilated
power shown in Fig. 6 also declines above 455 kPa,
pointing to a discrepancy in the emitted pulses. Obser-
vation of the recorded hydrophone signals reveal saw-
tooth like pulse shapes, indicative of nonlinear propa-
gation [39]. This distortion of the emitted pulses will
differ between the full amplitude and half amplitude
emissions, and thus cause the cancellation in (7) to
fail.

Although the same AC voltage was applied to the
CMUT and the PZT transducer, up to the maximum
tolerable AC voltage of the CMUT, the PZT trans-
ducer emits higher PNP than the CMUT. The two
probes have some overlap in their area of operation be-
tween 101 kPa to 258 kPa. In this region, both probes
exhibit a significant contrast enhancement, with an av-
erage difference in CTR between the CEUS images and
the B-mode images of 49.9 dB and 37.4 dB for the PZT
transducer and CMUT, respectively. The fact that the
PZT transducer overall performs better contrast en-
hancement than the CMUT is likely caused by the
PZT transducer’s superior SNR. At a constant emit-
ted pressure, the back-scattering from the microbub-
bles will generally be the same for the PZT transducer
and CMUT. Yet, the CTR can differ, if the amount of
received noise is higher for the CMUT. As shown in Ta-
ble 3 the CMUT has a lower SNR than the PZT trans-
ducer at all applied voltages. This is expected, since
the probe is built in-house, whereas the PZT trans-
ducer is a commercial probe and has superior shielding
from electromagnetic interference noise.

Yet, the quantification of the annihilated power
shown in Fig. 6 shows that the CMUT generally out-
performs the PZT transducer. The power annihilation
ratio quantifies how much power that remains in the
compounded emission and thus gives an indication of
how well the transducers are able to perform contrast
enhancement imaging. The cancellation of the emit-
ted pulses is more effective for the CMUT than the
PZT transducer, indicating that array effects in the
CMUT is not causing significant degradation of the
contrast enhancement. In the region where the two
probes’ PNPs overlap, the compounding of the AM
signal from the CMUT leaves an average of 2 % of the
emitted power, while for the PZT transducer the av-
erage remaining power is 7 %. When using the emis-
sions for imaging, the amount of remaining power will
transfer to the scattered signals and impair the ability
to cancel linear signal from the tissue, thus lowering
the CTR. Moreover, both probes exhibit an increase
in the annihilated power with applied AC voltage, as
well as an increased standard deviation of the annihi-
lated power at low applied AC voltages. This further
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supports that the nonlinear emission from the CMUT
does not negatively impact the creation of CEUS im-
ages using the proposed three-pulse AM sequence.

6 Conclusion
Investigation of the creation of CEUS images with a
CMUT has shown that the probe’s inherent nonlin-
earity does not affect its performance, and that high
contrast CEUS images can be created using a three-
pulse AM sequence. The fact that the performance of
the CMUT probe is not dependent on the harmon-
ics of its emissions has been demonstrated theoreti-
cally, using quantification of CTR of CEUS images of
microbubbles, and using hydrophone measurements of
the emitted signals. Theoretically, it has been shown
that there is no reason why the emitted harmonics will
affect the CEUS images. This was confirmed by the ac-
quired CEUS images, where an average of 37.4 dB con-
trast enhancement was achieved, using the three-pulse
AM sequence. Comparison of the CTR of the images
obtained using the proposed three-pulse AM sequence
with the CTR of images obtained using only 2 emis-
sions showed a significant advantage of the three-pulse
AM, as the two-pulse AM sequence gave only an aver-
age of 9.07 dB contrast enhancement. Thus, a higher
number of emissions in the minor sequence must be
used, despite its negative impact on the frame rate.
Further, comparison of the performance of the CMUT
with a PZT transducer of similar design showed a com-
parable amount of contrast enhancement, as the im-
ages produced with the PZT transducer achieved an
average of 49.9 dB contrast enhancement. The PZT
transducer achieved higher CTR, but also higher SNR,
and improvement of the design of the CMUT, espe-
cially focused on noise shielding, will likely improve
its contrast enhancement abilities. Finally, hydrophone
recordings and quantification of the annihilated power
in the minor sequence showed that in the region of
overlapping PNPs, the CMUT annihilated 98 % of the
power, whereas the PZT transducer only annihilated
93 %. Thus, more power was cancelled in the CMUT’s
minor sequence than in the PZT transducer’s, fur-
ther reinforcing that the difference between the CTR
produced by the CMUT and the PZT transducer is
caused by the probes respective receive capabilities,
rather than the emitted harmonics. Thus, future use
of CMUT technology for CEUS images show great po-
tential, and it will be possible to take advantage of the
wide bandwidth, low emission pressure, and favorable
sensitivity features of CMUTs for CEUS imaging.

7 Declarations
7.1 AbbreviationsAM Amplitude modulation.

CEUS Contrast enhanced ultrasound.

CMUT Capacitive micromachined ultrasonic transducer.

CTR Contrast-to-tissue ratio.

PI Pulse inversion.

PNP Peak-negative-pressure.

PZT Lead zirconate titanate.

ROI Region-of-interest.

SNR Signal-to-noise ratio.

SRI Super-resolution ultrasound imaging.

SVD singular value decomposition.

VS Virtual source.
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8 Appendix

The tree emissions given in (3) - (5) can be written on the compact form

seen in (2) as

pA(t) = pL +
∞∑

h=2

pH , (16)

pB(t) = 0.5 pL + 0.5
∞∑

h=2

pH , (17)

pC(t) = 0.5 pL + 0.5
∞∑

h=2

pH . (18)

The emissions in this form are inserted into (9);

yAM (t) = a1pA + a2pA
2
+ a3pA

3

− a1pB − a2pB2 − a3pB3

− a1pC − a2pC2 − a3pB3

(19)
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= a1

(
pL +

∞∑

h=2

pH

)
+ a2

(
pL +

∞∑

h=2

pH

)2

+ a3

(
pL +

∞∑

h=2

pH

)3

− a1
(
0.5pL + 0.5

∞∑

h=2

pH

)

− a2
(
0.5pL + 0.5

∞∑

h=2

pH

)2

− a3
(
pL +

∞∑

h=2

pH

)3

− a1
(
0.5pL + 0.5

∞∑

h=2

pH

)

− a2
(
0.5pL + 0.5

∞∑

h=2

pH

)2

− a3
(
pL +

∞∑

h=2

pH

)3

.

(20)

Canceling terms and expanding the parenthesis gives

yAM (t) = 0.5 a2 pL
2
+ 0.5 a2

( ∞∑

h=2

pH

)2

+ a2 pL

( ∞∑

h=2

pH

)
+ 2.25 a3 pL

( ∞∑

h=2

pH

)2

+ 2.25 a3 pL
2

( ∞∑

h=2

pH

)

+ 0.75 a3

( ∞∑

h=2

pH

)3

+ 0.75 a3 pL
3
.

(21)

The long form of (3) - (5) are then reintroduced;

yAM (t) = 0.5 a2 sin (ω0t)
2

+ 0.5 a2

( ∞∑

h=2

αh sin (hω0t+ φh)

)2

+ a2 sin (ω0t)

( ∞∑

h=2

αh sin (hω0t+ φh)

)

+ 2.25 a3 sin (ω0t)

( ∞∑

h=2

αh sin (hω0t+ φh)

)2

+ 2.25 a3 sin (ω0t)
2

( ∞∑

h=2

αh sin (hω0t+ φh)

)

+ 0.75 a3

( ∞∑

h=2

αh sin (hω0t+ φh)

)3

+ 0.75 a3 sin (ω0t)
3
.

(22)

Finally, the last term of (22) is expanded to give

yAM (t) = 0.5 a2 sin (ω0t)
2

+ 0.5 a2

( ∞∑

h=2

αh sin (hω0t+ φh)

)2

+ a2 sin (ω0t)

( ∞∑

h=2

αh sin (hω0t+ φh)

)

+ 2.25 a3 sin (ω0t)

( ∞∑

h=2

αh sin (hω0t+ φh)

)2

+ 2.25 a3 sin (ω0t)
2

( ∞∑

h=2

αh sin (hω0t+ φh)

)

+ 0.75 a3

( ∞∑

h=2

αh sin (hω0t+ φh)

)3

− 0.1875 a3 sin (3ω0t)) + 1.5 a3 sin (ω0t).

(23)
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Prediction of transmission through a lensed
row-column addressed array
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Using a diverging lens on a row-column array (RCA) can increase the size of its volumetric
image and thus significantly improve its clinical value. Here, a ray tracing method is presented
to predict the position of the transmitted wave, so that it can be used to make beamformed
images. The usable transmitted field-of-view (FOV) is evaluated for a lensed 128 + 128
element RCA by comparing the theoretic prediction of the emitted wave-front position with
3D finite element simulation of the emitted field. The FOV of the array is found to be
122°± 2° in the direction orthogonal to the emitting elements and 28.5° to 51.2°, depending
on depth and element position, for the direction laying along the element. Moreover, the
proposed ray tracing method is compared with a simpler thin lens model and it is shown
that the improved accuracy of the proposed method can increase the usable transmitted FOV
up to 25.1°.

[https://doi.org(DOI number)]

[XYZ] Pages: 1–12

I. INTRODUCTION

Row-column arrays (RCAs) offer medical volumet-
ric imaging without being limited by the high chan-
nel count needed with more conventional matrix arrays
(Morton and Lockwood, 2003; Rasmussen et al., 2015;
Sampaleanu et al., 2014; Seo and Yen, 2009). Whereas
fully populated matrix arrays with N elements along one
dimension need a total of N ×N channels, a RCA only
requires N +N connections (Yen, 2013). Sparsely popu-
lated arrays can be used to reduce the channel count, but
at the expense of higher side-lobe levels (Davidsen et al.,
1994). Yet, RCAs often suffer from small foot-prints, as
they can only image the volume directly in front of the
aperture. The clinical value of RCAs can be increased
by making alterations to its design so that the emitted
sound is spread geometrically. This would enable the
transducer to keep a small foot-print, while increasing
the imaged volume, a feature which is useful for instance
in cardiac imaging through the ribs. Such a transducer
design was first proposed by Démoré et al. (2009), who
simulated the radiation pattern from a RCA where the
elements were curved onto the surface of a hemi-sphere.
A manufacturing technique for such arrays has been pro-
posed (Ferin et al., 2018), but a simpler way of achieving
diverging sound fields is the addition of a double-curved
lens in front of a flat transducer, as proposed by Joyce
and Lockwood (2014). The lens increased the field-of-
view (FOV), but the authors also recognized that its ad-
dition introduced a non-trivial complexity when deter-

ashoy@dtu.dk

mining the propagation paths for beamforming images
produced by the transducer.

Bouzari et al. (2017) studied the feasibility of beam-
forming images using a defocusing lens on a RCA.
To make beamformed images, the time-of-flight to and
from each element, through the lens, must be predicted.
Bouzari et al. (2017) suggested determining this by as-
suming that the lens is infinitely thin and that the emit-
ted wave-fronts are spherical. An expression for the focal
point of these wave-fronts was given in terms of the geo-
metrical and material properties of the physical lens. Al-
though not explicitly stated by Bouzari et al. (2017), this
theory is based on the paraxial assumption, and takes
any refraction angles to be small. This lens model, orig-
inating from the field of optics, was first proposed used
on ultrasound transducer lenses by Ernst (1947). The
model is only exact when the lens is infinitely thin, and
only an appropriate approximation for rays entering the
lens close to its center (Carpena and Coronado, 2006).
It does not account for the speed of sound of the mate-
rial within the lens, although inaccuracy in the speed of
sound during beamforming is known to negatively impact
both resolution and contrast (Anderson et al., 2000).

In this paper, we propose a model for predicting the
time-of-flight (TOF) of transmission from a RCA through
a diverging concave lens, without making the paraxial as-
sumption. We hypothesize that rigorous prediction of the
TOF will increase the width of the usable FOV wherein
the predicted TOF is exact, as compared with the thin
lens model. Further, the size and shape of the potential
image volume that can be achieved using a 128 + 128
element RCA with a concave diverging lens is explored.
The size of the image volume determines the applica-
bility of RCAs to volumetric imaging in the clinic, and
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FIG. 1. An illustration of a concave lens with a cross-section

cut through the lens to reveal its curvature. Six emitting

elements are illustrated on top of the lens, to demonstrate

the orientation of the elements in relation to the defined co-

ordinate system.

the usable FOV for the lensed 128 + 128 element RCA
is compared with the FOV of standard commercial con-
vex arrays, which often achieve a FOV of 60° to 70° (GE
Healthcare, 2021; Phillips, 2021; Siemens Healthineers,
2021).

II. THEORY

When sound emerges from an acoustic lens, the
sound is refracted. The direction of the sound is changed
due to the difference in speed of sound between the lens
material and the imaged domain. The new direction of
the sound is governed by Snell’s law;

sin θi
cl

=
sin θr
cw

, (1)

where cl is the speed of sound in the lens material, cw is
the speed of sound in the image material, here taken to
be water, θi is the angle of incidence, and θr is the angle
of refraction. To make a diverging lens, the shape of the
lens must be concave if cl < cw and convex if cl > cw.
It is also possible to make a composite lens, with two
materials, so that the surface of the lens is flat (Engholm
et al., 2018). As a first step, a single material will be
studied here. The chosen design is the same as the lens
used by Bouzari et al. (2018, 2017), and since the RCA
is 2D, the lens is double-curved. The manufacturing of
the lens and its material and geometrical properties are
presented in Bouzari et al. (2018).

The concave lens consists of a single material cast
with a carved hole in the shape of the cap of a sphere.
Thus, the lens is double-curved and will refract the trans-
mitted sound both in x- and y-directions. The sphere’s

origo is at
[
x0
y0
z0

]
, where (x0, y0) = (0, 0) when the lens is

centered on the emitting array. The surface of the lens

is described by the co-ordinates
[
xs
ys
zs

]
. An illustration of

a concave lens and a set of column elements are shown
in Fig. 1. The elements are not drawn to scale. Only 6
elements are drawn to make the illustration clearer. As
shown, the origo of the co-ordinate system is taken to be
in the middle of the emitting elements, and the length of
the emitting columns are taken to run along the y-axis.
This orientation is adopted throughout the paper. Fig. 1
also shows a cross-section cutting through the lens, par-

allel to the x-axis at the distance y = yp from the origo,
revealing the curvature of the carved hole. Similarly, for
a cross-section through the lens parallel to the y-axis, the
distance from the origo to the plane is x = xp. At each
cross-section plane, the lens’s surface makes a circular
arc on the plane, which is given by

zs =





√
R2 − (xs − x0)2 + z0,

for a x-z

plane at yp,

√
R2 − (ys − y0)2 + z0,

for a y-z

plane at xp.

(2)

Here, R is the radius of the circle in the particular plane.
This radius is given by

R =





√
R2

S − y2p, for a x-z plane at yp,

√
R2

S − x2p, for a y-z plane at xp,
(3)

where RS is the radius of the sphere.
To beamform images made using a lensed RCA, one

must be able to predict the position of the emitted wave-
front as a function of time. The position of the wave-front
is governed by the position of the emitting element, the
angles at which the ray is emitted, the geometry of the
lens, and time, so that



xW
yW
zW


 (t) = f

([
xel
yel

]
,

[
αx

αy

]
, t

)
. (4)

Here, (xW , yW , zW ) is the position of the emitted wave-
front, (xel, yel) is the center position of the emitting ele-
ment, (αx, αy) are the angles at which the sound is emit-
ted, with respect to the normal on the emitting element,
and f is some function which takes the geometry of the
lens into account. To predict the position of the wave-
front, this function f must be described. Previous works
on lensed RCAs (Bouzari et al., 2018, 2017; Engholm
et al., 2018) have solved this by implementing a thin lens
model, which will be further described in Section II B.
Here, we present the theory of a new model which does
not carry the same assumptions as the thin lens model,
but describes the function f through an accurate imple-
mentation of ray tracing. This task can be divided into
two parts; determining the positions at which the emit-
ted ray intersects the lens boundary, and determining
the propagation direction after the ray is refracted by
the lens.

A. The ray tracing method

1. Surface interception

The elongated elements can be assumed to emit
cylindrical waves (Rasmussen et al., 2015). Thus, when
first emitted, the ray travels merely in the positive z-
direction in the y-z plane. This means that αy = 0.
The element can be divided into N virtual sub-elements

2 J. Acoust. Soc. Am. / 23 December 2021



FIG. 2. Illustration of a ray intersecting the lens boundary at

αx emitted angle.

along its length. The subscript j refers to the sub-element
number, and yel,j thus indicates a unique position in the
y-direction. Since αy = 0, yel,j , is also the y-coordinate
of the intersection of the ray with the lens surface. The
depth of the intersection is thus

zs,y =
√
R2 − (yel,j − y0)2 + z0. (5)

In the x-z planes, the sound spreads out in 180°.
To determine the relationship between the emission di-
rection, αx, and the intersection point at the surface,
(zs, x, xs), recognize that the emitted ray forms a trian-
gle with a horizontal line, as shown in Fig. 2, which gives

tanαx =

(
xs − xel
zs, x

)
. (6)

The point at which the ray intersects the surface can
be found by combining (6) with (2), and solving for xs,
giving

xs =
1

2
(
tan2(αx) + 1

)
(

2x0 tan2(αx) + 2z0 tan(αx)

+ 2xe ±
[ (
−2x0 tan2(αx)− 2z0 tan(αx)− 2xel

)2

− 4
(
tan2(αx) + 1

) (
−R2 tan2(αx) + x20 tan2(αx)

+2xelz0 tan(αx) + z20 tan2(αx) + x2el
) ] 1

2

)
. (7)

This relationship can in turn be used to find zs,x using
(2).

2. Emitted directions in medium

Having established where the emitted ray intersects
the lens, one must then determine which direction the
ray will travel after having been refracted. The refraction
itself is governed by (1), where both angles are in relation
to the normal on the surface. In the case of the spherical
surface, the normal is at all times collinear with the line
between the point of incidence and the center of the circle
given by (2). The length of this line is the radius of the
circle.

3. Angle of incidence

In the y-z planes, the angle of incidence, θi,y, can be
found by recognizing that it is equal to the angle made by
the radius of the surface and the horizontal, γ, as shown
in Fig. 3. This angle is given by

θi,y = γy = sin−1
(yel,j
R

)
. (8)

In the x-z planes, γx is given by the same geometry;

γx = sin−1
(xs
R

)
. (9)

Here, the incident ray is not necessarily horizontal, and
thus the angle of the emitted ray must be added to γx,
so that the incident angle is

θi,x = γx + αx. (10)

4. Emitted direction

Having calculated the incident angle, (1) can be used
to calculate the refracted angle. This gives the direction
of the ray emerging from the lens with reference to the
normal to the surface, which is not a constant reference
direction. Therefore, the propagation direction of the ray
in relation to the horizontal, χ, must be found.

As shown in Fig. 4, the geometry gives

χy = θr, y − θi, y, (11)

χx = θr, x − γx. (12)

The components of χ determine the propagation direc-
tions of the ray, as illustrated in Fig. 5.

The two direction angles can be used to determine
the position of the emitted angle at time t. The ray trav-
els along two distinct, straight lines; from the point of
emission to the lens boundary, and from the lens bound-
ary to the wave-front position (xW , yW , zW ). The time
it takes to reach the array boundary is taken to be t1 and
is given by

t1 =
zs, x

cos (αx) · cl
. (13)

The distance travelled by a ray outside the lens corre-
sponds to the magnitude of the hypotenuse in the red
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FIG. 3. The triangle made by the radius of curvature and the horizontal, giving the incident angle in the y-z planes.

(a) (b)

FIG. 4. Illustrations of how χ is found in the y-z planes (a) and the x-z planes (b).

triangle in Fig. 5. This second distance of flight, DOF2,
is

DOF2 = cw · (t− t1). (14)

The final position of the ray is



xW
yW
zW


 =



xs
ys
zs


+




∆x(t)

∆y(t)

∆z(t)


 , (15)

where the the changes in position are given by




∆x(t)

∆y(t)

∆z(t)


 =




DOF2(t)√(
1 + cot2 χx + cot2 χx · tan2 χy

)

DOF2(t)√(
1 + cot2 χy + cot2 χy · tan2 χx

)

∆x

tanχx




.

(16)
Thus, by specifying the position of the emitting ele-

ment, the initial emission angle αx and the time of flight,
it is possible to determine the corresponding position of
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FIG. 5. Two crossing cross-sections of the lens, showing how

the distance traveled by the ray outside the lens, the hy-

potenuse of the red triangle, is related to the two propagation

angles χx and χy.

the emitted wave-front after refraction through a double
curved lens.

B. The thin lens model

This method has been formulated by Bouzari et al.
(2018, 2017), and is repeated here to ease the compre-
hension of the reader. According to the thin lens model,
the acoustic lens has a single focal point, which is given
by

F =
R

1− cw
cl

. (17)

For a diverging lens, the focal point lays behind the lens
and the focal distance, F , should thus be negative. Note
that in Bouzari et al. (2018), the fraction in the denom-

inator of (17) is given as
cl
cw

, which results in a focusing

wave when cl < cw. This is taken to be a misprint, and
(17) is applied throughout this paper. Each element lay-
ing at x = xel is assumed to take on the shape of a spher-
ical arc from point a to b, with origo at C = (0, xel, F ),
and with a radius of curvature, R, given by (3). Accord-
ing to Bouzari et al. (2018) the two-sided angular FOV,
Ω, is given by

Ω = 2 cot−1
(
F

rc

)
, (18)

where rc is the chord radius of the lens.
Bouzari et al. (2017) writes that to find the TOF to

an arbitrary image-point, P = (x, y, z), it is first pro-
jected onto the x-z plane collinear with the emitting ele-
ment to find the point P′ = (x′, y, z). If the vector CP′

passes between the points a and b, the distance traveled
by the emitted ray is

DOF =

√
‖PP′‖2 + (‖CP′‖ −R)

2
, (19)

where ‖·‖ is taken to be the norm of the vector. This
geometry is illustrated in Fig. 6. To use this to calculate

FIG. 6. An illustration of the curved element geometry pro-

posed by Bouzari et al. (2017). The position of the subelement

and αx can be used to calculate the wave-front position, P.

the position of a wave-front, given a constant TOF, rec-
ognize that if a ray is emitted from an element at some
position (xel, yel j) in the direction αx, the two distances
in (19) are given by

‖CP′‖ −R =
xW − xel

tanαx
, (20)

‖PP′‖ = xw − xel. (21)

Equation (19) can thus be solved for the x-position of
the wave-front for a certain TOF, given that the image
medium is homogeneous, so that

TOF =
DOF

cw
. (22)

Furthermore, to find the y and z-positions of the wave-
front, calculate the angle φ made by the vertical and the
distance between C and the sub-element position yel,j .
This is used to find the vertical and horizontal distances
between C and P′, so that

yW = sin(φ) · (|F |+ ‖CP′‖ −R), (23)

zW =
yW

tan(φ)− |F | , (24)

where | · | denotes the absolute value.
Bouzari et al. (2017) further states that if the vector

CP′ passes outside the arc, the distance is simply taken
to be the distance from the point P to the closest end-
point on the arc, a or b.

C. Evaluation of field-of-view

For a single element emitting through a lens, the
wave-front will have a constant TOF in a double-curved
surface beneath the lens. Any arc which lays on this sur-
face is henceforth referred to as a wave-front arc. For
simplicity, all wave-front arcs used in this study lay par-
allel to either the x or the y-axis. The clinical value of
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a lensed RCA is defined by the extent of these arcs, and
the extent at which it is possible to accurately deter-
mine the position of these arcs. Several authors (Bouzari
et al., 2018; Démoré et al., 2009; Engholm et al., 2018)
have previously studied the extent of the arcs by looking
at how wide the pressure field is, purely based on the
sound’s intensity level along the arc, and taken this to
be the usable FOV of the RCA. However, this approach
fails to recognize that it is necessary to predict the posi-
tion of the emitted wave in order to successfully use it to
beamform an image. Therefore, the usable FOV might
be smaller than the field containing energy.

Instead, the usable FOV should be assessed by study-
ing both the amplitude of the pressure wave and the po-
tential phase error introduced by the prediction of its
position. Given a sound pressure field along a wave-front
arc that has been predicted to have a constant TOF, the
extent of the usable FOV in this pressure field can be
evaluated using a formal signal-to-noise (SNR) criterion
proposed by Oddershede et al. (2007);

SNR (a) ≤ SNR (∆φ) . (25)

Here, a is the amplitude of the pressure wave normalized
to its amplitude at some reference point, p∗, on the arc,
and ∆φ is the phase difference in relation to the reference
point. The two SNR functions evaluated for amplitude
and phase difference are

SNR (a) =
1− a2

2a
, (26)

SNR (∆φ) =

(
1− ∆φ

2πb

)
cos ∆φ− 1

2πb
sin ∆φ, (27)

where b is the number of cycles in the emitted wave.
For arcs parallel with the emitting element, the reference
point, p∗, is taken to be the center point on the element,
and for arcs orthogonal on the emitting element, the ref-
erence point is taken to be the lateral position of the el-
ement. The usable FOV is taken to be the region of the
arc where the criterion is true. The SNR criterion fails
if the amplitude of the signal is too low, or, if the phase
difference is too high. Several factors will determine the
width of the usable FOV, including the accuracy of the
prediction of the position of the wave-front and the lens’
ability to spread the energy.

After evaluating (26) and (27) along a wave-front
arc, the two equations will be equal at two points. The
two corresponding positions are named the intersection
points, pi, and give the one-sided width of the FOV as

W±1/2 = p∗ − pi. (28)

The intersection points can also be used to calculate the
one-side angular FOV as;

Ω±1/2 = arctan
p∗ − pi
z

, (29)

FIG. 7. Illustration of the geometry of the lens, at a cross-

section through y = 0 mm.

Transducer features
Number of elements 128 + 128
Center frequency 6 MHz
Emitted frequency 1 MHz
Pitch 0.2 mm
Kerf 0.02 mm
Element length 25.6 mm

Lens geometry
Radius of curvature (RS) 25.4 mm
Lens height 5.57 mm
Lens thickness 0.75 mm
Lens origo (x0, y0, z0) (0, 0, 26.15) mm
Chord radius 15.87 mm

Lens material properties
Speed of sound (cl) 1000 m s−1

Attenuation (Al) 14 dB cm−1

Density (ρl) 1050 kg m−3

TABLE I. A summary of the transducer and lens geometry

and features.

where z is depth of the arc at the intersection point. For
both W±1/2 and Ω±1/2, the subscript + denotes the FOV
in the positive direction, the subscript − denotes the
FOV in the negative direction, and the subscript ± refers
to one or the other. The FOV on each side of the refer-
ence point are found independently, as it is not assumed
that the emitted pressure field is symmetrical. The total
FOV is found by adding the two one-sided FOVs.

III. METHODS

The lens is modelled with the geometry of the RS =
25.4 mm RTV664 silicone lens described by Bouzari et al.
(2018). The geometry of a cross-section of the lens is
illustrated in Fig. 7. The physical dimensions of the lens
and the transducer are given in Table I.

The width and angular extent of the usable FOV
have been assessed for a number of example cases, which
will be specified further in Sections III C 1 and III C 2.
For all the studied cases, the extent of the FOV was de-
termined using the following method. Firstly, the posi-
tion of a wave-front with constant TOF was determined
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using the appropriate geometrical relationships, as given
in either Section II A or II B. Then, finite element model-
ing (FEM) was used to simulate the sound pressure field
at the positions of this wave-front, as described in Sec-
tion III B. Finally, the simulated pressure field was used
to determine its usable width and angular extent of the
FOV, according to the SNR criterion (25). This evalua-
tion method is further described in Section III C.

A. Calculating wave-front arcs

For a given TOF, (5) to (16) was used to calculate
the position of constant TOF surface for the ray trac-
ing model and (19) to (24) for the thin lens model. In
both cases, αx was varied as −90°:0.1°:90°, and yel,j was
set equal to positions along the element in increments of
0.04 mm. From this surface, interpolation was used to
calculate a 2D wave-front arc laying in a plane parallel
to the x or the y-axis, giving (yA, zA) or (xA, zA), re-
spectively. The position of the plane is given by xp or yp,
and the resulting 2D wave-front arcs are thus given by

Position of arc =





(xA, yp, zA),
orthogonal to

the element,

(xp, yA, zA),
along

the element,

(30)

Throughout this paper, this method is used when calcu-
lating the position of wave-front arcs.

B. Finite element method simulations

3D FEM simulations of the transmit pressure field
were done with OnScale (OnScale LLC, Cupertino, CA,
USA). The lens was modeled as a 3D domain whose
boundaries correspond to the lens geometry described in
Table I and Fig. 7. The lens domain was assigned the
material properties specified in Table I. The rest of the
simulated domain had the properties of water (speed of
sound cw = 1480 m s−1, density ρw = 997 kg m−3, atten-
uation Aw = 0.0022 dB cm−1). Each emitting element
was identified by a rectangular area having the width
and the length of the transducer’s column element. This
rectangular area is positioned on top of the lens at z = 0,
with its length along y-direction and its width centered
around xel, the coordinate of the emitting element. A
pressure wave was applied from this area and through
the lens to mimic the firing of an emitting element. The
excitation signal was a normalized two-cycled sinusoid at
1 MHz. The applied signal has a discontinuous deriva-
tive at the end of the pulse, causing the emitted signal
to have a ringing tail. This will not affect the evaluation
of the FOV. The simulation used symmetry boundary
condition in the middle of the emitting element due to
the (x-z) symmetry plane, impedance boundary at the
bottom of the lens (x-y plane at z = 0) and an absorbing
boundary everywhere else. The pressure field was cal-
culated with FEM up to 1 mm above the lens. Kirchoff
extrapolation (Margrave and Daley, 2001) was used in

the homogeneous water domain to calculate the pressure
field beyond the lens. Thus, the time-varying pressure
was calculated at the positions of the desired wave-front
arc, as given by (30).

C. Assessing the width of the FOV

Initially, FEM was used to simulate the acoustic pres-
sure field, as described in Section III B, at wave-front
arcs with constant TOF. For each position along the arc,
the time-varying pressure field was correlated with the
pressure-field at p∗ to find the phase difference, ∆φ. Also,
the the maximum of the time-varying pressure field was
used to calculate a at each position. Then, a and ∆φ
were used to calculate how the two parts of the SNR cri-
terion (25) varied with position along the arc, using (26)
and (27). Finally, the two intersection points, pi, were
found and each used to calculate the one-sided width and
angular FOV using (28) and (29).

1. Comparison of ray tracing and the thin lens model

In order to compare how accurately ray tracing and
the thin lens model are able to predict the position of
wave-front arcs, the FOV was evaluated for four example
cases; along the center element of the transducer, orthog-
onal to the center element, along the edge element of the
transducer, and orthogonal to the edge element. A sum-
mary of the properties of the four cases are given in Table
II. For all cases, the TOF was chosen to be 40.54 µs, cor-
responding to 6 cm propagation in a homogeneous media
at cw = 1480 m s−1. For all cases, the wave-front arc was
evaluated according to Section III A, the pressure field
was simulated according to Section III B, and the FOV
was evaluated according to Section II C.

2. Evaluation of the lensed RCAs usable FOV

The clinical value of a lensed RCA lays in its abil-
ity to spread the sound outwards as it propagates into
the image domain and thus extend the usable FOV with
depth. Therefore, the usable FOV was evaluated at
different depths, at the constant TOFs corresponding
to propagation in a homogeneous medium with cw =
1480 m s−1 through 6 cm to 21 cm in steps of 5 cm. The
TOFs were used to calculate the wave-front arcs using
the ray tracing model, and the simulation and evalua-
tion procedure previously described in Sections III A to
III C was applied to find the usable FOV at each depth,
for each of the four example cases given in Table II.

The same evaluation was also made for a set of el-
ements across the RCA. The FOV was evaluated at the
aforementioned constant TOFs at arcs laying along each
element and orthogonal to each element at y = 0. The
studied elements were chosen from element number 65,
which lays closest to the center of the array, to element
number 128, which is the outermost element, in steps of
9.
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Case number Element name Element index Position of

element

Arc relation

to element

Arc parallel

to axis
1 Center 65 x = 0.1 mm Orthogonal x
2 Center 65 x = 0.1 mm Along y
3 Edge 128 x = 12.7 mm Orthogonal x
4 Edge 128 x = 12.7 mm Along y

TABLE II. Description of the geometry of the simulated cases used to compare the performance of ray tracing and the thin

lensed model.

IV. RESULTS

A. Comparison of ray tracing and the thin lens model

The extent of the FOV was evaluated for the four
simulated cases given in Table II for wave-front arcs pre-
dicted by both the thin lens model and the ray tracing
model. The resulting two-sided angular FOVs are given
in Table III. The ray tracing model gives comparable or
higher FOV than the FOVs calculated using the arcs pre-
dicted by the thin lens model.

Case number 1 2 3 4
FOV with RT 125.1° 47.6° 110.7° 39.3°
FOV with TL 121.1° 44.4° 85.6° 39.9°

TABLE III. The calculated two-sided angular FOV for the

four example cases, calculated with arcs predicted by the ray

tracing (RT) model and the thin lens (TL) model.

The largest difference between the thin lens and ray
tracing models can be observed in case 3. The simulated
pressure field for the two arcs used in case 3 are presented
in Fig. 8a and b. The pressure fields are plotted both
as a function of the angle made between the emitting
element and the (x, z) position of the arc, and of the x-
position of their respective arcs, which is not the same
for the two cases. The two parts of the SNR criterion
calculated with (26) and (27) along the extent of the arcs
are plotted in Fig 8c and d, and the points of intersection
between the curves is marked. These give the two one-
sided angular FOVs, calculated by (29), and summed
the resulting angular FOV is 110.7° and 85.6° for the ray
tracing model and the thin lens model, respectively.

B. The lensed RCAs’ usable FOV

The wave-front arcs calculated using the ray tracing
model at varying depth, and the resulting usable FOV
width are illustrated in Fig. 9. Here, the usable FOV
is presented as a width to give a visual indicator of the
effect of the lens, compared with the size of the emitting
array. For comparison, the figures also show the width
of the FOV for the RCA without a lens, and width cor-
responding to the theoretical FOV predicted by the thin

lens model in (18). Notably, (18), gives a FOV where the
origo of the emitted circular wave-front arc is at some
position (0, 0, F ), behind the lens. Therefore, the width
of the usable FOV is symmetrical across the z-axis, even
when the position of the element position is not at x = 0.

The variation in the angular FOV with depth, eval-
uated for several element indexes are shown in Fig. 10.
The angular FOV evaluated along each element is shown
in Fig. 10b. Here, the two-sided angular FOV is given,
since symmetry gives Ω = 2 · Ω+1/2 along the y-axis. On
the other hand, Fig. 10a, shows the angular FOV orthog-
onal to the emitting elements, and here Ω is divided into
its two one-sided parts. The variation in angular FOV
with depth is plotted for a sub-set of elements laying be-
tween the the center element (element index = 65) and
the edge element (element index = 128). And since the
lensed RCA is symmetrical, the Ω+1/2 for element num-
ber 65 + n is equal to Ω−1/2 for element number 65− n.
In both subfigures, the theoretical FOV predicted by the
thin lens model in (18) is plotted for comparison. In the
orthogonal case, in Fig. 10a, this results in the same value
for all emitting elements, since the thin lens model theory
does not account for variation in the element position in
the plane orthogonal to the emitting element. Here, the
calculation of Ω made using (18) takes the origo of the
opening angle to be the same as when using (29), namely
the position of the element, so that the theoretical value
can be directly compared with the simulated results.

For the ray tracing model, it is observed that the an-
gular FOV for element number 128 is significantly smaller
than for the lower element indexes, both along and or-
thogonal to the emitting element. In the y-direction,
which runs along the element, this is expected, because
the extent of the element is longer than the chord of the
lens at this x-position. Thus, the sound emitted from
the outermost part of the edge element is not refracted
by the lens. Furthermore, as seen in Fig. 10a, the angular
FOV for element number 128 is also lower than for the
rest of the elements in the x-direction, running orthogo-
nal to the element. A possible explanation for this could
be that the wave emitted from this element is negatively
impacted by the edge of the lens. Fig. 11 shows the sim-
ulated pressure wave emitted from element number 128
at time = 8.83 µs, just as the pressure wave passes the
edge of the lens. Here, an apparent node in the inter-
ference pattern, indicated by an arrow, is observed, just
below the corner of the lens curvature. The same node
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(a) Pressure field along an wave-front arc predicted by the ray

tracing model.
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(b) Pressure field along an wave-front arc predicted by the

thin lens model.
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(c) SNR criterion along an wave-front arc by the RT model.
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(d) SNR criterion along an wave-front arc by the TL model.

FIG. 8. Examples of the simulated pressure fields for case number 3, along a constant TOF wave-front arc predicted by the

ray tracing model (a) and the thin lens model (b). In (c) and (d), the SNR criterion calculated using (26) and (27) from the

pressure fields.

can be observed in Fig. 8a, at approximately 36°, where
the SNR criterion breaks down. The node is caused by
an edge-wave emerging as the propagating wave trans-
verses the sharp edge between the curvature of the lens
and its baffle. Since the lens edge is cylindrically sym-
metric around the z-axis, while the emitting element is
off-set from the z-axis, the edge-wave occurs at different
times along the edge. Therefore, the edge-wave can also
be seen in Fig. 8a and b, at an angle to the main wave-
front, between −80° to −40°. The interference between
the edge-wave and the emitted wave could also explain
the rapid increase in Ω+1/2 with depth for element num-
ber 119, seen in Fig. 10a.

In Fig. 10b it is observed that both the Ω predicted
from the simulated pressure fields and the Ω predicted
by (18) show a similar declining trend with depth. To
investigate the cause of this decline, the variation in the
SNR criterion with position along the constant TOF arc
predicted along y for the center element is plotted in
Fig. 12 for the four simulated depths.

V. DISCUSSION

As observed in Table III and Fig. 8, generally, higher
usable FOV is attained when predicting the position of
the wave-front arcs with the ray tracing model than with
the thin lens model. This indicates that the ray tracing
model is more accurate in predicting the true position
of the propagating wave. Moreover, the shape of the
SNR(∆φ) is more curved in Fig. 8d than in Fig. 8c, and
this curvature indicates that the prediction of the po-
sition of the wave-front arc has introduced some phase
error. If the prediction of the wave-front arc position
was to be used to beamform images, this phase error
would affect the contrast of the beamformed image. The
SNR(∆φ) deviates from 1 even in the range 0° to 20°, be-
fore the SNR criterion fails, and this curvature indicates
a phase error. Thus, the use of the thin lens model would
degrade the contrast of the beamformed image, even if
the acceptance angle of the transmitted field was limited
to the predicted Ω.

The thin lens model’s theoretical value for angular
FOV is presented in Fig. 9 and Fig 10. Here, it can be
seen that using (18), Ω is underestimated along x and
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FIG. 9. Results on the evaluation of variation of the usable FOV with depth for the four example cases. The wave-front arcs are

calculated using the ray tracing model, and the extent of the FOV shown as circled lines are evaluated from FEM simulations

of the pressure field. The theoretical FOV according to the thin lens model is also shown.

overestimated along y. In the x-direction, the thin lens
model theory severely underestimates the usable FOV,
and fails to recognize that the usable FOV varies with el-
ement index. This variation occurs because the variation
in element position causes the emitted ray to intersect
the curve of the lens in the x-z plane at different po-
sitions, which in turn determines the angle of incidence,
θi,x, and thus the refraction. This is likely the reason why
Ω is underestimated. In the case of Ω calculated along y,
the overestimation likely occurs because the theoretical
values from the thin lens model does not take into ac-
count the attenuation of the emitted wave, both due to
attenuation from the lens material, geometric spreading,
and absorption in the image medium.

In the x-direction, running orthogonal to the emit-
ting elements, a significant usable FOV has been pre-

dicted using the ray tracing model. For the element
indexes 65 - 110, which as seen in Fig. 10 seem to be
unaffected by the edge wave from the lens corner, the
mean of the predicted total Ω, averaged over depth and
element index, is 122° ± 2°. Firstly, this is indicative of
the accuracy of the arc positions, thus supporting that
the ray tracing method is suitable for predicting the posi-
tion of the propagating wave when beamforming images
from a lensed RCA. Secondly, the large usable FOV sug-
gests that the lensed RCA can be used to image a volume
with a width nearly twice as large as the typical FOV of
commercial convex arrays (GE Healthcare, 2021; Phillips,
2021; Siemens Healthineers, 2021).

However, the calculated FOV in the y-direction,
along the emitting elements, is smaller than in the x-
direction. The usable FOV for the center element is visu-
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(a) The two one-sided angular FOVs orthogonal (along x) to

each emitting element.
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FIG. 10. The angular FOV predicted orthogonal to (a) and along (b) the emitting elements at varying depth. The angular

FOV is predicted using the simulated pressure-fields at arcs predicted by the ray tracing model (RT), and using the theoretical

thin lens (TL) value given in (18).
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alized in Fig. 9a and b, and at a depth of approximately
10 cm, the FOV in the x-direction is 125.3°, while it is
38.8° in the y-direction. As shown in Fig. 9 this differ-
ence is prevalent for all of the studied element indexes.
The usable FOV varies from 28.5° to 51.2°, which is lower
than the typical FOV of commercial convex arrays (GE

Healthcare, 2021; Phillips, 2021; Siemens Healthineers,
2021). However, even for element number 128, which has
the smallest calculated FOV, the usable FOV is signif-
icantly wider than the usable FOV without a lens. At
z = 10.5 cm, the usable FOV is 7.4 cm, which is 2.9 times
wider than without a lens, and, the lensed width increases
with depth. When using a lensed RCA for pulse-echo
imaging, the usable FOV is limited by the overlap be-
tween the usable FOV for the transmitting elements and
the receiving elements (Bouzari et al., 2017). Thus, if
the usable FOV for the receiving elements is the same
as the usable FOV in transmit, the final usable FOV
for pulse-echo imaging is limited by the smaller values
calculated for the y-direction. However, such reciprocity
cannot necessarily be assumed without further study due
to the complexity of the refracting lens. In transmit, the
emitting angle in the y-direction is assumed to be αy = 0,
but when the elements are receiving sound this is not nec-
essarily true. Thus, further study of the receive geometry
is needed to conclude on the full usable FOV for a lensed
RCA.

In Fig. 10a it is shown that the usable FOV calcu-
lated from the simulated pressure fields decreases with
depth. Looking at the variation in the two SNR crite-
rion with depth in Fig. 12 reveals that SNR(∆φ) is rel-
atively constant with propagation angle for all depths,
while SNR(a) starts to increase at varying propagation
angles, depending on the depth. Thus, it is the ampli-
tude of the pressure wave which makes the SNR criterion
fail, rather than phase errors. Therefore, the decline in
usable FOV with depth is caused by geometric attenu-
ation of the wave. Simulations by Bouzari et al. (2017)
and Engholm et al. (2018) have suggested that decreas-
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ing the lens’ radius of curvature will increase the spread
of power. Together with the findings in Fig. 12 this indi-
cates that a smaller radius of curvature could be used to
increase the FOV in the x-direction.

VI. CONCLUSION

The usable FOV of a 128 + 128 element RCA with
a concave diverging lens has been investigated through
3D simulation of the emitted pressure field. A novel
method for predicting the position of the emitted wave-
front has been presented and its performance has been
compared with the thin lens model proposed by Bouzari
et al. (2017). The comparison has shown that the ray
tracing model gives a more accurate prediction of the
wave-front position, especially in the dimension laying
orthogonal to the emitting element and for emitting ele-
ments laying further from the center of the array. This
leads to a greater usable FOV. For the edge element
the FOV in the x-direction was calculated to be 25.1°
greater when using the ray tracing model than the thin
lens model. Moreover, this improvement in the accuracy
of the prediction of the wave-front will increase the con-
trast of the images when using the wave-front prediction
to make beamformed images from lensed RCAs. Evalu-
ation of the usable FOV for the 128 + 128 element RCA
gave an average angular FOV of 122° ± 2° in the direc-
tion laying orthogonal to the emitting element, which
is approximately twice as large as the typical FOV for
commercial convex arrays. If this FOV can be translated
to a clinical implementation of pulse-echo imaging, this
will greatly improve the applicability of RCA imaging.
However, in the direction laying along the emitting el-
ement, the usable FOV was found to be more limited,
laying between 28.5° to 51.2°. It is not certain if this will
restrict the usable FOV for pulse-echo imaging, and fur-
ther investigation of the ray propagation when receiving
the sound is required to establish the FOV for clinical
imaging. Nevertheless, even with just 28.5° usable FOV,
the lens has significantly increased the volume of the im-
age that the RCA will be capable of making.
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Abstract—Tracking plays an important role in super-resolution
(SR) ultrasound imaging, as it improves the quality and sharpness
of the final SR images. Moreover, tracking enables quantification
of clinically important parameters, such as blood flow velocity.
However, the tracking performance degrades in the presence of
complex particle patterns and localization uncertainty due to
noise and motion. This work presents and discusses multiple
approaches for tracking evaluation and compares a nearest-
neighbor (NN) with a Kalman tracker through simulations and
an in vivo experiment. It is shown that in the presence of a
localization uncertainty with a standard deviation (SD) of λ/5,
the bias and SD of the velocity estimates reach -1.04 ± 0.9
mm/s and -0.12 ± 0.72 mm/s in the NN and Kalman tracker,
respectively (relative to the peak velocity of 10 mm/s). The
precision of individual track positions is estimated for an in vivo
experiment as 37.95 ± 21.37 µm and 23.9 ± 11.82 µm for the NN
and Kalman trackers, respectively. The results indicate that the
Kalman tracker achieves a better velocity estimation and reduces
localization uncertainty.

I. INTRODUCTION

Ultrasound super-resolution imaging (SRI) has been studied
by various research groups over the last years [1]–[7]. The
approach employs detection and tracking of microbubble (MB)
contrast agents to visualize the micro-vasculature including
the capillary network. A detector estimates the centroids of
the MBs, and several factors including the non-linear imaging
scheme, the signal to noise ratio (SNR), complex and nonuni-
form MB concentrations, and various MB dynamics affect the
centroid estimation and tracking of the MB positions. The
centroid localization is uncertain, since the above mentioned
factors produce non-symmetrical, overlapped, dissimilar, and
shifted target spread functions for the various MBs during the
scan. These conditions are even worse for in vivo measure-
ments, as several other ultrasound artifacts, organ motion, and
uncontrolled MB concentrations depending on the 3D vessel
structure, affect the images.

The tracking methods aim to link the detected MBs from
frame to frame. The methods range from simple nearest-
neighbor (NN) [8] to multi-frame data structure and using
explicit motion models (e.g. Kalman filtering) [6], [9]–[11].

This work investigates several performance metrics for
tracking evaluation. A NN and a Kalman tracker are compared
through both simulations with known ground-truth and in an
in vivo experiment with unknown ground-truth. Finally, a new
tracking strategy that will likely address tracking difficulties
in a wide range of scenarios is suggested.

II. METHODS

A. Simulation

The simulations were made by generating MB positions,
each with uniformly random lifetime and known ground-
truth, moving with different velocities across an X-shaped
phantom. A random localization error was added to each
MB position. The various parameters of the phantom are
listed in Table I. The ground-truth tracks with different MB
density and trajectories of MBs with localization uncertainty
are shown in Fig. 1. These simulations provided a wide range
of scenarios, including various MB concentrations, velocities,
and localization uncertainties.

TABLE I: Parameters used in the in-silicon X-phantom
Parameters Value
Tube length 10 mm
Tube radius 250 µm & 125 µm
Peak velocity 10 mm/s & 5 mm/s
Velocity profile Parabolic
Angle between tubes 60◦
Point Spread Function (PSF) Unsymmetrical Gaussian
Axial / Lateral FWHM 0.7λ / 1.5λ

Number of MBs per frame Very low: 2 ± 2(
mean ± standard deviation (SD)

)
Low: 8 ± 4

Medium: 28 ± 13
High: 49 ± 20

Uncertainty in localization Very low: λ/20
(SD of localization error) Low: λ/10

Medium: λ/5
High: λ/2

B. In vivo measurement

The in vivo measurement was conducted using a modified
BK5000 scanner, and an X18L5s transducer (BK Medical,

978-1-7281-5448-0/20/$31.00 ©2020 IEEE
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(a) (b) (c) (d)

(e) (f) (g) (h)

Fig. 1: Ground-truth tracks of various MB density scenarios for a (a) very low (b) low (c) medium or (d) high concentration. The tracks of uncertain MB
positions with standard deviation of (e) λ/20 (f) λ/10 (g) λ/5 and (h) λ/2 for a low-density scenario are shown in the bottom row. The green dash lines
show the wall of the tubes.

Herlev, Denmark) was used to record 10 minutes of contrast-
enhanced and B-mode frames from a rat kidney with a frame
rate of 53.85 Hz. A pulse amplitude modulation sequence was
used for imaging with a transmit frequency of 6 MHz (λ =
256 µm). The transmit voltage was low with a corresponding
mechanical index (MI) of 0.2 to prevent bursting of the MBs.
The MBs (SonoVue, Bracco, Milan, Italy) were injected with
a flow-rate of 100 µl/min after a 1:10 dilution.

C. Tracking algorithms

In the NN tracker, the estimated MB positions in the next
frame are linked to the MB positions in the current frame
based on their minimum distance. Though NN is simple
and fast, simple linking of MB positions generates false and
flexuous tracks when the localization is uncertain. Consid-
ering the MB’s smooth movement, more robust tracking is
possible via Kalman filtering. This simple movement con-
sideration can be modeled as ~r(t) =~r(t − 1) + d~r(t) +~ε(t),
where ~r(t) = (rz(t),rx(t)) is the position of MB at time t,
d~r(t) = (drz(t),drx(t)) is the displacement of the MB and
ε(t) is the uncertainty in the displacement. This model can
be formulated within the Kalman framework as:{

x̄(t) = Fx(t−1)+ ε(t)
z̄(t) = Hx̄(t)+ν(t),

(1)

where x(t) = [~r(t),d~r(t)]T = [rz(t),rx(t),drz(t),drx(t)]T , x̄(t)
is the prediction of MB position in the next frame, z̄(t) is the
estimated uncertain position,

F =




1 0 1 0
0 1 0 1
0 0 1 0
0 0 0 1


 , H =

[
1 0 0 0
0 1 0 0

]
,

ε(t)∼N (0,σ2
ε ), and ν(t)∼N (0,σ2

ν ).
In this study, the maximum linking distance was 500 µm,

and the initial conditions of the Kalman filter were σε = 1 mm
and σν = 100 µm. After tracking, the velocity of the MBs was
estimated by calculating the time derivative of track positions.

D. Evaluation

The first group of performance metrics, proposed in [12],
was based on an assignment problem. To evaluate tracking
performance using this approach, estimated tracks were paired
with ground-truth tracks based on their minimum distance
using Hungarian algorithm [13]. Hungarian algorithm provides
fast optimal assignment of the two sets. The gate size is
equal to λ , meaning that any tracks outside this gate range
were considered as false positive (FP), tracks within the gate
range were assumed as true positive (TP) or false negative
(FN), if they are paired or unpaired to the ground-truth.
The Jaccard Similarity Coefficient (JSC) is defined as JSC =
TP/(TP+FP+FN), which determines the similarity of the set of
estimated tracks and set of ground-truth tracks. The root-mean-
square error (RMSE) of velocity estimates was calculated for
each paired track (TP), and the number of unpaired (spurious)
tracks was also counted as an extra performance metric. For
the paired tracks, JSC of track positions and RMSE of the
estimated positions can also be calculated to provide metrics
at the position level.

The second performance metric was calculated by consid-
ering the known velocity profile of flow in the tubes as a
ground-truth. In this approach bias and standard deviation of
velocity profiles over different cross sections of the tubes were
calculated.

The localization uncertainty in the in vivo data, used as the
last performance metric, was estimated by RMSE of a fitted
piece-wise least-square line to the MB positions.

III. RESULTS

The super-resolution (SR) images shown in Fig. 2 indicate
that the Kalman filter has more smooth tracks in this scenario.
All of the assignment-based performance metrics for various
density and uncertainty scenarios at the track and position
levels are listed in Table II and Table III (the green labels
show a better performance). At the position level, the Kalman
filter outperformed the NN almost in all scenarios. Notice that
the RMSE of the track positions are relevant to the localization
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TABLE II: Performance Metrics at Track Level (Color scheme: green −→ higher performance, yellow −→ roughly the same).
Unertainty in Localization

SD = λ /20 = 12.83 µm SD = λ /10 = 25.67 µm SD = λ /5 = 51.33 µm SD = λ /2 = 128.34 µmMB Density Tracker
JSC Spurious RMSE JSC Spurious RMSE JSC Spurious RMSE JSC Spurious RMSE

NN 0.731 14 0.01 0.731 14 0.01 0.731 14 0.05 0.132 250 0.33Very low Kalman 1 0 0 1 0 0 1 0 0.03 0.528 34 0.01
NN 0.961 13 3.19 0.953 16 0.01 0.835 64 3.22 0.148 1868 0.34Low Kalman 0.934 23 0.03 0.923 27 0 0.91 32 0.01 0.416 454 0.03
NN 0.892 104 0 0.839 165 0.02 0.642 478 0.9 0.104 7437 0.17Medium Kalman 0.534 435 0.01 0.632 500 0.02 0.595 585 0.04 0.236 2194 0.19
NN 0.717 672 0.06 0.634 983 1.02 0.435 2209 0.3 0.095 16226 1.1High Kalman 0.446 2079 0.04 0.418 2376 0.04 0.388 2681 0.01 0.215 6209 0.9

TABLE III: Performance Metrics at Position Level (Color scheme: green −→ higher performance, yellow −→ roughly the same).
Unertainty in Localization

SD = λ /20 SD = λ /10 SD = λ /5 SD = λ /2MB Density Tracker
JSC RMSE JSC RMSE JSC RMSE JSC RMSE

NN 0.639 15.02 0.639 29.49 0.576 52.27 0.127 135.23Very low Kalman 1 11.99 1 20.34 0.937 37.63 0.584 88.92
NN 0.754 14.3 0.672 25.12 0.557 38.86 0.154 115.25Low Kalman 0.92 13.96 0.836 22.18 0.788 36.61 0.463 76.55
NN 0.511 15.54 0.432 15.58 0.354 29.21 0.094 112.72Medium Kalman 0.534 13.21 0.493 19.95 0.421 31.83 0.236 77.48
NN 0.446 16.52 0.36 22.62 0.266 40.09 0.078 111.92High Kalman 0.432 15.98 0.38 22.92 0.319 38.99 0.189 79.75

(a) (b)

Fig. 2: A comparison between (a) NN tracker, and (b) Kalman tracker for
low-density scenario and uncertainty of λ/5 in the localization.

uncertainty. This will be used later to estimate the uncertainty
of localization from the in vivo measurements. At track level,
NN achieved a better rank in JSC, and the number of spurious
tracks was lower in several scenarios. However, the velocity
estimates of paired tracks were more accurate when a Kalman
filter was employed. This diverse behavior of trackers through
different scenarios is discussed in Section IV. It can be seen
that in some scenarios the Kalman filter can reduce the number
of spurious tracks by more than 67%.

To avoid the ambiguities in an assignment problem, the
estimated velocity profiles over 14 cross-sections of the larger
vessel in the final SR image are illustrated in Fig. 3. The
velocity estimates and the resolution were improved by the
Kalman filter. This shows the superiority of the Kalman over
NN in a scenario with high MB concentration and uncertainty
in the localization.

While there is no ground-truth for the in vivo measurement,
less flexuous tracks are expected for more accurate localization
or robust trackers. To measure the precision of the tracks
positions, a piece-wise least-square line was fitted to MB
positions tracked for more than 5 frames. Table IV lists the
mean and SD of the localization error relative to the fitted
line after NN and Kalman tracking. It shows that the Kalman
filter has reduced the localization uncertainty. Fig. 4 shows SR
images produced by the two trackers for 90 seconds of the in
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Fig. 3: Velocity estimation statistics over 14 cross-sections of the large vessel
for medium density scenario with localization uncertainty of λ/5. The NN
estimates had a bias and standard deviation of -1.04 ± 0.9 mm/s, while these
values for the Kalman estimates were reduced to -0.12 ± 0.72 mm/s.
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Nearest-Neighbor Kalman

Fig. 4: Super-resolution images of renal inner medulla created using the NN
(left) and Kalman (right) trackers. The NN generated a lot of spurious and
flexous tracks. However, the Kalman tracker reduced these uncertainties. The
structure is clearly distinguishable in the right image, as it is resolved down
to 25.6 µm for almost every position.

vivo data. It is clear that the Kalman tracker outperforms the
NN tracker.

Finally, velocity SR images of the entire kidney, shown in
Fig. 5, demonstrate the difference between two trackers in
terms of less spurious and less uncertain tracks.
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TABLE IV: Tracking performance on localization uncertainty
Tracker Precision of individual track positions

NN 37.95 ± 21.37 µm
Kalman 23.9 ± 11.82 µm

2 mm

Kalman

2 mm

Nearest-Neighbour

2 mm

Fig. 5: Velocity SR images of the kidney show renal vascular tree with
opposite flows (arteries and veins). The color wheel on top-right corner shows
the flow direction of the color-coded tracks.

IV. DISCUSSION

Considering only the JSC and the number of spurious
tracks, NN performed better than Kalman in some scenarios.
Two key factors explain this behavior of the Kalman tracker.
Firstly, based on the definition of optimal assignment, a unique
estimated track must be assigned to a ground-truth track.
A tracker might estimate a long track with multiple small
tracks. In this case, while tracks are correct, the number of
spurious tracks will increase, and JSC will decrease. Therefore,
these two metrics cannot determine the overall performance
of the tracker in all scenarios. Secondly, a single Kalman
filter with specific initial conditions is employed for tracking
in all scenarios. A Kalman filter might not reach a fair
estimate within a short lifetime of these MBs. The question
that may arise here is why we do not optimize the tracker
for each specific scenario? The reason is that in an in vivo
measurement, the tracker has to deal with a wide range of
scenarios, as the MBs have uncontrolled concentrations as well
as different velocities and flow dynamics when entering the
blood stream. All of these scenarios are usually difficult to
track with a simple tracking strategy. One solution would be
tracking with a hierarchical structure. For example, a Kalman
filter with a strict initial condition can apply to track slow
flows. Then, the untracked MBs and the track positions with
an overestimated velocity can be passed to another Kalman
filter optimized to track faster MBs. This can be continued in
a hierarchical structure to cover all range of scenarios [14].

V. CONCLUSION

Several performance metrics for the tracking algorithms in
SRI were investigated. It was shown that in the presence of
a high localization uncertainty, the Kalman tracker reached a
better velocity estimate bias and SD of -0.12 ± 0.72 mm/s
compared to -1.04 ± 0.9 mm/s in the NN relative to a peak
velocity of 10 mm/s. The Kalman tracker reduced the precision
of individual track positions in an in vivo experiment to
37.95 ± 21.37 µm and 23.9 ± 11.82 µm for the NN and
Kalman trackers. Overall, the Kalman tracker was superior,
as it estimated velocity with a higher precision and reduced
localization uncertainty.
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