
 
 
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright 
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

 Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 

 You may not further distribute the material or use it for any profit-making activity or commercial gain 

 You may freely distribute the URL identifying the publication in the public portal 
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
  
 

   

 

 

Downloaded from orbit.dtu.dk on: Apr 26, 2024

Chance-Constrained Optimal Configuration of BESS Considering Uncertain Power
Fluctuation and Frequency Deviation under Contingency

Cao, Yongji; Wu, Qiuwei; Zhang, Hengxu; Li, Changgang; Zhang, Xuan

Published in:
IEEE Transactions on Sustainable Energy

Link to article, DOI:
10.1109/TSTE.2022.3192087

Publication date:
2022

Document Version
Peer reviewed version

Link back to DTU Orbit

Citation (APA):
Cao, Y., Wu, Q., Zhang, H., Li, C., & Zhang, X. (2022). Chance-Constrained Optimal Configuration of BESS
Considering Uncertain Power Fluctuation and Frequency Deviation under Contingency. IEEE Transactions on
Sustainable Energy, 13(4), 2291-2303. Article 9832796. https://doi.org/10.1109/TSTE.2022.3192087

https://doi.org/10.1109/TSTE.2022.3192087
https://orbit.dtu.dk/en/publications/a2ba9ee2-bff7-4f7b-b0a7-e51f0b27593b
https://doi.org/10.1109/TSTE.2022.3192087


1 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 

Chance-Constrained Optimal Configuration of BESS 
Considering Uncertain Power Fluctuation and 

Frequency Deviation under Contingency 
 

Yongji Cao, Member, IEEE, Qiuwei Wu, Senior Member, IEEE, Hengxu Zhang, Member, IEEE, Changgang Li, 
Member, IEEE, Xuan Zhang, Senior Member, IEEE 

1 Abstract—With the accelerating integration of variable 
renewable energies (VREs), power systems become more 
vulnerable to active power disturbances, and more drastic 
frequency dynamics emerge. The battery energy storage system 
(BESS) is able to handle the uncertainties of VREs, and the 
decreasing system inertia and frequency regulation capability. 
This paper proposes a chance-constrained optimal configuration 
scheme for the BESS to maintain both the uncertain power 
fluctuations and frequency deviation within predefined limits. 
First, the required frequency regulation capability of the BESS 
constrained by the maximum transient frequency deviation 
(MTFD) and quasi-steady-state frequency deviation (QSSFD) is 
estimated. Then, the kernel density estimation method is utilized 
to model the net power fluctuations of VREs and load. A multi-
objective chance-constrained programming model accounting for 
the life cycle cost, energy arbitrage, uncertain power fluctuation, 
MTFD, and QSSFD is established to optimize the capacity of the 
BESS. Furthermore, the Bernstein approximation is utilized to 
process the chance constraint, and transform the optimization 
model into a deterministic form. Based on the linear weighted 
method and Benders decomposition, the optimization model is 
solved through alternating iteration. Case studies were conducted 
to validate the proposed scheme, showing superior performance 
in smoothing uncertain power fluctuations, and reducing 
frequency deviation under contingencies. 
 

Index Terms—Battery energy storage system, chance-
constrained optimization, frequency regulation, frequency 
stability, system frequency response model 

I. INTRODUCTION 

HE integration of variable renewable energies (VREs), 
e.g., wind and photovoltaic (PV) power, plays a 
significant role in energy transformation and emission 

reduction, and grows very fast [1]. However, with the 
increasing proportion of VREs in the energy mix, power 
systems are faced with the problems of uncertain power 
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fluctuations and frequency stability. Due to the inherent 
intermittent and non-dispatchable characteristics, additional 
uncertainties are introduced by VREs to the supply side, and 
aggravates the power fluctuation in normal operation [2], [3]. 
Besides, VERs are integrated to power systems through power 
electronic converters, and provide limited inertia response and 
frequency regulation capability [4], [5]. The replacement of 
synchronous generators decreases the system inertia and 
weakens frequency regulation capability of power systems, 
which deteriorates the frequency dynamic response under 
contingencies. In order to improve the accommodation of 
VREs, there is an urgent need for additional controllable 
resource to deal with the problems of uncertain power 
fluctuations and frequency stability. 

The battery energy storage system (BESS) is a kind of 
flexible controllable resource for various applications in power 
systems [6]-[8]. With adjustable and bi-directional output 
power, the BESS is promising to assist synchronous 
generators for power balance under both steady-state operation 
and contingencies [9]. More specially, the BESS can track the 
power variation of VREs to relief the impacts of uncertainties 
on power systems. In addition, the BESS is able to 
compensate power imbalance and arrest frequency excursion 
when the power system is subject to severe disturbances. 

Extensive research has been carried out on the planning of 
the BESS [10]-[13], and the coordinated configuration of the 
BESS and VREs [14]-[16]. An optimization model of the 
BESS for microgrid applications was formulated, where the 
non-linear relationship of the depth of discharge and lifespan 
is approximated by a piecewise linearization method [10]. 
With the consideration of performance degrading, the site and 
size of the BESS was optimized by the Branch-and-Bound 
algorithm and convex programming [11]. A multi-objective 
bi-level optimization model was presented for the planning of 
the BESS to improve operation benefits and reduce the 
curtailment of wind energy [12]. The supervised learning 
algorithm was used to substitute the power flow constraints, 
and assist the planning of the BESS [13]. In addition, a 
scenario-based stochastic planning method was proposed for 
the active distribution network to determine the optimal 
configuration of wind turbine generators (WTGs), PV panels, 
and BESSs [14]. Using a two-stage framework, the 
coordinated planning of distributed WTGs and BESSs was 
conducted to manage intermittency and improve cost 
efficiency [15]. A fuzzy demand-side management method 
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considering the state of charge (SOC) and day-ahead 
forecasting errors was designed, on which the capacities of the 
BESS and VREs were optimized [16]. 

Moreover, the frequency regulation has been considered in 
the dispatching and control strategies of the BESS [17]-[22]. 
The biding and SOC recovery methods were proposed for the 
BESS to provide frequency regulation [17]. Based on the 
reformulation-linearization technique, a bi-level non-convex 
optimization model was built and solved for the participation 
of the BESS in energy and frequency regulation service 
markets [18]. According to the forecasts of PV power, a day-
ahead and intra-day scheduling strategy of the BESS was 
presented to guarantee reliable frequency regulation capability 
[19]. Taking into account the range of SOC, a PI-lead and 
lead-lag controller was proposed for the BESS to stabilize 
transient voltage and frequency [20]. Besides, the dual 
extended Kalman filter was utilized to estimate the states of 
the BESS, on which the virtual inertia and droop parameters 
can be adjusted for power system stability [21]. With the use 
of a multi-agent system framework, a distributed control 
method was proposed to coordinate multiple BESSs for 
frequency regulation [22]. 

The improvement of dispatching and control strategies of 
the BESS is useful to deal with the problems incurred by 
VREs. However, the upper bound of the response capability of 
the BESS is determined by the configuration scheme. 
Therefore, both the uncertainties and frequency regulation 
should be considered in the planning of the BESS for the 
further accommodation of VREs. The uncertain power 
fluctuation can be smoothed in the steady-state operation, 
where the output power of the BESS is dispatched. There is a 
conflict between the operation profits and fluctuation 
smoothing. Besides, the time step of BESS dispatching is 
about 15 min~1 h. But frequency dynamic response is an 
electromechanical transient process, of which the time 
duration is about 10~30 s. The two active power balance 
problems take place in different time scales. Additionally, the 
allocation of power and energy between the fluctuation 
smoothing and frequency regulation also are contradictory. 
How to optimize the size of the BESS considering the 
contradictory and multi-time-scale factors is a challenge. 

There are extensive studies using the BESS to smooth 
power fluctuation [10]-[16], and frequency regulation [17]-
[22]. However, the power smoothing in the normal operating 
state, and frequency regulation during the transient process 
were usually considered independently. For the planning of 
the BESS, extensive studies have considered the power 
smoothing [10]-[16], but limited studies have taken into 
account the frequency regulation under contingencies [23], 
[24]. Besides, these BESS planning schemes do not consider 
the above two issues simultaneously. In our earlier work, the 
BESS and supercapacitor were optimized to improve the 
power smoothing and frequency regulation simultaneously 
[25]. However, there are still two research gaps not filled. 
First, the uncertainty of the VREs was not considered. Thus, 
the scheme proposed in [25] is dependent on the operation 

scenarios. Second, the quasi-steady-state frequency deviation 
(QSSFD) under contingencies was not considered. The 
analysis method of frequency dynamics in [25] was only 
appliable to the transient process before the frequency nadir. 
Thus, the QSSFD can not be analyzed, and the planning 
scheme may fail to maintain the QSSFD within a secure range. 
The under-frequency load shedding (UFLS) may be activated, 
if the QSSFD exceeds the frequency threshold of the special 
stage [26], [27]. 

In order to address the above issues, a chance-constrained 
optimal configuration scheme for the BESS is proposed. First, 
the system frequency response (SFR) model is extended with 
the dynamics of the BESS, on which the required frequency 
regulation capability constrained by the maximum transient 
frequency deviation (MTFD) and QSSFD is estimated. Then, 
the probability density function (PDF) of the net power 
fluctuations of VREs and load is built by the kernel density 
estimation method. A multi-objective chance-constrained 
programming model considering the uncertainties of VREs 
and load, and frequency deviation is developed for the 
planning of the BESS. Furthermore, the optimization model is 
transformed into a deterministic form by the Bernstein 
approximation, and solved through alternating iteration. 

The contributions of this paper can be summarized as 
follows: 1) A framework for the optimization of the BESS 
capacity is established to maintain both the uncertain power 
fluctuations and frequency deviation within predefined limits. 
2) Based on the established extended system frequency 
response (ESFR) model, an estimation scheme of the required 
frequency regulation capability constrained by the MTFD and 
QSSFD is proposed for the BESS. 3) A multi-objective 
chance-constrained programming model considering the life 
cycle cost, energy arbitrage, uncertain power fluctuation, and 
frequency regulation is established to optimize the size of the 
BESS. 4) A solution method based on the linear weighted 
method, Bernstein approximation, and Benders decomposition 
is proposed to efficiently solve the optimization model, and 
obtain the size of the BESS. 

The rest of this paper is organized as follows. The Section II 
describes the BESS planning problem. Then, the required 
frequency regulation capability of the BESS is estimated in 
Sections III. Additionally, the chance-constrained 
programming model is established and solved in Section IV 
and V, respectively. Furthermore, the case study is presented 
and discussed in Section VI, followed by the conclusions. 

II. PROBLEM DESCRIPTION 

Fig. 1 shows the general structure of the power system with 
the BESS. The BESS is deployed with the VREs, and the local 
load is included. The BESS, VREs and local load are 
connected to the power system through the point of common 
coupling (PCC). The power injection into the power system 
can be smoothed by the BESS, which can mitigate the 
uncertainties of both the VREs and load. For the energy 
arbitrage, the BESS is able to charge more power or discharge 
less power at the valley of the electricity prices, and charge 
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less power or discharge more power at the peak. The sum of 
the output of the BESS, VREs, and local load is taken as the 
net power of the bus, and the power balance of the system is 
further realized by unit commitment with the consideration of 
the network structure and operational constraints. Besides, the 
net power of the bus is smoothed by the BESS to reduce the 
magnitude of uncertain power fluctuation and alleviate the 
requirement on generator ramping [28], [29].  

 
Fig. 1. General structure of power system with BESS. 

Moreover, the BESS plays an important role in frequency 
regulation under contingencies. After a major disturbance, the 
BESS can coordinate with the synchronous generators to 
arrest frequency deviation. The VREs operate in the maximum 
power point tracking (MPPT) mode, and the frequency 
regulation service of the VREs is not considered. Fig. 2 shows 
the frequency dynamic response of the power system under a 
contingency. The system frequency first declines to a nadir 
and then recovers to a quasi-steady-state value. During the 
transient process, the primary frequency regulation (PFR) 
takes actions according to droop coefficients and frequency 
deviation. To further recover the system frequency to the 
nominal value, the automatic generation control (AGC) will 
then be activated to adjust the output of dispatchable 
generators. The UFLS may be activated if the MTFD exceeds 
the frequency threshold of the basic stage or the QSSFD 
exceeds the frequency threshold of the special stage [26], [27]. 
Therefore, the BESS is used to enhance the PFR capability to 
maintain the frequency deviation within secure limits. 

 
Fig. 2. Power system frequency dynamic response under a 
major disturbance. 

As for the actual application, the proposed scheme is used 
to optimize the capacity of the BESS with the aim of power 
smoothing in normal operation, and frequency regulation 
under contingencies. To this end, an optimization framework 
accounting for the life cycle cost, uncertain power fluctuations, 
energy arbitrage, and frequency regulation is proposed, as 
illustrated in Fig. 3. First, the required frequency regulation 
capability of the BESS to coordinate with the synchronous 

generators to arrest frequency deviation under a contingency is 
estimated. The ESFR model is established to consider the 
influence of the BESS on frequency dynamic response. Based 
on the step-by-step summation method, the ESFR model is 
used to calculate the critical equivalent droop coefficient of 
the BESS to maintain the MTFD and QSSFD within limits. 
According to the critical equivalent droop coefficient, the 
constraints of the power capacity, power reserve and energy 
reserve of the BESS to ensure enough frequency regulation 
capability are established. 

 
Fig. 3. Framework of proposed BESS planning scheme. 

Then, in the investment level, the objective is to minimize 
the life cycle cost of the BESS. Besides, the constraints of the 
investment problem include the maximum and minimum 
installed capacity, and frequency regulation capability 
constraint on capacity. Moreover, the operation level deals 
with the energy arbitrage and power smoothing. With the 
objective of maximizing operation profits, the output of the 
BESS is dispatched. In the operation level, the operational 
constraint of the BESS, power fluctuation constraints, and 
frequency regulation capability constraints on power reserve 
and energy reserve are included. 

III. REQUIRED FREQUENCY REGULATION CAPABILITY 

CONSTRAINED BY FREQUENCY DEVIATION 

A. ESFR Model 

The SFR model has been widely used for the analysis of 
frequency dynamic response under contingency. In the SFR 
model, the frequency of the center of inertia (COI) ∆fc is 
considered [30], which can be represented as, 
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 (1) 

where Km, FH, TR, Rg, H, and D are the gain factor, high-
pressure ratio factor, reheat time constant, droop coefficient, 
inertia coefficient and damp coefficient, respectively. ∆Ps is 
the power change of AGC, and ∆PL is the disturbance power. 

The SFR model was developed with the assumption that the 
frequency regulation of the system is provided by synchronous 
generators [30]. In order to estimate the required frequency 
regulation capability, an ESFR model is established by 
integrating the influence of the BESS into the SFR model. The 
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BESS should inject additional power ∆PBESS to arrest 
frequency excursion, when the power system is subject to 
major disturbances. The droop control is employed for the 
power adjustment. Besides, the system base of the SFR model 
is the sum of the ratings of synchronous generators [30]. The 
parameter of the BESS should be normalized to the system 
base. Thus, the operation power PBESS and power change 
∆PBESS of the BESS can be expressed as, 

      BESS BESS d BESSP t P t P t    (2) 
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where td is the time of the disturbance, RB,e is the equivalent 
droop coefficient, RB, TB, and SB are the droop coefficient and 
time constant, and power capacity of the BESS, respectively, 
ng is the number of synchronous generators, and Sg,i is the 
capacity of the i-th synchronous generator. 

Combing (1) and (3), the ESFR model can be demonstrated 
in Fig. 4, of which the frequency dynamic response is 
represented as, 
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Fig. 4. Schematic diagram of proposed ESFR model. 

According to Fig. 4, the synchronous generators and BESS 
change output based on droop coefficients, when the system is 
subject to disturbances. Thus, the synchronous generators and 
BESS take actions coordinately to arrest frequency deviation. 
The step response is utilized to represent the disturbances, and 
the AGC is not activated before frequency reaches the steady 
state, which can be expressed as, 

   L
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Substituting (6) and (7) into (5) yields, 
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B. Frequency Regulation Capability Estimation 

With regard to frequency stability control, the MTFD ∆fd,max 
and QSSFD ∆fs are crucial, since the UFLS may be triggered 
when the frequency excursion exceeds predefined thresholds. 
In order to improve the safety margin, the time threshold of 
the UFLS is not considered. Thus, the BESS is installed to 
coordinate with generators to make the MTFD ∆fd,max not 
exceed the threshold of the first stage of the UFLS, and make 
the QSSFD ∆fs not exceed the threshold of the special stage of 
the UFLS. 

The estimation of equivalent parameters of the ESFR model 
can be represented as [30], 
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where Xg and Xg,i are the equivalent parameter and 
corresponding parameters of the i-th generator, respectively, 
and Xg and Xg,i can be Km, FH, TR, 1/Rg, H, and D. 

In order to avoid activating the UFLS, the critical 
equivalent droop coefficient of the BESS RB,e,cri can be 
estimated as, 
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  (10) 

where ∆PL,max is the predefined disturbance power, fN is the 
rated frequency, and fu,1 and fu,s are the frequency thresholds of 
the first stage and special stage of the UFLS, respectively. 

The step-by-step summation method can be utilized to solve 
the nonlinear programming (NLP) model (10) [31], and the 
procedures are written as Algorithm 1. 
 

Algorithm 1: Solution method for the NLP 

Step 1: 

Initialize ∆PL,max, fN, fu,1, fu,s, RB,e, change step 
∆RB,e, critical equivalent droop coefficient 
RB,e,cri=0, MTFD ∆fd,max,cri=0, QSSFD ∆fs,cri=0, 
and time of QSSFD ts,cri=0. 

Step 2: Calculate ∆fd,max, ∆fs and ts by (8). 

Step 3: If fN∙(1-∆fd,max)<fu,1 or fN∙(1-∆fs)<fu,s, let RB,e=RB,e 
+∆RB,e, and go back to Step 2. 

Step 4: 
Let RB,e,cri=RB,e, ∆fd,max,cri=∆fd,max, ∆fs,cri=∆fs, and 
ts,cri=ts, and return RB,e,cri, ∆fd,max,cri, ∆fs,cri, and 
ts,cri. 

 
Substituting the obtained equivalent droop coefficient RB,e 

into (4), the critical power capacity of the BESS SB,cri can be 
expressed as, 
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Moreover, the power change of the BESS increases as the 
frequency deviates from the nominal value. Thus, the critical 
power change PBESS,cri occurs at the frequency nadir, which 
can be represented as, 

 ,max,
,

, ,
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The critical energy change EBESS,cri is estimated according to 
the frequency trajectory ∆fc(t), which can be represented as, 
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where tc is the duration of frequency regulation of the BESS. 
From (11)~(13), the required frequency regulation 

capability can be represented as, 
 ,1 ,FD r B criS k S  (14) 

 ,2 ,FD r BESS criP k P  (15) 

 ,3 ,FD r BESS criE k E  (16) 

where SFD, PFD and EFD are the power capacity, power reserve 
and energy reserve of the BESS to meet the requirement of 
frequency regulation, respectively, and kr,1~kr,3 are the ratio 
factors considering the influence of errors. Besides, the ratio 
factors kr,1~kr,3 are used to improve the security margin. 
According to the conservativeness degree of decision makers, 
the ratio factors can be determined by the Delphi method [32]. 

IV. CHANCE-CONSTRAINED PROGRAMMING MODEL FOR BESS 

PLANNING 

A. Probabilistic Model of Net Power 

The net power of the VREs and local load is expressed as, 
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where PNP,t, PVRE,t, and PLP,t are the net power, VRE power, 
and local load at t, respectively, T is the length of the data 
window, PBNP,t is the predicted value of net power at t, and 
PVNP,t is the uncertain net power fluctuation at t. 

Then, the uncertain net power fluctuation PVNP,t is 
normalized as, 
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where eVNP,t∈[-1, 1] is the normalized net power fluctuation at 
t, and aVNP is an auxiliary variable. 

The eVNP={eVNP,1 eVNP,2, ⋯, eVNP,T} is the sample of T 
independent stochastic variables, of which the PDF fh can be 
estimated by the kernel density estimation as [33], 

   ,

1

1 T
VNP VNP t

h VNP
t

e e
f e K

Th h

 
  

 
  (20) 

where K(∙) is the kernel function, and h is the bandwidth. 

B. Objective Function 

The life cycle cost of the installed BESS is needed to be 
minimized. Therefore, the first optimization objective f1 can 
be expressed as [34], 

 1min iv oc mc dcf C C C C     (21) 

with 
 iv iv BESSC c x   (22) 
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where xBESS as the installed number of the BESS units, 
respectively, and xBESS∈N, Civ is the capital cost of the BESS 
along with auxiliary equipment and construction work, and civ 
is the capital cost of the BESS unit, Coc, Cmc, and Cdc are the 
fixed operation cost, maintenance cost, and disposal cost, 
respectively, coc, cmc, and cdc are the fixed operation cost, unit 
maintenance cost, and unit disposal cost of the BESS unit, 
respectively, α is the interest rate, β is the tax rate, and NL is 
the lifespan. 

In addition, the second objective is to maximize operation 
profits considering time-of-use electricity prices. The 
objective function f2 can be represented as, 

 

2 , , ,
1

, , ,
,

max 1 1

1
          (1 ) 1 (1 )

LT

L ri t BESS c t
t

BESS c BESS d t
BESS d

f t p P
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



      

      
  


 (26) 

where pri,t is the electricity price at t, PBESS,c,t and PBESS,d,t are 
the charging and discharging power of the BESS at t, 
respectively, ηBESS,c and ηBESS,d are the charging and 
discharging efficiencies of the BESS, respectively, ∆tL is the 
time step, and TL is the operation period. 

C. Constraints 

1) Investment Constraint 
The investment for the BESS is limited, which can be 

expressed as, 
 ,min , ,maxBESS BESS BESS r BESSS x S S   (27) 

where SBESS,max and SBESS,min are the maximum and minimum 
allowable power capacities for the BESS, respectively, and 
SBESS,r is the rated power capacity of the battery. 
2) Operational Constraint 

The basic constraints for the operation of the BESS can be 
represented as, 
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 , , ,BESS c t BESS BESS rP x S  (28) 

 , , 0BESS c tP   (29) 

 , , ,BESS d t BESS BESS rP x S   (30) 

 , , 0BESS d tP   (31) 
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 
(32) 

 ,min , ,maxBESS BESS BESS t BESS BESSx E E x E   (33) 

 , ,
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,1

0
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BESS d t
BESS c t BESS c

BESS dt

P
P 



   (34) 

where EBESS,t is the energy of the BESS at time instant t; 
EBESS,max and EBESS,min are the maximum and minimum 
allowable energies of the battery, respectively. 
3) Power Fluctuation Constraint 

The net power fluctuation of VREs and local load should be 
maintained within predefined limits to alleviate the 
requirement on generator ramping [28], [29]. With the 
operation of BESS, the uncertain power fluctuation of the 
PCC Cpv,t is calculated by, 

 
 

 
, , , , , ,

, , , , ,       

pv t VNP t BESS c t BESS d t

VNP VNP t BESS c t BESS d t

C P P P

a e P P

  

  
 (35) 

For the entire operation duration TL, there are at least 1-γ 
chance that the power fluctuation should not exceed the 
predefined range, which can be represented as, 

  ,Pr 1pv tC       (36) 

where α and β are the upper and lower thresholds of net power 
fluctuation, respectively, and γ is the probability violation 
threshold, and γ∈[0, 1]. 
4) Frequency Regulation Capability Constraint 

In order to arrest frequency deviation under contingencies, 
the BESS should meet the frequency regulation capability 
constraint. From (14)~(16), the frequency regulation capability 
constraint can be represented as, 

 ,BESS BESS r FDx S S  (37) 

 , , ,BESS BESS r BESS d t FDx S P P   (38) 

 ,max ,BESS BESS t FDE E E   (39) 

V. SOLUTION METHOD FOR BESS PLANNING 

The multi-objective optimization model can be transformed 
into a single-objective model fm by the linear weighted method, 
which can be represented as, 

 1 2min m wf f c f   (40) 

where cw is the weighting coefficient. Besides, the weighting 
coefficient cw measures the preference of the decision maker 
on the optimization objectives, and can be determined by the 
Delphi method [32]. 

In order to make the chance-constrained programming 
model more tractable, the Bernstein approximation is utilized 
to deal with the chance constraint (36). Based on the law of 

total probability, the conservative substitutes of (36) can be 
obtained and expressed as [35], 

  ,Pr 1
2pv tC
    (41) 

  ,Pr 1
2pv tC
    (42) 

Then, substituting (35) in (41) and (42) yields, 

   , , , , ,Pr 0 1
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   , , , , ,Pr 0 1
2VNP VNP t BESS c t BESS d ta e P P
       (44) 

With the use of the logarithmic moment generating function, 
the conservative substitutes of (43) and (44) are given by [36], 
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 (46) 

with 

      ln exp d ay yz P z       (47) 

where v is the optimization variable, Φ(∙) is the logarithmic 
moment generating function, y and z are the independent 
variables, and Pa is the probability distribution of eVRE,t. 

Additionally, an upper-bound of the logarithmic moment 
generating function Φ(∙) can be represented as [36], 

     2 21
max

2 xx x x x     ，  (48) 

where μ-, μ+ and σx are the constants that depend on the 
probability distribution Pa, and -1≤μ-≤μ+≤1. 

Substituting (48) in (45) and (46), and using the arithmetic-
geometric inequality yields, 
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 (49) 
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 (50) 

The expectation μe and variance σe
2 of the net power 

fluctuation eVRE,t can be calculated by the PDF fh as, 

  
1

1
de VNP h VNP VNPe f e e


   (51) 

    
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1
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
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Substituting the expectation μe and variance σe
2 in (49) and 

(50), the chance constraint can be transformed into a convex 
and deterministic form, which can be represented as, 
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 (54) 

Moreover, the Benders decomposition is employed to solve 
the obtained deterministic optimization problem, which is 
divided into a master problem and a subproblem. The master 
problem in the compact form can be represented as, 
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where Xins={xBESS} is the decision variable, the first term of the 
objective function corresponds to the first term of (40) and C1 
is the coefficient vector, q is an auxiliary variable and 
corresponds to the second term of (40), the first constraint 
includes (27) and (37), and Am and bm are the coefficient 
matrix and vector, respectively, and So and Sf are the sets of 
Benders optimality cut and feasibility cut, respectively. 

In addition, the subproblem can be compactly expressed as, 
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,1 ,2
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T
dis

c dis c o c

d dis d

s t
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C Y
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 (56) 

where Xo is the solution of the master problem, Ydis={PBESS,c,t, 
PBESS,d,t} is the decision variables, C2 is the coefficient vector 
and corresponds to the second term of (40), the first constraint 
is the coupling constraint and includes (28), (31), (33), (38) 
and (39), and Ac,1, Ac,2 and bc are the coefficient matrices and 
vector, respectively, and the second constraint includes (29), 
(31), (32) and (34), and Ad and bd are the coefficient matrix 
and vector, respectively. 

The decision variable Xins is the coupling variable between 
the master problem and subproblem. During each iteration, the 
master problem (55) is first solved, and the solution Xo is 
transferred to the subproblem (56). With the obtained solution 
Xo, the subproblem may be feasible or infeasible. When the 
subproblem is feasible, a Benders optimality cut will be 
generated and added to the corresponding set So. Otherwise, 
the set of the Benders feasibility cut Sf representing the 
violation of the coupling variable is expanded. A lower bound 
Bl can be determined by the master problem, and an upper 
bound Bu is calculated by the subproblem. The gap εg between 
the bounds decreases as the iteration continues. And a 
convergence is reached when the gap εg is less than a 
predefined tolerance εr. With the alternating iteration, a global 
optimal solution can be achieved [37]. As the iteration goes on, 
the feasibility region of the master problem (55) is reduced by 
the generated cuts. The time step of the Benders 
decomposition is adaptive, and determined by the obtained 

master problem and subproblem at each iteration [38]. 
Because the subproblem (56) is a linear program, the strong 

duality theorem can be utilized [39]. Thus, the Benders 
optimality cut and feasibility cut are expressed as, 

  , ,2 ,
T T
c o c c ins d o d q  λ b A X λ b  (57) 

  ,2 0T T
c c c ins d d  ν b A X ν b  (58) 

where λc,o and λd,o are the solution vectors of the dual 
subproblem, and νc and νd are the vectors representing the 
unbounded ray of the dual subproblem. 

The gap εg between the upper and lower bounds can be 
represented as, 

 g u lB B    (59) 

with 

  1max ,   T
l l o oB B q C X  (60) 

   1 , ,2 ,min ,   T T T
u u o c o c c o d o dB B  C X + λ b A X λ b  (61) 

where qo is the solution of the master problem. 
Therefore, Fig. 5 shows the optimization scheme for the 

BESS planning, of which the procedures are written as 
Algorithm 2. 
 

Algorithm 2: Optimization scheme for the BESS planning 

Step 1: 
Initialize the ESFR model (8), and estimate the 
required frequency regulation capability of the 
BESS by (14)~(16). 

Step 2: 
Calculate the net power by (17), preprocess the 
data series by (18) and (19), and estimate the 
PDF fh by the kernel density estimation in (20). 

Step 3: 

Initialize the multi-objective chance-constrained 
programming model (21)~(39), and transform 
the model into a single-objective form by the 
linear weighted method in (40). 

Step 4: 
Utilize the Bernstein approximation to transform 
the chance constraint (36) into a convex and 
deterministic form (53) and (54). 

Step 5: 
Apply the Benders decomposition to the model, 
and divide the model into the mater problem (55) 
and subproblem (56). 

Step 6: Initialize εr, Bl=-∞, Bu=∞, So=∅, Sf=∅, and 
iteration number kb=0. 

Step 7: 
Solve the master problem (55), transfer the 
solution Xo to the subproblem, let kb=kb+1, and 
update the lower bound Bl by (60). 

Step 8: 

If the subproblem (56) is feasible, add the 
Benders optimality cut (57) to the set So. 
Otherwise, add the Benders feasibility cut (58) to 
the set Sf, and go back to step 7. 

Step 9: 
Update the upper bound Bu by (61), and calculate 
the gap εg by (59). If εg൑εr, return the solution Xo 
and terminate. Otherwise, go back to step 7. 
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Fig. 5. Flowchart of the proposed optimization scheme for the 
BESS planning. 

VI. CASE STUDY  

The case study was carried out on the modified IEEE 39-
bus system to validate the effectiveness of the proposed 
scheme. Fig. 6 shows the modified IEEE 39-bus system, in 
which the PV station, wind farm, local load and BESS are 
connected to Bus 14 through the PCC. Bus 31 is the slack bus, 
and Generator 2 is the grid-forming unit. The capacity of the 
PV station and wind farm are 20 MW and 35 MW, 
respectively. The power output of VREs and local load of 30 
typical days are demonstrated in Fig. 7, and the total time and 
resolution are 720 h and 1 h, respectively. 

 
Fig. 6. Schematic diagram of modified IEEE 39-bus system. 

 
Fig. 7. Power output of VREs and local load. 

Moreover, the interest rate r and tax rate β are 6% and 3%, 
respectively, and the lifespan NS is 10 years. The minimum 
and maximum power capacities SBESS,min and SBESS,max for the 
BESS planning are 0 and 200 MW, respectively. The 
parameters of the BESS unit are listed in Table I. The time-of-
use electricity prices Pri,t are listed in Table II. The time step 
∆tL is 1 h, and the operation period TL is 24 h. The power data 
can be divided into 30 operation scenarios. Without loss of 
generality, the average value of net power is taken as the 
predicted value. 

TABLE I 
PARAMETERS OF BESS UNIT 

Rated power 
capacity SBESS,r 

(kW) 

Rated energy 
EBESS,r (kW∙h) 

Maximum 
energy EBESS,max 

(kW∙h) 

Minimum 
energy EBESS,min 

(kW∙h) 
10 120 0.9∙EBESS,r 0.2∙EBESS,r 

Charging 
efficiency 
ηBESS,c (%) 

Discharging 
efficiency  
ηBESS,d (%) 

Droop 
coefficient  

RB (-) 

Time 
coefficient  

TB (s) 
90  90  0.015  0.5 

Capital  
cost civ (¥) 

Maintenance 
cost coc  

(¥/ year) 

Operation  
cost cmc  
(¥/ year) 

Disposal  
cost cdc (¥) 

400 40 30 4 

 
TABLE II 

TIME-OF-USE ELECTRICITY PRICE 

Time 
00:00-
02:00 

02:00-
04:00 

04:00-
06:00 

06:00-
08:00 

08:00-
10:00 

10:00-
12:00 

Electricity 
prices 

(¥/kW∙h) 
0.360 0.360 0.360 0.687 1.070 1.270 

Time 
12:00-
14:00 

14:00-
16:00 

16:00-
18:00 

18:00-
20:00 

20:00-
22:00 

22:00-
24:00 

Electricity 
prices 

(¥/kW∙h) 
1.170 1.070 0.687 1.170 1.070 0.687 

 
The Power System Simulator for Engineering (PSS/E) 

34.1.0 was employed for electromechanical transient 
simulation. The aim of the electromechanical transient 
simulation is to analyze the frequency dynamic response of the 
system under contingencies. In the simulation, the PFR from 
the PV station and wind farm was not considered, and the PFR 
was provided by the synchronous generators and BESS. For 
the synchronous generators, the GENROU, IEEET1, and 
IEEEG1 models in PSS/E were used. The electromechanical 
transient model of the BESS in (3) was developed on FLECS, 
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and compiled and converted into a user-defined model in 
PSS/E. The simulation time step was set as 1 ms and 
simulation time was set as 15 s. The rated system frequency fN 
is 60 Hz, and the thresholds of the first stage and special stage 
fu,1 and fu,s of the UFLS are 59.2 Hz and 59.6 Hz, respectively. 
The maximum disturbance power ∆PL,max is set as -0.15 p.u., 
and the change step ∆RB,e is set as -0.001. The duration of 
transient frequency regulation tc is set as 30 s, and the ratio 
factors kr,1~kr,3 are set as 1.02. 

The Gaussian kernel function is utilized to estimate the PFD 
of net power fluctuations fh, and the bandwidth h is set as 
0.084. The lower threshold α and upper threshold β of net 
power fluctuations are set as -20 MW and 20 MW, 
respectively. The probability violation threshold γ are set as 
10%. Additionally, the weighting coefficient cw sis set as 1000, 
and the convenience tolerance εr is set as 0.0001. 

A. Optimization Results of BESS Planning 

The PDF fh of the normalized net power fluctuation can be 
demonstrated in Fig. 8. The optimized number of the BESS 
units xBESS is 18,180, and the power capacity SB is 181.8 MW. 
In addition, the values of the objective function fm, f1, and f2 
are -1.2724×107, 1.6397×107, and 2.9121×104, respectively. 
The life cycle cost of the installed BESS is 1.6397×107 ¥, and 
the operation profits of an operation period TL is 2.9121×104 ¥.  

 
Fig. 8. Probability density curve of normalized net power 
fluctuation. 

When the system is subject to the maximum disturbance 
power ∆PL,max, the MTFD and QSSFD are -0.764 Hz and -
0.398 Hz, respectively. In addition, the frequency nadir and 
quasi-steady-state frequency are 59.236 Hz and 59.602 Hz, 
respectively. The UFLS is not activated, which verifies the 
effectiveness of the proposed scheme to arrest frequency 
deviation under contingency. Moreover, the operation power 
of the BESS and the power fluctuation of the PCC Cpv,t are 
demonstrated in Fig. 9. The probability that the power 
fluctuation Cpv,t exceeds the predefined range [α, β] is 9.86 % 
and less than the probability violation threshold γ. The results 
show that the proposed scheme is effective for power 
smoothing while performing energy arbitrage. 

 
Fig. 9. Curve of BESS power and PCC power fluctuation. 

B. Performance Analysis in Normal Operation 

In the normal operating state, the BESS is to smooth local 
power fluctuation. To analyze the performance of the 
proposed scheme for power smoothing, the following schemes 
are utilized for comparison. 

Scheme 1: The scheme where the constraints of power 
fluctuation in (36) and frequency regulation capability in (37)
~(39) were not considered. 

Scheme 2: The scheme proposed in [25], where the first 20 
operation scenarios were used, and the net power fluctuation 
was also maintained in [-20 MW, 20 MW]. 

According to the obtained PDF fh, the Monte Carlo method 
is utilized to generate 100 operation scenarios, as shown in Fig. 
10. Then, the performances of the proposed scheme, Scheme 1, 
and Scheme 2 are analyzed by the generated operation 
scenarios. According to the operation period TL of the BESS, 
the sample size is 2400. The power curves of different 
schemes are demonstrated in Figs. 11~13. Correspondingly, 
the probability that the power fluctuation Cpv,t exceeds the 
predefined range is summarized in Table III. 

 
Fig. 10. Generated data of normalized net power fluctuation. 

 
Fig. 11. Power curve of proposed scheme. 
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Fig. 12. Power curve of Scheme 1. 

 
Fig. 13. Power curve of Scheme 2. 

TABLE III 
VIOLATION NUMBERS AND PROBABILITIES OF DIFFERENT 

SCHEMES 

Scheme 
Proposed 
scheme 

Scheme 1 Scheme 2 

Violation  
number (-) 

233 1789 277 

Violation 
probability (%) 

9.71 76.54 11.54 

 
It is clear that the proposed scheme is effective to maintain 

the violations within the threshold γ, of which the probability 
is 9.71%. The violation probability of Scheme 1 is 76.54%, 
which shows severe power fluctuation of the PCC. In addition, 
Scheme 2 is able to decrease the number of violations but fails 
to maintain the probability within the threshold γ. The results 
demonstrate that the proposed scheme outperforms the 
comparative schemes in regard to maintaining the violations 
within the threshold. 

C. Performance Analysis under Contingency 

When the system is subject to a major disturbance, the 
BESS is used to enhance the PFR capability of the system to 
arrest frequency deviation. The performance of the proposed 
scheme under contingencies is analyzed. Additionally, the 
sudden load increase and generation outage are considered in 
the disturbance scenarios [30]. The snapshot of the system at 
10:00 in the first scenario in Fig. 10 is taken as the pre-
contingency state. For comparisons, the following schemes are 
added. 

Scheme 3: The scheme where the constraints of frequency 
regulation capacity on the power reserve and energy reserve of 
the BESS in (38) and (39) were not considered. 

Scheme 4: The scheme where the constraint of frequency 
regulation capacity on the energy reserve of the BESS in (39) 
was not considered. 

Disturbance 1 is set to occur at 2.0 s. The load at Bus 6 
increases by 1,105 MW/1.5 p.u. suddenly, which corresponds 
to the maximum disturbance power ∆PL,max. The frequency 
dynamic response of COI is shown in Fig. 14. The MTFD and 
QSSFD of the proposed scheme are maintained within the 
predefined ranges where the first stage and special stage of the 
UFLS are not activated. In contrast, the MTFDs of the 
Schemes 1, 3, and 4 exceed the threshold of the first stage of 
UFLS. The QSSFDs of the Schemes 1~4 exceed the threshold 
of the special stage of UFLS. The frequency dynamic response 
characteristics of the system under Disturbance 1 are 
summarized in Table IV. The results show that the proposed 
scheme has superior performance in arresting the frequency 
deviation and preventing the actuation of the UFLS. 

 
Fig. 14. Frequency dynamic response under Disturbance 1. 

TABLE IV 
FREQUENCY DYNAMIC RESPONSE CHARACTERISTICS UNDER 

DISTURBANCE 1 

Scheme 
Proposed 
scheme 

Scheme 
1 

Scheme 
2 

Scheme 
3 

Scheme 
4 

MTFD (Hz) -0.738 -0.887 -0.792 -0.830 -0.816 

QSSFD (Hz) -0.389 -0.432 -0.407 -0.403 -0.433 

Frequency 
nadir (Hz) 

59.262 59.113 59.208 59.170 59.184 

Quasi-
steady-state 
frequency 

(Hz) 

59.611 59.568 59.593 59.597 59.597 

 
Disturbance 2 is set to occur at 2.0 s, when the generator 

G10 is tripped suddenly. The generator G10 has the largest 
capacity, and the disturbance power is -1,000 MW/-1.357 p.u.. 
The frequency dynamic response of COI is shown in Fig. 15. 
Additionally, the frequency dynamic response characteristics 
under Disturbance 2 are listed in Table V. Although the power 
deficit caused by Disturbance 2 is smaller than Disturbance 1, 
the number of online generators decreases, and so the 
frequency regulation capability and inertia of the system is 
reduced. Thus, Disturbance 2 appears to be as severe as 
Disturbance 1. It is obvious that the MTFD and QSSFD of the 
proposed scheme do not exceed the frequency threshold of the 
UFLS. The comparative schemes fail to maintain the 
frequency deviation within the predefined range. The results 

This article has been accepted for publication in IEEE Transactions on Sustainable Energy. This is the author's version which has not been fully edited and 

content may change prior to final publication. Citation information: DOI 10.1109/TSTE.2022.3192087

© 2022 IEEE. Personal use is permitted, but republication/redistribution requires IEEE permission.

See https://www.ieee.org/publications/rights/index.html for more information.
Authorized licensed use limited to: Danmarks Tekniske Informationscenter. Downloaded on July 21,2022 at 09:01:31 UTC from IEEE Xplore.  Restrictions apply. 



11 
> REPLACE THIS LINE WITH YOUR MANUSCRIPT ID NUMBER (DOUBLE-CLICK HERE TO EDIT) < 
 
demonstrate that the proposed scheme has superior 
performance in reducing frequency deviation, and is effective 
under both the demand- and supply-side disturbances. 

 
Fig. 15. Frequency dynamic response under Disturbance 2. 

TABLE V 
FREQUENCY DYNAMIC RESPONSE CHARACTERISTICS UNDER 

DISTURBANCE 2 

Scheme 
Proposed 
scheme 

Scheme 
1 

Scheme 
2 

Scheme 
3 

Scheme 
4 

MTFD (Hz) -0.739 -0.907 -0.799 -0.843 -0.832 

QSSFD (Hz) -0.399 -0.450 -0.420 -0.417 -0.451 

Frequency 
nadir (Hz) 

59.261 59.093 59.201 59.157 59.168 

Quasi-
steady-state 
frequency 

(Hz) 

59.601 59.550 59.580 59.583 59.549 

 

D. Sensitivity Analysis and Computational Performance 

The PFR capability and equivalent inertia have great 
influence on the system frequency dynamic response of the 
system, and the required frequency regulation capability of the 
BESS. Therefore, the influence of the droop coefficients Rg 
and inertia coefficient H in (5) on the optimization result is 
analyzed. The values of 1/Rg and H are set to increase from 
their 80% to 120% with the step size of 5%. The 
corresponding change of the optimized number of the BESS 
units xBESS is shown in Fig. 16. 

 
Fig. 16. Influence of droop coefficient and inertia coefficient 
on optimization result. 

According to Fig. 16, the required frequency regulation 
capability of the BESS and the optimized number of the BESS 
units xBESS decrease as 1/Rg and H increase. The increase of 
1/Rg represents the enhancement of the PFR capability of the 

system. Additionally, the inertia coefficient H measures the 
equivalent inertia of the system to counter active power 
disturbances. Therefore, the required frequency regulation 
capability of the BESS and the optimization result decrease 
with the increase of 1/Rg and H. 

As 1/Rg and H increase, the decrease of the number of the 
BESS units xBESS is accelerated. It is clear that the droop 
coefficient Rg has more influence on the optimization result. 
The results show that the PFR capability and equivalent inertia 
of the system should be maintained within a reasonable range. 
It is inacceptable to use the BESS as the only solution to 
handle the frequency deviation problem under contingencies. 
Although the optimization result is influenced by the system 
parameters, the ratio factors kr,1~kr,3 are used to improve the 
security margin. 

The proposed chance-constrained programming model is 
solved by the Bernstein approximation and Benders 
decomposition. In order to analyze the computational 
performance of the solution method, the following schemes 
are utilized for comparison. 

Scheme 5: The scheme where the chance-constrained 
programming model is solved by the Monte Carlo method and 
particle swarm optimization (PSO) algorithm [40]. The 
convenience tolerance was also set as 0.0001, and the number 
of particles was set as 50. 

Scheme 6: The scheme where the chance-constrained 
programming model is solved by the two-point estimation 
method and PSO algorithm [41]. The convenience tolerance 
was also set as 0.0001, and the number of particles was also 
set as 50. 

The solution methods were implemented on MATLAB 
R2019b, and tested on a laptop with a 2.8-GHz Intel Core i7-
1165G7 processor and 16-GB memory. The calculation 
process is performed 100 times, and the mean values of the 
iteration number and solution are listed in Table VI. It is clear 
that the proposed solution method can efficiently solve the 
established model. Compared to Schemes 5 and 6, the 
proposed solution method has superior performance in 
reducing the iteration number and solution time. 

TABLE VI 
COMPUTATIONAL PERFORMANCE ANALYSIS 

Scheme Proposed scheme Scheme 5 Scheme 6 

Iteration number (-) 9 47 31 

Solution time (s) 72.3 694.5 443.1 

 

VII. CONCLUSION 

The paper proposes a chance-constrained optimal planning 
scheme for the BESS considering the uncertainties of VREs 
and load, and frequency regulation capability under 
contingencies. The required frequency regulation capability of 
the BESS constrained by the MTFD and QSSFD is estimated 
through a developed ESFR model and the step-by-step 
summation method. The kernel density estimation is utilized 
to obtain the PDF of the stochastic fluctuations of VREs and 
load. A multi-objective chance-constrained programming 
model accounting for the life cycle cost, energy arbitrage, 
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uncertain power fluctuation, MTFD, and QSSFD is 
established. Based on the linear weighted method, Bernstein 
approximation, and Benders decomposition, the optimization 
model is solved to obtain the size of the BESS. 

The case study results show the superior performance of the 
proposed scheme in smoothing net power fluctuations and 
reducing frequency deviation. The proposed scheme is 
effective to maintain the stochastic power fluctuation within 
the predefined bounds while performing energy arbitrage. 
Additionally, the proposed scheme is effective to arrest 
frequency excursion without activating the UFLS under both 
the demand- and supply-side disturbances. 

In the future work, the post-contingency line overload will 
be taken into account, and the planning scheme of the BESS to 
arrest frequency deviation and alleviate post-contingency line 
overload will be presented. 
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