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A B S T R A C T   

An accurate and less time demanding model is required when integrating pit thermal energy storage (PTES) into 
solar heating systems. Multi-node (1D) models are commonly used, but these models face challenges when 
calculating PTES thermal stratification and heat loss. Therefore, a full-scale computational fluid dynamics (CFD) 
model of PTES inclusive water and soil regions is developed using FLUENT to improve the accuracy of heat 
transfer calculation of a multi-node model. The CFD model is validated against the Dronninglund PTES mea-
surements regarding PTES thermal stratification, inlet/outlet energy flow, and soil temperature distribution. The 
model corresponds well to the measurements in three aspects: (i) a maximum temperature difference of 1 K in the 
water region; (ii) a maximum temperature difference of 2 K in the soil region; (iii) a maximum outlet temperature 
difference of 3 K. An indicator RΔT/δ defined as the ratio between the thermocline temperature difference and the 
thermocline thickness is proposed to assess suitable grid size for PTES models, and the quantitative relationship 
between RΔT/δ and grid size is recommended. Investigations with a range of grid sizes show that by using the 
recommended grid size, the prediction accuracy of the multi-node model TRNSYS Type 343 is significantly 
improved. The root mean square deviations of the predicted MIX number are decreased by 11–43 % for different 
years, and the relative differences of the monthly charge/discharge energy from the measurement are within 5 
%. The findings of this study provide guidance for selecting appropriate grid sizes to achieve better calculation 
accuracy for large-scale PTES.   

1. Introduction 

In compliance with the Paris Agreement, rapid uptake of renewable 
energies is necessary [1]. Thermal energy storage technologies can be 
used to integrate high proportions of renewable energy in electricity 
generation, industry, and buildings. Therefore, thermal energy storage is 
a critical component of the energy transition investment package and 
receives increasing attention [1]. 

Water-based large-scale heat storage has experienced rapid devel-
opment over the last decade for three reasons: 1) Large-scale thermal 
energy storage outperforms economically small-scale thermal energy 
storage, especially when the storage size exceeds 10,000 m3 [2–5]; 2) 
The increase in storage volume can reduce heat losses per m3 storage 
volume by lowering surface area/volume ratios [6,7]; 3) Water has a 
high thermal capacity and a simple thermal storage structure that can be 
used [8,9]. 

Commonly, the most used types of large-scale thermal energy storage 
in practical applications can be divided into the following [10]: tank 
thermal energy storage (TTES), borehole thermal energy storage (BTES), 
aquifer thermal energy storage (ATES), and pit thermal energy storage 
(PTES). Notably, PTES is known for enabling higher charge/discharge 
energy rates and lower investment costs than other types [3,8]. With the 
successful construction and operation of large-scale PTES in Denmark, 
about ten projects integrated with PTES are in operation or planned 
[11]. The newly built PTES are partly buried under the ground level, 
with a height higher than 10 m and a volume larger than 10,000 m3. In 
this case, three inlet/outlet diffusers are equipped for better thermal 
stratification. It is challenging to set up actual experiments for such a 
large project to investigate the factors that affect the performance of 
PTES. Therefore, suitable modeling tools are preferred in the planning 
phase. For instance, the 1D models based on the finite difference and the 
finite element method are prevailing among researchers due to their less 
computational effort. 
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Dahash et al. [12–16] developed a model based on the finite element 
method. Compared to Dronninglund PTES measurements, numerical 
results such as annual charge/discharge energy, internal energy, and 
heat loss were all within 0.5 % deviation. Moreover, the calculated 
temperature development inside the PTES also agreed well with the 
measured results. However, the model was implemented on the COM-
SOL platform, and linking with system simulation software was not easy. 
In this context, further system-level investigation using this model re-
mains a challenge. 

Published models for PTES studies based on the finite difference 
method include Type 342, Type 343, Type 1300, Type 1322, and Type 
UGSTS (Underground Seasonable Thermal Energy Storage), all devel-
oped in the TRNSYS environment. Raab et al. [17] carried out a vali-
dation study for Type 342, considering measured data from the 
Hannover TTES. Simulation results showed that the maximum deviation 
over the year between calculated and measured temperatures was 3.7 K 
which appeared at the height of the middle charging/discharging 
diffuser. Type 342 was also studied by Gauthier [18] and Pan et al. [19] 
using Dronninglund PTES measurements. Gauthier [18] compared Type 
342, Type 1300, and Type 1322 under the same conditions. The co-
efficients of determination for all three types of energy flow and outlet 
temperature were above 95 %. However, Type 342 showed significant 
deviations in predicting side and bottom heat losses. Pan et al. [19] 
modified Type 342 to consider the actual scale PTES with more than two 
inlet/outlets. The results showed a marked difference between the 
calculated and measured MIX number value between July and October, 
demonstrating that Type 342 overestimated mixing in the PTES. Xie 
et al. [20] developed a simulation model of PTES based on Type 343. 
The calculated yearly energy flow showed good agreement with the 
measurement data of the Dronninglund PTES. In addition, the influence 
of parameters, such as soil properties and inlet arrangement on the 
performance of PTES was elucidated. Bai et al. [21,22] developed the 
Type UGSTS and verified it by the experimental data of the Huangdi-
cheng PTES. Good agreement was shown between the measured and the 
simulated results. The difference between the calculated and measured 
temperatures was 1.4 K for PTES and 7 K for soil temperature. 

Additionally, Fan et al. [23] modified a TRNSYS model to include a 
75,000 m3 PTES for the Marstal district heating plant. Compared with 
the measured results, the simulation could reflect the temperature 
development trend of PTES but failed to reproduce the inner tempera-
ture distribution, especially from May to August. 

The aforementioned literature shows that PTES simulation research 
is still in the model validation process. Building an experimental plat-
form is a challenge because actual PTES is large and complex in shape, 
and detailed studies are time-consuming. Currently, 1D models have 
good accuracy in predicting annual performance, and the models 
developed in the TRNSYS environment are suitable for system simula-
tion. However, due to model assumptions (such as plug flow simplifi-
cation, neglect of the inlet mixing effect, and the effects of natural 
convection), the 1D models show large deviations for several months 
and could not accurately calculate the temperature distribution under 
transient conditions [11]. If plug flow assumption is not used, artificial 
mixing will spread throughout the water at different time steps, which 
results in significant numerical diffusion when fewer nodes are used. In 
this case, it has been proposed to use more nodes to reduce numerical 
diffusion effectively [24]. Instruction for Type 342 suggested that finer 
spacing must be used in storage regions with large temperature gradi-
ents [25]. The method was also tried by Cody [26] on Type 4, Type 60, 
and Type 534. The investigation results showed that by increasing the 
number of nodes, the thermal stratification could be determined in the 
best possible way. However, using more nodes means more computation 
time. Therefore, adaptive node models were further proposed. For Type 
38, the size of the nodes was allowed to vary with flow inlet conditions 
[27]. For the new model developed by Powell and Edgar [24], a dynamic 
changing node was used to track the thermocline. Yet, these approaches 
were investigated based on a small-scale water storage tank with two 
inlet/outlets. In such systems, the thermal stratification might differ 
from that observed in the large-scale PTES. Moreover, the adaptive grid 
model does have disadvantages since it cannot accurately represent the 
second thermocline caused by inner natural convection during the 
standby. 

Thus for simulation and optimization of integrated thermal energy 

Nomenclature 

Latin characters 
Cp specific capacity, [J/kg‧K] 
C1ε, C2 turbulence constant, [− ] 
E energy, [MWh] 
Fr Froude number, [− ] 
g gravitational acceleration, [m/s2] 
k turbulence kinetic energy, [kg m2/s2] 
L location, [m] 
M energy momentum, [J/m] 
m mass flow rate, [kg/min] 
N number of values for the simulation period, [− ] 
n node number, [− ] 
P parameters, [− ] 
T temperature, [◦C] 
t time, [s] 
RΔT/δ ratio of thermocline temperature difference to thermocline 

thickness, [K/m] 
Re Reynolds number, [− ] 
Ri Richardson number, [− ] 
RMSD root mean square deviation, [− ] 
u velocity of water, [m/s] 
V volume, [m3] 
z height from the PTES bottom, [m] 

Subscripts 
bottom bottom diffuser 
c cold water 
ch charge 
calc calculated 
disch discharge 
h hot water 
i time step 
meas measured 
middle middle diffuser 
top top diffuser 
s soil 
w water 

Greek 
ρ density, [kg/m3] 
λ thermal conductivity, [W/m‧K] 
μ dynamic viscosity, [kg/m‧s] 
τ stress tensor, [kg/m2‧s2] 
ε turbulent energy dissipation rate, [m2/s3] 
δ thermocline thickness, [m] 
σk turbulence kinetic energy Prandtl number, [− ] 
σε turbulence energy dissipation Prandtl number, [− ] 
Δ difference, [− ] 
ϑ relative deviation ratio, [%] 
θ dimensionless temperature, [− ]  
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systems, accurate and simplified models are required to improve 
computational efficiency while accurately representing the thermal 
behavior of PTES under transient conditions. To the authors' knowledge, 
no literature addresses the improvement of the 1D model for large-scale 
PTES in terms of the grid size. Additionally, no criteria are provided for 
selecting the proper grid size for large-scale PTES 1D models. 

The current study developed a full-scale 3D model, including water 
and soil regions, to fully understand the thermal behaviors of PTES 
under different conditions. Since it is computationally intensive, the 
water and soil regions of the model were validated separately using 
measured data from the Dronninglund PTES. In this context, a four-year 
calculation was performed for the soil region, while four representative 
cases from 2017 were selected for the water region. Then, the focus was 
on the grid sizes in terms of calculation accuracy for PTES temperature 
distribution. The ratio of thermocline temperature difference to ther-
mocline thickness was proposed as an indicator for selecting the 
appropriate grid size. Based on this finding, the year-round variation of 
the thermocline characteristic was analyzed to determine the grid size 
distribution for 1D models. Lastly, a three-year calculation was carried 
out using TRNSYS Type 343 to demonstrate the reliability of the rec-
ommended grid size distribution. The improvement was addressed by 
comparing the model accuracy in terms of MIX number and charge/ 
discharge energy under different grid size distributions. 

2. Numerical and experimental methodology 

2.1. Pit thermal energy storage description 

The 60,000 m3 PTES of the Dronninglund plant was selected as the 
experimental case for validating the numerical model. Fig. 1 shows a 
schematic of Dronninglund PTES, which is partly constructed as a 
truncated pyramid stump above the ground level. The depth of the PTES 
is 16 m, and the sidewalls have a slope of 26.6o. The outer dimensions of 
the top and the bottom surface are 90 m × 90 m and 26 m × 26 m, 
respectively [28,29]. On the top of the PTES, there is a floating lid 
consisting of five layers: (from top to bottom) 1.5 mm HDPE Geo-
membrane, 3 mm Hypernet CN-E, 240 mm Nomalén insulation, 3 mm 
Hypernet HF-E, and 2 mm HDPE Geomembrane. For the side and the 
bottom wall, a 2.5 mm HDPE Geomembrane layer, as well as a fabric 
layer, are used to enclose the water [30]. 

Fig. 2 shows the details of the arrangements of the inlet/outlet pipes. 
Three 273 mm diameter inlet/outlet pipes connect the PTES through the 
bottom and are arranged at different height levels. In order to maintain 
thermal stratification inside the PTES, the inlet/outlet diffusers consist 
of two horizontal discs with a diameter of 2500 mm. 

Accordingly, the full-scale 3D model (shown in Fig. 3), including the 
water and soil region, was created based on Dronninglund PTES di-
mensions. Two simplifications were made to simplify the mathematical 
models: 1) The water flow inside the leading pipe (connected to the 
diffusers) was neglected; 2) The supporting structure of the diffusers was 
ignored. Notably, the soil region was built large enough to reduce the 
effect of the model's adiabatic boundaries on the soil temperature 

distribution around the water region. In addition, the geological inves-
tigation of the Dronninglund project indicates that the groundwater 
level is approximately 17 m under the ground level [28,33]. Thus, the 
soil region was divided into two parts at the height of 17 m, each of 
which can be assigned different soil properties. 

2.2. Mathematical model 

The water region was considered an incompressible fluid with 
temperature-dependent thermophysical properties. In this case, the 
governing equations of the water region are based on the laws of con-
servation of mass, momentum, and energy. The upper and lower soil 
region had constant thermal properties, while groundwater flow was not 
considered to reduce the computational effort. Therefore, the governing 
equation of the soil region is based on the law of energy conservation. 

2.2.1. Governing equations 
The 3D conservations of the flow and heat transfer in the water and 

soil region can be defined as follows [34]: 

∇ • (ρw u→) = 0 (1)  

∂(ρw u→)

∂t
+∇ • (ρw u→ u→) = − ∇p+∇ • τw − ρwg (2) 

The enthalpy equation of the water region is shown in Eq. 3. 

∂
(
ρwCp.wT

)

∂t
+∇‧

(
ρwCp.w u→T

)
= ∇ • (λw • ∇T) (3) 

The enthalpy equation of the soil region is shown in Eq. 4. 

ρsCp.s
∂T
∂t

= λs∇
2T (4)  

where ρw and ρs indicate the density of water and soil; u is the velocity of 
water; Cp. w and Cp. s represent the specific capacities of water and soil; λw 
and λs are the thermal conductivity of water and soil; τw presents the 
stress tensor of water. 

2.2.2. Turbulence modeling 
The flow pattern depends strongly on the configuration of the PTES 

(including the inlet/outlet design, the aspect ratio of the inlet/out to the 
storage) [35], as well as the operating conditions (such as inlet velocity, 
inlet temperature, the temperature difference between the incoming and 
internal water, and the internal stratification). Therefore, the fluid dy-
namic model should be selected carefully to better deal with the fluid 
mixing inside PTES. 

The inlet Re number, Fr number, and Ri number (i.e., Ri = Fr− 2) have 
been used in previous studies as indicators by which flow state can be 
evaluated for different radial diffuser designs. A Re number criterion 
given by Blevins [36] predicted that for almost all full-scale tanks 
operating at a design flow rate, the flow entering the tank would be fully 
turbulent when an isothermal radial wall jet issued from a slot of finite 
height. Deng et al. [37] selected k-ε to study the performance of a 

Fig. 1. Schematic of Dronninglund PTES.  
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thermal storage tank with radial diffusers since the Re number was much 
larger than 2300 in their study. Moreover, in the case of stratified flow, 
both the inlet Re and Fr number influence the turbulent transition. 
Keulegan [38] believed that the transition started when the ratio of Re 
number and Ri number exceeded 500. Investigations conducted by Cai 
et al. [39] also confirmed that it was essential to consider both the inlet 
Fr and Re number. Therefore, when the inlet Re number exceeds 2300, 
and the Ri number is greater than 500, it should be considered turbulent 
flow. 

In this study, the turbulence model was used to simulate water flow 
inside PTES because the dynamic inlet Re number is more significant 
than 5000, and the Ri number is beyond 500 during most operating 
periods. Moreover, the realizable k-ε model was selected due to its 
ability to more accurately predict the spreading rate of round jets 
[34,40]. The transport equations in this model for the kinetic energy k 
and the dissipation rate ε are given as Eq. (5) and Eq. (6). 

∂(ρwk)
∂t

+∇ • (ρwkU) = ∇ •

[(

μw +
μt

σk

)

• ∇(k)
]

+Gk +Gb − ρε (5)  

∂(ρwε)
∂t

+∇ • (ρwεU) = ∇ •

[(

μw +
μt

σε

)

• ∇(ε)
]

+C1ε
ε
k
C3εGb − C2ρw

ε2

k +
̅̅̅̅̅̅̅
μw
ρw

ε
√ (6) 

The turbulence constants C1ε = 1.44 C2 = 1.9 σk = 1.0 and σε = 1.2 
are established according to Ref. [34]. 

2.3. Model details 

2.3.1. Meshing 
The mesh scheme plays an essential role in the rationality of the 

simulation results. In this study, the soil and water regions were 

(a) Top view

(b) A-A view

Fig. 2. Illustration of the inlet/outlet pipes arrangement inside the PTES [31,32].  
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Fig. 3. 3D model of the water pit heat storage.  

(a) Axonometric view 

(b) Vertical cut plane

Fig. 4. Grid scheme of the model.  
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separated by interfaces so that the two regions could be calculated 
separately with different mesh densities (see Fig. 4 (a)) to reduce the 
calculation effort. The structure grids were used for both the water and 
the soil regions. It is evident in Fig. 4 (b) that mesh in the region near the 
inlet/outlet diffuser was refined in order to capture its relatively high 
temperature and velocity gradients. Additionally, a boundary layer 
mesh was applied close to the adjacent walls to address heat transfer 
between the soil and water region. With appropriate grid size, trunca-
tion and discretization errors can be minimized, facilitating faster 
convergence [41]. Section 3 analyzes the calculation accuracy with 
different grid sizes. 

2.3.2. Numerical procedure 
The governing equations were solved in each cell. A SIMPLE 

pressure-velocity coupling scheme was employed. The spatial dis-
cretization settings for pressure, momentum, and energy were PRESTO, 
second-order upwind, and second-order upwind, respectively. The 
pressure, density, momentum, and energy under relaxation value factors 
were 0.3, 0.8, 0.7, and 0.95, respectively. For energy, the convergence 
criteria were kept at 10− 6, while for velocity, continuity, and other 
variables, it was kept at 10− 3. 

2.3.3. Thermal properties 
Water was used as the heat storage media inside PTES. The following 

correlations provide the temperature dependence of the density, dy-
namic viscosity, thermal conductivity, thermal expansion coefficient, 
and specific heat capacity of water, respectively [42,43], where T is 
temperature in Kelvin. 

Density,
[
kg
/
m3]

ρ = 863+ 1.21*T − 2.57*10− 3*T2 (7) 

Dynamic viscosity, [kg/m‧s] 

μ = 9.67*10− 2 − 8.207*10− 4*T + 2.344*10− 6*T2 − 2.244*10− 9*T3 (8) 

Thermal conductivity, [W/m‧K] 

λ = 3.75*10− 1 + 8.84*10− 4*T (9) 

Specific heat, [J/kg‧K] 

Cp = 4432.6 − 1.819*T + 3.3*10− 3*T2 (10) 

According to the geological survey and reported soil properties 
[44–46], the soil properties for different parts are shown in Table 1, 
together with the physical properties of other solid materials used in this 
study [13,47–50]. The thermal conductivity of Nomalén 28 N was 
assumed to be 0.02 higher than the standard value of 0.04 W/(m‧K) 
[20,51], considering the 30 % to 50 % increase in thermal conductivity 
due to degradation of the insulation material caused by a long time 
exposure to high temperature and humidity. 

2.4. Monitoring parameters 

The distribution of the temperature measuring points in the Dron-
ninglund PTES and the soil region can be seen in Fig. 5 [18,52]. Notably, 
all dimensions are in millimeters in the schematic diagram. In addition 

to the top sensor located 0.1 m under the bottom of the cover, 32 tem-
perature sensors are installed with an interval of 0.5 m from the bottom 
to the top of the PTES. On the north side of the PTES, four temperature 
sensors are placed in the soil at a depth of 10 m, 15 m, 20 m, and 25 m 
with the aim of monitoring soil temperature changes. Further, three 
inlet/outlet pipes are equipped with sensors that measure the water's 
temperature and volume flow rate. The measured temperatures are used 
to validate the developed CFD model. 

3. Results and discussion 

3.1. Uncertainty and calibration indicators 

Before the validation process, it is essential to outline all un-
certainties that arise from the measurements and the modeling 
approach. 

The measurement uncertainties are owed to measurement equip-
ment's accuracy and measurement method. In the Dronninglund project, 
the temperature sensors are Class A PT100, with an accuracy of ±0.15 K 
[53]. The volume flow rate is measured using electromagnetic flow-
meters, with an accuracy of 0.4 %. It is worth noting that the position of 
temperature sensors inside the PTES may change as the water level 
fluctuates. In addition, the inlet/outlet temperatures and volume flow 
rate are measured in the technical room a distance away from the PTES. 
Therefore, it takes time for the fluid in the leading pipes to flow between 
the PTES and the technical room, resulting in delay and inaccurate 
temperature measurements in case of frequent operation mode shifts 
[20]. 

The modeling uncertainties are related to the model assumptions. In 
this study, the water level is assumed constant, and the water enters the 
PTES directly from the diffusers without considering the flow process in 
the leading pipe. Additionally, the thermal properties of insulation and 
soil are constant regardless of changes in moisture content. 

By comparing the calculated and the measured parameters, root 
mean square deviation (RMSD) is used. RMSD is defined as Eq. (11). 

RMSD =

̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅̅
1
N

∑N

i=1

(
Pcalc,i − Pmeas,i

)2
√

(11)  

where Pcalc, i and Pmeas, i are respectively the calculated and the measured 
parameters logged every 10 min. N presents the number of obtained 
values for the simulation period. 

3.2. Soil region 

The calculation of the 3D model combining the soil and water region 
is very time-consuming due to the large volume and the calculation 
principle of the water region. Therefore, the 3D model of the soil region 
was tested separately under long-term simulations to find a suitable grid. 
Seven grid densities were formed by refining the mesh in different di-
rections. The calculated soil temperatures were compared with the 
measured temperatures from 05/2014 to 12/2017. 

Fig. 6 illustrates the soil temperature variations at different locations. 
The discontinuity in the measurement results is due to a hardware 
failure of the SCADA system [52]. Overall, the model can reflect the 
development of measured soil temperatures. Even though the calculated 
soil temperatures at 15 m and 20 m are slightly different from the 
measured temperature, this can be explained by the change of soil 
thermal properties over time due to changes in soil moisture. The 
maximum differences between the measured and calculated soil tem-
peratures at 10 m, 15 m, 20 m, and 25 m are 2 K, 1.8 K, 1.6 K, and 0.8 K, 
respectively. Moreover, the soil temperature calculation with different 
grid densities is basically unbiased, which means that increasing node 
numbers does not affect the calculated temperatures in the soil region. 

Therefore, the heat transfer prediction accuracy of the surrounding 
soil model is considered acceptable. To reduce the computational 

Table 1 
Physical properties of solid materials used in the numerical model.  

Material ρ [kg/m3] λ [W/m‧K] Cp [J/kg‧K] 

Soil (upper part)  1840 1.8 900 
Soil (lower part)  2200 2.3 1800 
Nomalén 28 N 28 0.06 2857 
HDPE 940 0.4 1900 
HF-E 940 0.4 1900 
Stainless Steel 7600  15 490  
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requirements, a grid with 1.9 × 105 nodes was used for the soil-water 
combination model simulation. 

3.3. Water region 

3.3.1. Representative period selection 
The charging/discharging conditions and the thermal stratification 

inside the PTES constantly change over the year. However, it is difficult 
to perform long-term simulations for such a large 3D soil-water combi-
nation model due to the limitation of computing resources. Therefore, 
four representative cases in the year 2017 were selected to assess the 
accuracy of the 3D model, considering thermal stratification, charging/ 
discharging characteristics, and the heat transfer between the water and 
soil region. Fig. 7 shows the changes in PTES temperature distribution 
and operating conditions over 24 h for the four cases. For Case 1, PTES 
temperature distribution barely changed over 24 h, as is the PTES dis-
charged at a mass flow rate below 15 kg/m3 for most of the day. For Case 
2, the temperature distribution at heights above 13 m varies greatly 
between 10:00 and 16:00 due to charge with a mass flow rate greater 
than 90 kg/m3. For Case 3, the PTES temperature distribution does not 
change much either, but a significant temperature gradient is clearly 
seen between the heights of 14 m and 15 m. All heights of Case 4 have a 
slight temperature increase due to the inflow of hot water from the 
middle and top diffusers during the daytime. 

Table 2 summarizes the operating conditions and thermocline 
characteristics. It is worth noting that, for Case 2, the thermocline 
thickness is decreasing, and the thermocline temperature difference is 
increasing from 16:00. The dimensionless temperature, defined by Eq. 
(12), is used to assess the thermocline thickness [26]. 

θ(z) =
T(z) − Tc

Th − Tc
(12) 

In Eq. (12) θ(z) is the dimensionless temperature, T(z) is the average 
warm/cold water temperature at a certain height inside PTES, Th is the 
PTES hottest temperature and Tc is the PTES coldest temperature. 

The thermocline is defined where the dimensionless temperature is 
in the range 0.15–0.85 [54]. In this context, the thermocline thickness is 
calculated using Eq. (13). In the equation, zh is the height where θ = 0.85 
and zc is the height where θ = 0.15. 

Δz = zh − zc (13)  

3.3.2. Effect of simulation time step and grid size 
Firstly, all cases were investigated to determine the optimal time step 

and grid density. Fixed time steps of 0.5 s, 1 s, 1.5 s, and 2 s were tried, 
and the difference between calculated and measured results was less 
than 1 % as the time step was decreased. Subsequently, the 2 s time step 
was used to save computing time. Then, seven grid densities were 
formed by refining the grid from the z-direction and x/y direction. With 

Fig. 5. Scheme diagram of monitoring sensor position.  
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the increase of the grid density in the x/y direction, the change in the 
calculation results is negligible. However, the grid size in the z-direction 
(vertical direction) significantly influences the accuracy of PTES tem-
perature prediction. Fig. 8 presents PTES temperature distribution 
calculation accuracy under different grid sizes using RMSD. Notably, the 
thermocline region is marked between the solid black lines, as previous 
investigations have shown that assigning a large number of grids to the 
thermocline region can effectively achieve higher accuracy [24,26]. 

From Fig. 8, it is apparent that the grid size is negligible for tem-
perature calculation accuracy in non-thermocline regions. Also, for non- 
thermocline heights, the RMSD over 24 h of simulation is within 1 K. 
However, for these cases, the grid size influences the accuracy of tem-
perature calculation within the thermocline region differently. For Case 
1, the temperature calculation accuracy in the thermocline region im-
proves slightly within 0.4 K as the grid size decreases. For Case 2 and 
Case 3, the PTES temperature in the thermocline region is significantly 
overestimated at large grid sizes, with the RMSD of approximately 1.9 K 
and 6.8 K for the 24-h simulation, respectively. When the grid size is 
reduced to 0.04 m, the temperature calculation accuracy is improved by 
1 K for Case2 and 3.2 K for Case 3. While the calculation results of Case 4 
are independent of the grid size. In other words, for Case 4, grid size has 
little impact on temperature calculation accuracy. 

To balance calculation accuracy and computational cost, a grid size 
of 0.06 m in the z-direction is used for all cases in the following study to 
demonstrate the model's reliability. 

3.3.3. Water temperature 
To further demonstrate the model's accuracy in calculating the PTES 

temperature development trend, Fig. 9 visually shows the calculated and 
measured temperature development inside PTES with hourly resolution. 
The labels marked with ‘Calc’ and ‘Meas’ represent the calculated and 
the measured temperature at the corresponding heights. Only the 
heights mentioned above have greater fluctuation over a 24-h period are 
plotted. 

Fig. 9 shows a remarkable matching between calculated and 
measured PTES temperature for Case 1 and Case 4, with maximum 
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Fig. 7. Cases description.  

Table 2 
Characterization of different cases.  

Case Date Mode Operation 
condition 

Thermocline 
description 

Case 
1 

January 5 Discharge 

Flow out from 
top and bottom 
diffusers; Flow 
into middle 
diffuser; 

Thermocline 
thickness: 3.5 m 
(basically unchanged 
the whole day); 
Thermocline 
temperature 
difference: 18.8 K 
(basically unchanged 
the whole day); 

Case 
2 March 15 

Charge 
(daytime) 

Flow out from 
bottom diffuser; 
Flow into top and 
middle diffusers; 

Thermocline 
thickness: (2.5 m 
from 0:00, 1.8 m start 
16:00); Thermocline 
temperature 
difference: (10.5 K 
from 0:00, 13.8 K 
start 16:00); 

Discharge 
(nighttime) 

Flow out from 
top diffuser; Flow 
into bottom 
diffuser; 

Case 
3 

June 2 

Discharge 
(daytime) 

Flow out from 
top diffuser; Flow 
into middle 
diffuser; 

Thermocline 
thickness: 2 m 
(basically unchanged 
the whole day); 
Thermocline 
temperature 
difference: 31.4 K 
(basically unchanged 
the whole day); 

Discharge 
(nighttime) 

Flow out from 
top diffuser; Flow 
into bottom 
diffuser; 

Case 
4 

September 
1 

Charge 
(daytime) 

Flow out from 
bottom diffuser; 
Flow into the top 
and middle 
diffusers; 

Thermocline 
thickness: 9.5 m 
(basically unchanged 
the whole day); 
Thermocline 
temperature 
difference: 21 K 
(basically unchanged 
the whole day); 

Standby 
(nighttime) 

–  
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temperature difference within 0.5 K and 1 K, respectively. However, for 
Case 2 and Case 3, a temperature difference larger than 2 K appeared at 
14.5 m and 15 m. Two reasons can explain this:  

1) The monitored temperature points inside PTES are assumed to be 
fixed in the CFD calculation. In contrast, the uncertainty of the actual 
temperature sensor position varies within ±0.3 m due to the water 
contraction and expansion. In this case, calculated temperatures at 
14.4 m and 15.05 m are added, revealing that the calculated accu-
racy can be improved by considering the uncertainty of temperature 
measurement.  

2) There is a considerable temperature difference within a smaller 
thickness. Together with Table 2, the temperature difference to 
thickness ratio (temperature gradient) for Case 2 changed from 4.2 at 
14:00 to 7.7, while it reached 15.7 for Case 3 at the start of the day. In 
this context, two measurement points are not enough to reflect the 
actual temperature gradient within such a large ratio because the 
temperature of the adjacent heights has a significant impact on its 
temperature prediction. 

3.3.4. Charging/discharging conditions 
In addition to the PTES temperature distribution, the charge/ 

discharge energy under transient calculation can also be used to 
examine the model accuracy. In view of the fact that the charge/ 
discharge energy is calculated using the inlet/outlet mass flow rate and 
temperature, Fig. 10 presents the hourly inlet/outlet temperature and 
mass flow rate variation under different cases. 

Slight deviations can be observed in the calculation results compared 
to the measurements. The maximum difference between the calculation 
and measurement is within 3 K for temperature and 10 kg/m3 for mass 
flow rate. The calculation accuracy is acceptable considering the dif-
ferences between the actual measured and calculated positions of the 
inlet/outlet sensors and uncertainties of the measurement in case of 
frequent shifts of operation mode [20]. 

Moreover, it is found that the outlet temperature is influenced by the 
temperature distribution near the outlet diffusers. In other words, the 
accuracy of the outlet temperature calculation will depend on the pre-
diction of PTES temperature distribution since the calculated outlet 
temperature is a mixture of the temperatures near the diffusers. There-
fore, it is recommended to set more measuring sensors along the PTES 
height to precisely capture the temperatures near the diffusers. 

3.4. Discussion 

Overall, it can be concluded that the developed 3D model is adequate 
to predict the thermal performance of a large-scale PTES. 

Furthermore, it is important to note that the main factor affecting the 
accuracy of PTES temperature calculation is the thermocline's temper-
ature rather than the thermocline's position. The results show that Case 
2 and Case 3 have almost the same thermocline position between 13.5 m 
and 16 m, but the RMSD of Case 3 is roughly three times that of Case 2 
due to more significant temperature differences. 

Therefore the temperature gradient, RΔT/δ, defined as the ratio of 
thermocline temperature difference to thermocline thickness, is 
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proposed in this study. RΔT/δ can be used to guide the selection of suit-
able grid sizes for 1D models. For a higher calculation accuracy, the 
recommended grid sizes are summarized as follows, depending on RΔT/δ:  

1) A grid size of 0.1 m is recommended when RΔT/δ is lower than 5 K/m.  
2) A grid size of 0.06 m is recommended when RΔT/δ is between 5 and 7 

K/m.  
3) A grid size of 0.04 m is recommended when RΔT/δ is larger than 7 K/ 

m. 

It is shown that a higher temperature gradient of the thermocline 
requires a smaller grid size, in other words, a higher number of grid 
points in the 1D models. The explanation is that a higher temperature 
gradient means larger temperature difference and/or a smaller thickness 
of the thermocline. In order to capture the temperature change in a small 

distance, a smaller grid size is needed. However, the grid shall not be too 
coarse or too fine, because a coarser grid will sacrifice the calculation 
accuracy, while an unnecessarily finer grid will significantly increase the 
computational cost. The recommended grid sizes aim to keep a balance 
between these factors. 

4. Application 

The appropriate grid size for different heights is chosen by analyzing 
yearly thermocline conditions to thoroughly verify the conclusions 
based on the grid size estimation obtained from the 3D model calcula-
tion. Then the improvement of model accuracy under the grid size 
correction is demonstrated using TRNSYS Type 343. 
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4.1. Grid size determination based on yearly thermocline characteristics 

Fig. 11 shows the development of thermocline temperature differ-
ence and thermocline positions of the Dronnonglund PTES in 2017, 
where the thermocline thickness is highlighted with slashes. It reveals 
that the temperature difference increases sharply from March to May 
and decreases slowly from May to June since hot water is charged from 
the top diffuser. During this period, the thermocline is located above 13 
m. From July to August, with the continuous charging, the temperature 
difference inside the PTES gradually decreases, resulting in a downward 
movement of the thermocline. Beginning in September, the dominant 
process turns to the discharge process, with low-temperature water 
entering from the bottom diffuser. In this case, the thermocline position 
moves upward, and the thermocline thickness gets smaller. Moreover, 
during the period end of October through early November, cold water of 
about 20 ◦C enters from the bottom diffuser at night, resulting in a rapid 
drop in the bottom water temperature. 

Furthermore, the annual variation of RΔT/δ (shown in Fig. 12) is 
calculated based on the annual thermocline temperature difference and 
thermocline thickness. Fig. 12 demonstrated that RΔT/δ is greater than 7 
in zone 1 and 2. Meanwhile, the thermocline is located above 13 m, 
according to Fig. 11. In addition, RΔT/δ is between 5 and 7 for zone 3 and 
4, with the thermocline located between 9 m and 15 m. Except for these 
zones, the RΔT/δ is less than 5. Therefore, the grid size required for 
different heights for the 1D model can be summarized in Table 3 ac-
cording to the recommended grid size for RΔT/δ proposed in section 
3.2.5. In this context, PTES temperature distribution and charged/dis-
charged energy quantities are expected to be more accurate. 

4.2. Improvement of TRNSYS type 343 

A TRNSYS model Type 343 was developed for PTES and verified with 
the measurement of the Dronninglund PTES [20]. The grid size of the 
model is further improved by implementing the aforementioned rec-
ommendations. Calculations for different grid size distributions (listed 
in Table 4) were performed using Type 343. Furthermore, the MIX 
number and charge/discharge energy are used to examine the advantage 
of the recommended grid size in terms of calculation accuracy and time. 

4.2.1. MIX number 
The MIX number was calculated according to Eq. (14) and (15) [55]. 

MIX =
Mstratified

E − Mexp
E

Mstratified
E − Mfully− mixed

E
(14)  

Mexp
E =

∑n

i=1
zi •

(
ρi • Vi • cp • Ti

)
(15)  

where ME
stratified represents the energy momentum for perfectly stratified 

conditions and ME
fully− mixed represents the energy momentum for thor-

oughly mixed conditions. ME
exp is calculated based on actual temperature 

distribution inside PTES. For calculating the MIX, the moment of energy 
must be calculated for each of the nodes in the PTES [53]. Therefore MIX 
number can indirectly reflect the PTES temperature calculation 
accuracy. 

Fig. 13 exhibits the development of the MIX number of the Dron-
ninglund PTES from 2015 to 2017. As depicted in this Figure, the MIX 
number using 20 nodes over three years deviates significantly in March 
and from June to August. With decreasing the node size to 0.1 m (i.e., 
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Table 3 
Recommended grid size for different height.  

Height from PTES bottom (m) Grid size (m) 

13–16  0.04 
9–13  0.06 
0–9  0.1  

Table 4 
Grid size distributions.  

Total nodes 
number 

Node size distribution 

400 0.04 m from bottom to top 

226 
0.04 m from 13 m to 16 m; 0.06 m from 9 m to 13 m; 0.1 m from 
0 m to 9 m; 

160 0.1 m from bottom to top 
20 PTES is divided into 20 equal volumes  
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160 nodes in total), the difference in MIX number between the mea-
surement and the calculation is getting smaller. According to the rec-
ommended node sizes, further reducing the node size for positions above 
9 m inside the PTES (i.e., 226 nodes in total), an improvement of the MIX 
number of 0.01 can still be observed. However, reducing the node size to 
0.04 m (i.e., 400 nodes in total) seems to have the same calculation 
accuracy as the recommended node sizes. 

Reducing the grid size can improve the calculation accuracy for two 
reasons. One of the reasons is that as the grid size decreases, temperature 
distribution can be captured at large RΔT/δ, allowing accurate heat 
transfer calculation between adjacent nodes. Another reason is related 
to how Type 343 calculates the temperature of the inlet node. As shown 
in Eq. (14), the temperature of the node at the inlet in a time step de-
pends on the inlet mass flow rate and the mass content of the node. A 
false numerical diffusion will be introduced in the calculation, and the 
magnitude of the false diffusion decreases with a decrease in grid size 
(layer volume). When charging with a significant mass flow rate of 
higher temperature from June to August, the false numerical diffusion 
overestimates the mixing effect with a large grid size (20 nodes), 
resulting in an overestimated MIX number. A decrease in the grid size 
will significantly improve prediction accuracy for the MIX number. 

Tn,i+1 = minletTinlet
/

mn +
(
(mn − minlet)*Tn,i

)/
mn (14) 

Table 5 shows the model accuracy assessed by RMSD of the MIX 
number and the calculation time used for the one-year simulation. This 
highlights that reduction of RMSD is significant using the recommended 
grid size distribution (i.e., 226 nodes in total), and it can reach 43 %, 37 
%, and 11 % for 2015, 2016, and 2017 respectively. Moreover, refine-
ment of grid size with the same size along the PTES height does not 
necessarily lead to desired results, increasing computation time. 

4.2.2. Charge/discharge energy 
When planning a solar district heating system with PTES, energy 

flow is another critical factor influencing the selection of auxiliary en-
ergy units [13]. Fig. 14 shows the monthly charge/discharge energy 
with different node numbers compared to the measurement. Therein, 
the positive values present the charge energy, whereas the negative 
values present the discharge energy. Note that the relative deviation 
ratio for charge and discharge energy compared to measurement follows 
Eq. (16) and (17). 

ϑch =
(
Ech,meas − Ech,calc

)/
Ech,meas (16)  

ϑdisch =
(
Edisch,meas − Edisch,calc

)/
Edisch,meas (17) 

As depicted in Fig. 14, the maximum relative deviation ratio of 
monthly charged/discharged energy in these three years can be reduced 
to less than 5 % by increasing the node number. Remarkably, node 
number 226 also outperforms node numbers 160 and 400 in monthly 
energy flow, as it is discovered that in some months. For example, in 
February and December 2016, as well as March and November 2017, the 
calculation deviations of node numbers 160 and 400 are higher than that 
of node number 226. 

Overall, the recommended grid size has significantly improved the 
calculation accuracy of TRNSYS Type 343 in terms of PTES temperature 
distribution and energy quantities, proving the reliability of the pro-
posed grid size selection based on RΔT/δ. However, there is still a small 
difference between the measurement and the improved model, which 
can be further reduced by considering the inlet mixing effect. 

5. Conclusion 

This study developed a full-scale 3D CFD model of PTES including 
water and soil regions. The proposed CFD model was calibrated using 
measurements of the Dronninglund PTES. The CFD model was used to 
determine the optimal grid size for the 1D PTES model. The influence of 
grid size on the prediction accuracy of the 1D PTES model was exam-
ined. The major conclusions are summarized as follows: 

1) The difference between the measured and the calculated tempera-
tures for the soil and water region is less than 2 K and 1 K, respec-
tively. In addition, the energy flow is in good agreement with the 
measurements, with a maximum temperature difference of 3 K and a 
maximum mass flow rate difference of 10 kg/m3 between 
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Fig. 13. Development of calculated and measured MIX number 2015–2017.  

Table 5 
Model accuracy and calculation time under different grid size distribution.  

Total node 
number 

RMSD 
(2015) 

RMSD 
(2016) 

RMSD 
(2017) 

Calculation time/ 
per year 

400 0.0339 0.0381 0.0475 68 min 
226 0.0288 0.0395 0.0326 26 min 
160 0.0369 0.0366 0.0510 14 min 
20 0.0505 0.0631 0.0368 3.5 min  
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measurements and CFD calculation. Therefore, the accuracy of the 
3D model is considered acceptable. 

2) Grid size in the horizontal directions has a negligible effect on tem-
perature distribution prediction, but the vertical grid size has a 
considerable impact. For cases with significant temperature differ-
ences within a thinner thermocline thickness, the reduction in RMSD 
can reach 50 % by reducing the grid size. The temperature gradient 
of the thermocline RΔT/δ is proposed as a criterion to guide the grid 
size selection for 1D multi-node models.  

3) An optimal grid size distribution was determined by analyzing the 
dynamic variation characteristics of the thermocline throughout the 
year. A three-year simulation was performed on a multi-node model 
TRNSYS Type 343 to verify the reliability of choosing the appro-
priate grid size distribution using RΔT/δ. The calculation accuracy 
using the appropriate grid size distribution is superior to other grid 
size distributions in both temperature distribution and energy flow. 
The RMSD reduction in MIX numbers in 2015, 2016, and 2017 can 
reach 43 %, 37 %, and 11 %, respectively. Moreover, the monthly 
charge/discharge energy deviation ratio can be reduced to less than 
5 %. 

Further, two aspects are proposed for future work:  

i) Aside from the influence of grid size analyzed above, the mixing 
effect around the diffusers caused by inlet jet flow should also be 
investigated.  

ii) Despite the model's ability to predict soil temperature, the influence 
of groundwater on the heat loss of the PTES remains unknown. The 
CFD model could be used to develop a simplified 1D PTES model 
considering the influence of groundwater. 
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Fig. 14. Monthly charge/discharge energy under different node sizes compared 
with measurement. 
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