
 
 
General rights 
Copyright and moral rights for the publications made accessible in the public portal are retained by the authors and/or other copyright 
owners and it is a condition of accessing publications that users recognise and abide by the legal requirements associated with these rights. 
 

 Users may download and print one copy of any publication from the public portal for the purpose of private study or research. 

 You may not further distribute the material or use it for any profit-making activity or commercial gain 

 You may freely distribute the URL identifying the publication in the public portal 
 
If you believe that this document breaches copyright please contact us providing details, and we will remove access to the work immediately 
and investigate your claim. 
  
 

   

 

 

Downloaded from orbit.dtu.dk on: Mar 13, 2024

Gaining Insight into the Electrochemical Interface Dynamics in an Organic Redox Flow
Battery with a Kinetic Monte Carlo Approach

Yu, Jia; Shukla, Garima; Fornari, Rocco Peter; Arcelus, Oier; Shodiev, Abbos; de Silva, Piotr; Franco,
Alejandro A.

Published in:
Small

Link to article, DOI:
10.1002/smll.202107720

Publication date:
2022

Document Version
Publisher's PDF, also known as Version of record

Link back to DTU Orbit

Citation (APA):
Yu, J., Shukla, G., Fornari, R. P., Arcelus, O., Shodiev, A., de Silva, P., & Franco, A. A. (2022). Gaining Insight
into the Electrochemical Interface Dynamics in an Organic Redox Flow Battery with a Kinetic Monte Carlo
Approach. Small, 18(43), Article 2107720. https://doi.org/10.1002/smll.202107720

https://doi.org/10.1002/smll.202107720
https://orbit.dtu.dk/en/publications/49397cd7-d1f9-4734-8c2a-87993efa0a4d
https://doi.org/10.1002/smll.202107720


2107720  (1 of 13) © 2022 The Authors. Small published by Wiley-VCH GmbH

www.small-journal.com

Gaining Insight into the Electrochemical Interface 
Dynamics in an Organic Redox Flow Battery with a Kinetic 
Monte Carlo Approach
Jia Yu, Garima Shukla, Rocco Peter Fornari, Oier Arcelus, Abbos Shodiev, Piotr de Silva, 
and Alejandro A. Franco*

DOI: 10.1002/smll.202107720

field. The available solution is developing 
an efficient, economical, and environmen-
tally friendly large-scale energy storage 
device to balance the production and 
demand of electricity. The redox flow bat-
tery (RFB) system is a promising candi-
date among all the energy storage devices 
due to its relatively low cost, high energy 
efficiency, and feasibility for large-scale 
energy storage applications.

To date, vanadium-based redox flow 
batteries (VRFB) are among the most 
reliable RFB technologies due to their 
limited cross-contamination effect and 
relatively large power output. Moreover, 
the electrolyte of a VRFB shows limited 
aging, which is the main reason for its 
high capacity retention rate.[1,2] How-
ever, compared with the E.U. cost target 
(150 € kW h−1),[3] a VRFB system remains 
relatively expensive (≈400 € kW h−1 for 
2  kW-class facilities)[4,5] due to the cost 
of the ion exchange membrane and raw 
materials. Meanwhile, vanadium mining 
and production lead to soil pollution and 
a toxic impact on plants, animals, and 

humans around the mining sites.[6] Therefore, organic redox 
flow batteries (ORFBs) have attracted much attention due to 
the significantly faster redox kinetics, the ability to tune elec-
trochemical properties through organic synthesis, and the low 

Finding low-cost and nontoxic redox couples for organic redox flow batteries 
is challenging due to unrevealed reaction mechanisms and side reactions. 
In this study, a 3D kinetic Monte Carlo model to study the electrode-anolyte 
interface of a methyl viologen-based organic redox flow battery is presented. 
This model captures various electrode processes, such as ionic displacement 
and degradation of active materials. The workflow consists of input param-
eters obtained from density functional theory calculations, a kinetic Monte 
Carlo algorithm to simulate the discharging process, and an electric double 
layer model to account for the electric field distribution near the electrode sur-
face. Galvanostatic discharge is simulated at different anolyte concentrations 
and input current densities, which demonstrate that the model captured the 
formation of the electrical double layer due to ionic transport. The simulated 
electrochemical kinetics (potential, charge density) are found to be in agree-
ment with the Nernst equation and the obtained EDL structure corresponded 
with published molecular dynamics results. The model’s flexibility allows 
further applications of simulating the behavior of different redox couples and 
makes it possible to consider other molecular-scale phenomena. This study 
paves the way for computational screening of active species by assessing 
their potential kinetics in electrochemical environments.
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1. Introduction

Storing electricity at off-peak hours to feed the power grid at on-
peak hours is a fundamental problem for the renewable energy 

Small 2022, 18, 2107720

 16136829, 2022, 43, D
ow

nloaded from
 https://onlinelibrary.w

iley.com
/doi/10.1002/sm

ll.202107720 by D
anish T

echnical K
now

ledge, W
iley O

nline L
ibrary on [14/11/2022]. See the T

erm
s and C

onditions (https://onlinelibrary.w
iley.com

/term
s-and-conditions) on W

iley O
nline L

ibrary for rules of use; O
A

 articles are governed by the applicable C
reative C

om
m

ons L
icense

http://crossmark.crossref.org/dialog/?doi=10.1002%2Fsmll.202107720&domain=pdf&date_stamp=2022-07-15


2107720  (2 of 13)

www.advancedsciencenews.com

© 2022 The Authors. Small published by Wiley-VCH GmbH

www.small-journal.com

production cost.[7] ORFBs can overcome the drawbacks of sev-
eral metal-based RFBs in the context of environmental sustain-
ability.[8] Furthermore, even if the long-term performance of 
ORFBs is not yet as good as VRFBs, their capital cost is still 
competitive in the long term.[8,9]

In the past decades, many promising organic molecules 
have been reported as redox-active material candidates for 
ORFBs, such as anthraquinone-based compounds,[10–15] 
alkoxybenzene-based compounds,[16–18] and 2,2,6,6-tetramethyl
piperidin-1-oxyl.[19–24] Recently, Liu et  al. developed a low-
cost aqueous ORFB using methyl viologen (MV, anolyte) and 
4-hydroxy-2,2,6,6-tetramethylpiperidin-1-oxyl (4-HO-TEMPO, 
catholyte) with a NaCl-based supporting electrolyte.[19] This 
newly reported redox couple demonstrates strong advantages, 
such as long-term cycling, low-cost raw materials, and an eco-
friendly aqueous electrolyte. The cell reaction can be described 
as follows

MV [4 HO TEMPO] MV 4 HO TEMPO· Discharge 2+ − −  → + − −+ + + �(1)

The electrochemical performance of the underlying reac-
tion mechanisms is heavily influenced by numerous side reac-
tions and interactions, including adsorption and desorption 
between the active material and the electrode, wherein the elec-
trode consists of carbon felt or carbon foam.[22,25–27] Thus, for 
the development of this technology, a deeper understanding of 
interfacial dynamics at the electrode–electrolyte interfaces of 
this complex system is crucial and highly reliant on computa-
tional simulations.

Most modeling studies on RFBs have reported computa-
tional approaches of metal-based redox couples,[28–34] yet very 
few reports study of redox-active organic molecules. At the 
molecular level, density functional theory (DFT) has been 
widely applied in screening redox couples due to the reason-
able computational cost and adequate accuracy.[35,36] Ding 
and Yu reported a comparison of electrochemical characteris-
tics between a series of quinone compounds via DFT calcula-
tions combined with experiments.[37] At the mesoscale level, Li 
developed a 3D model of a metal-free quinone-based organic–
inorganic RFB to investigate the impact of electrode thick-
ness on cell performance.[38] Zhang et al. developed a 3D Lat-
tice Boltzmann method model to study the role of the porous 
electrode microstructure in redox flow battery performance.[39] 
Nonetheless, the interactions between different phases and 
their impact on electrochemical kinetics are rarely discussed.

Numerous physical and chemical processes occur at the elec-
trode/electrolyte interface, including adsorption/desorption, 
electron transfer, chemical reaction, and mass transfer, which 
can be characterized as stochastic and complex, and cannot be 
directly linked to macroscale observables. To address this kind 
of problem, many researchers have adopted the kinetic Monte 
Carlo (kMC) computational approaches.[40–42] As a branch of the 
Monte Carlo method, kMC aims to tackle the dynamic prop-
erties of a system in addition to equilibrium characteristics, to 
solve complex problems using random numbers.[43] It has been 
well applied to computational chemistry and materials science 
during the past few decades due to its outstanding efficiency, 
simplicity, and versatility. For instance, Modak and Lust devel-
oped a kMC model to simulate the ion concentration profiles 

and the electric double layer (EDL) structure of a doped elec-
trode for a solid-oxide fuel cell, which were found to be iden-
tical to the predictions of the analytical model.[44] Methekar et 
al. applied kMC to investigate the heterogeneity of the passive 
solid-electrolyte-interface formation in a graphite anode.[41]

To further investigate the electrode kinetics of organic redox 
flow batteries, this study reports a novel kMC model combined 
with the DFT and EDL approach to further investigate the elec-
trochemical behavior at the electrode-anolyte interface of an 
MV-based aqueous ORFB system (Figure 1).

2. Model Description

The in house kMC model that we developed in this study imple-
ments the so-called variable step size method (VSSM), one of 
the most frequently applied kMC methods.[45,46] The VSSM 
model is coupled with an EDL approach to explicitly solve the 
electrical field distribution inside the EDL region. The logic 
flow of the in-house VSSM model is listed as follows (Figure 2):

1.	 The VSSM model is coupled with an EDL approach to explic-
itly solve the electrical field distribution inside the EDL 
region. The logic flow of our in house VSSM model is as fol-
lows (Figure 2);

2.	Define an initial state of the system and input conditions 
(anolyte concentration, input current densities…);

3.	Search for all the possible events for the current state and 
calculate the rate, ki, of each event i;

4.	 Generate the first random number, ρ1, to choose a possible 
event;

5.	Generate the second random number, ρ2, and update the 
simulation clock by adding a time step, Δt;

6.	Execute the chosen event, update the system configuration 
accordingly and calculate the electrode charge density, σ;

7.	 Solve the EDL model to obtain the electric field distribution 
inside the EDL region;

8.	Check if the system meets the cut-off condition or not. If not, 
pass to step 8). If so, terminate the simulation;

9.	Update the kinetics for different events and restart the kMC 
algorithm with the new kinetics.

2.1. General Assumptions and Model Setup

In this study, the kMC model has been developed with an “on-
lattice” approach for the electrode/anolyte system under the 
following assumptions: i) the system is simulated under iso-
thermal conditions, and temperature fluctuations are not taken 
into consideration, ii) the electrode surface of the redox flow 
battery system is considered flat at the simulation scale, iii) the 
cross-over of redox-active molecules and ions at the membrane 
is not considered, iv) the catholyte side is assumed to be 4-HO-
TEMPO, reacting symmetrically, as the anolyte side, and v) the 
thickness of the EDL region is considered to be much lower 
than that of the hydrodynamic boundary layer. Our target pro-
cess is the discharge of MV+ anolyte. Additionally, the motion 
of the molecule and the disproportionation of (MV2)2+ are con-
sidered explicitly on the 3D lattice.

Small 2022, 18, 2107720
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Furthermore, the unit grid size of the kMC model consists 
of cubic meshes of edge length 8  Å, which has been selected 
to mimic the size of the solvated methyl viologen molecule. 
The solvated MV+⋅, MV2+, MV0, and Cl− are represented as 
hard spherical entities on the simulation grid, and their spe-
cific conformations have been neglected. The size difference 
between methyl viologen species and chloride ions is not con-
sidered in the mesh since the total number of grid unit cells 
is large enough to achieve the target concentration. However, 
the respective sizes of the molecules and ions are taken into 
consideration when performing calculations. The solvent is 
represented as a continuum and not in an explicit manner. The 
impact of solvent on the ionic motion of the charged species is 
captured by considering the Frumkin effect, as discussed in the 
Supporting Information S1.

The anolyte flow is assumed to be continuously renewed 
along the z-axis direction during operation, and the back-flow 
is neglected. In the z-axis direction, the simulation box is sepa-
rated into two sections, the compact layer and the diffuse layer, 
regarding the EDL structure. Due to the grid size limitation, 
the Inner Helmholtz layer and the Outer Helmholtz layer are 
not differentiated in the compact layer whose thickness is set to 
8 Å, i.e., one grid unit size, and the rest of the simulation box 
represents the diffuse layer. The electrode surface is located on 
the top of the simulation box, as shown in Figure 3.

The length of the simulation box is set to be the Debye 
length calculated through Equation (2)

D
0 DL B

0
2

L
k T

c z e
i

i
i∑

ε ε
( )

=
� (2)

Where, ε0 and εDL are the permittivity of vacuum and the 
relative permittivity of the anolyte, respectively. kB is the Boltz-
mann constant, and T is the absolute temperature. 0ci  and zi are 
the concentration and the valence, respectively, of the ionic spe-
cies i, and e is the elementary charge.

The mass transport within the bulk solution is only driven 
by diffusion, since the length of the simulation box covers 
the EDL, which is assumed to be the boundary for migration. 

Additionally, the convection flux has been ignored because the 
scale of the model is smaller than the boundary layer thick-
ness of fluid dynamics (the latter estimated to be in the micro-
metric scale).[47] We assume the bottom layer to be the transi-
tion between the EDL region and the bulk anolyte, where the 
concentrations of each species are maintained as the bulk value 
and the charge neutrality is ensured, while the electrical field 
also drives the ionic motion. Unlike a macroscopic solution 
system, neutrality and mass conservation inside the EDL region 
are no longer respected.[48] Periodic boundary conditions are 
applied at the lateral borders (x-axis and y-axis).

2.2. EDL Approach

To include the electrochemical behavior in the simula-
tion, we implemented an EDL approach in our kMC model, 
which is solved at each iteration of the kMC algorithm. The 
classic Gouy–Chapman–Stern theory was adapted in our EDL 
model,[49] which consists of a compact layer filled by solvent 
molecules and ions, which may or may not be adsorbed, and a 
diffuse layer where the concentration of the oppositely charged 
ions decreases along with the distance from the surface. The 
geometrical structure of the EDL is shown in Figure 4.

The electrostatic potential of the rigid electrode surface, ϕ, is 
calculated by the sum of the electrostatic potential outside the 
compact layer, ΦL, i.e., the potential at the interface between the 
compact layer and the diffuse layer, and the potential drop, η, 
between the electrode and the anolyte (Equation (3))[50]

Lϕ φ η= + � (3)

2.2.1. Compact Layer Model

To calculate the potential drop through the compact layer, η, 
we consider it as the sum of two different potential drops, Δη1 
and Δη2. Δη1 is the potential drop related to the compact layer’s 
thickness and the charge density on the electrode surface σ. 

Small 2022, 18, 2107720

Figure 1.  The interface between the anolyte and electrode targeted in this modeling study.
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Δη2 is the potential drop related to the adsorbed species charge 
density, Γ, which is also a function of σ.

The charge density on the electrode surface, σ, is the accu-
mulated charge during the electrochemical process, expressed 
through the input current density, Jinp and the Faradaic current 
density, JFar, as shown in Equation (4)

inp FarJ J
t

σ
− = −

∂
∂

� (4)

JFar is generated by the oxidation reaction on the electrode sur-
face and calculated through Equation (5), where ΔQ is the total 
charge transferred by all the electrochemical reaction events, S is 
the electrode surface, and Δt is the total simulation time

FarJ
Q

S t
=

∆
∆ � (5)

The value of charge density on the electrode surface, σ, 
impacts both potential drops, Δη1 and Δη2, which then affect 

Small 2022, 18, 2107720

Figure 2.  Computational workflow behind our kMC – VSSM algorithm.
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the discharging kinetics as a parameter for the kinetic event 
rates. The first potential drop, Δη1, is expressed through 
Equation (6), where εCL is the relative electric permittivity of the 
compact layer

1
0 CL

dη σ
ε ε

∆ = � (6)

The second potential drop, Δη2, considers both the adsorbed 
water dipoles and the charge density of the adsorbed MV ion. 
Thus, Δη2 can be expressed as Equation (7)

2
0 DL

η σ
ε ε

( )∆ =
Γ

� (7)

where εDL is the relative electric permittivity of the diffuse layer. 
For the detailed calculation of the adsorbed species charge den-
sity, Γ(σ), please refer to the Supporting information S1.

By substituting the values of Δη1 and Δη2, we obtain the total 
potential drop through the compact layer, η, which impacts the 
electrochemical kinetics through the f(σ) term (Equation (8))

0 CL 0 DL

f F F
dσ α η α σ

ε ε
σ

ε ε
( ) ( )= = +

Γ





 � (8)

α is a prefactor representing the reaction’s equilibrium state, 
F is the Faraday constant, and f(σ) is an additional term incor-
porating the effective reorganization energy calculation, which 
is explained later in Equation (16).

2.2.2. Diffuse Layer Model

The calculation of the electric potential, φ, and the electric field, 
E, within the diffuse layer was carried out by integrating a 
solver for the Poisson equation within the kMC simulation. The 
Poisson equation is defined as

2

0 DL

φ ρ
ε ε

∇ = − � (9)

where ρ is the volume charge density.
The differential equation (Equation  (9)) is then solved 

using the finite difference method on a finer cubic grid with 
indices i, j, and k. It is composed of even subdivisions of the 
original kMC grid, such that the centers of particles in the orig-
inal grid always lie on top of the grid points used for solving 
Equation  (9). We approximate MV+⋅, MV2+⋅, and Cl− as point 
charges, defining the volume charge density as follows

1

r ez r r
i

N

i i∑ρ δ ( )( ) = −
=

� (10)

where δ is the Dirac delta function.
The boundary conditions employed for solving the Poisson 

equation in a simulation box with dimensions Lx, Ly, and Lz are 
as follows

– Dirichlet boundary conditions: φij0 = 0, simulating the refer-
ence potential at the bulk anolyte;

– Neumann boundary conditions: 
0 DLz

ijLz

φ σ
ε ε

∂
∂

= ;

– Periodic boundary conditions at i = j = 0: i = Lx, and j = Lx;

The discretization of Equation (10) leads to a system of linear 
equations, as shown below

·x bA = � (11)

where A is the coefficient matrix containing the linear relation-
ship between the electric potential and the charge density, x 
is a flattened vector containing the electric potential values at 
grid points i, j, and k, and b contains the information of the 
charge density and the boundary conditions. A direct solution 

Small 2022, 18, 2107720

Figure 3.  3D visualization of the simulation box and the initial configura-
tion of the molecules and ions. The pink, blue, and yellow pixels represent 
the grid units occupied by MV2+, MV+⋅, and Cl−, respectively.

Figure 4.  Schematic illustration of the EDL structure accounted for in our 
model. The thickness of the diffuse layer is L. The thickness of the com-
pact layer is d. Oriented water dipoles are indicated with arrows.
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by inversion of matrix A is possible; however, it is essential to 
realize that, by construction, matrix A  is sparse. We can then 
take full advantage of the SciPy[51] sparse solvers for an almost 
tenfold performance boost, which is critical, given that Equa-
tion (10) is going to be solved once per kMC iteration, and it is, 
therefore, essential to avoid significant bottlenecks.

By calculating the gradient of the electrical potential, φ, 
inside the diffuse layer, we obtain the following electrical field 
distribution at each grid node of the diffuse layer

, , , ,E i j k i j kφ= −∇( ) ( ) � (12)

2.3. Basic Events and Events Rate Calculations in the 
kMC Model

2.3.1. Hopping Event and Hopping Rate

The event of molecular displacement considered in this work is 
generated only by translation with a step size equaling the mesh 
size, and no overlapping in the grid is tolerated. The driving 
forces for the hopping event are diffusion and migration. All 
the considered species are assumed to be mobile except MV0, 
due to its insolubility.

The diffusion rate, Kdiff, is measured

diff
diffK

D

A
= � (13)

and the diffusion coefficient, Ddiff, is expressed by the Stokes–
Einstein equation as presented in Equation (14),

6
diff

BD
k T

riπµ
= � (14)

where µ is the dynamic viscosity of the anolyte, ri is the hydro-
dynamic radius of the considered species i, and A is the cross-
sectional surface area of the considered species.[52,53]

The Stokes–Einstein equation takes the dynamic viscosity of 
the anolyte and the size of the molecule into consideration. By 
substituting the corresponding values of MV+⋅ and MV2+, dif-
fusion coefficients of 5.05 × 10−6 cm2 s−1 are obtained, which is 
within the range of the experimental values for low concentra-
tion methyl viologen anolytes.[54]

The electrical field generated by the EDL structure influ-
ences the displacement of the concerned particles by migration. 
To include this mechanism, we describe the migration and the 
diffusion together by considering the initial diffusion rate as 
the hopping rate and adding the Arrhenius-type expression of 
the impact of electrical field on the jumping frequency of the 
species, as shown in Equation (15)

exphop diff
, ,

B

K aK
z er E

k T

i i x y z=
±







( )

� (15)

The numerator of the exponential term is the work done by 
the electrical field to generate the hopping event. The value of 
the electrical field E(x,y,z) in Equation  (15) corresponds to the 

position of each displaceable particle position on the simula-
tion grid. The “± ” sign depends on the charge of the concerned 
particle, the hopping direction, and the electrical field direction. 
For instance, when considering a hopping event along the elec-
trical field direction of a positively charged particle, the elec-
trical field assists the hopping event and increases the hopping 
rate. Furthermore, a hopping event in the opposite direction is 
unfavorable under the same electrical field, which reduces the 
hopping rate. Here, a is a proportionality factor to modulate the 
impact of the electrical field on the ionic displacement.

2.3.2. Electrochemical Reaction Rate

This work aims to study the electrochemical kinetics of the 
methyl viologen system. Our target electrochemical reaction 
involves the oxidation of MV+⋅, which only occurs within the 
electronic tunneling distance, as shown in Figure  3. Eyring’s 
expression from the transition-state theory describes the redox 
reaction kinetics through the activation energy Ea.

In our case, the electron transfer takes place in the solution. 
Thus, we consider the reorganization energy, Eλ, from Marcus–
Hush theory,[55,56] which captures the free energy barrier of the 
electron transfer in the anolyte as the energy barrier for the 
electron transfer process. Furthermore, previous work by our 
group demonstrated that the value of Eλ needed to be corrected 
by adding the f(σ) term (Equation  (8)),[46,57,58] which is a func-
tion to consider the impact of the electrode surface charge den-
sity, σ, on the electrochemical reactions. After the correction, 
the electrochemical reaction rate is expressed as

expdis 0
BK

k T

h

E f

RT



κ
σ( )

=
−






λ

� (16)

where κ0 stands for the vibrational frequency of the transition 
state, h and R are the Planck constant and the ideal gas con-
stant, respectively, and − Eλ ∓ f(σ) is the effective reorganization 
energy, where the sign depends on whether the occurring reac-
tion is oxidation or reduction.

The reorganization energy, Eλ, it is usually partitioned 
into inner-sphere and outer-sphere components, such that  
Eλ  = λo  + λi. The outer-sphere reorganization energy, λo, 
accounts for the change in polarization of the solvent mole-
cules, which has little dependence on the molecular shape and 
internal degrees of freedom.[59] Hence, it can be assumed to be 
independent of the specific geometry of the species undergoing 
the electrochemical reaction,[60] and can be approximated by

8
1 1 1 1

2
o

opt st

q

r di

λ
π ε ε

= −








 −







 � (17)

Where d represents the electron tunneling distance, consid-
ered as the distance between the species and the electrode in 
the model. εopt and εst are, respectively, the optical and the static 
dielectric constant of the anolyte solution, where the latter is 
assumed to be the same value as the dielectric constant of the 
bulk solution.[59]

The inner-sphere or internal component, λi, reflects the 
energy relaxation associated with the changes in the internal 

Small 2022, 18, 2107720
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molecular geometry that accompany the electron transfer, 
which is the main chemistry-specific parameter entering the 
reaction rate expression. λi is calculated using DFT, with the 
conventional four-point approach, as the average of the reor-
ganization energies of the reactant (R) and product (P)

1

2

1

2
, , , ,E R P E R R E P R E P Pi R Pλ λ λ [ ]( ) ( ) ( ) ( ) ( )= + = − + − � (18)

where E(R,R) and E(P,P) are the geometry-optimized energies 
of the two species and the other two are single-point energies at 
the geometry of the other species. All energies were calculated 
with Q-Chem 5.2[61] at the B3LYP-D3BJ/6-31+G** level of theory 
with the conductor-like polarizable continuum model (C-PCM) 
implicit solvation model[62] using the relative permittivity of 
water ( H O2ε  = 78.39).

The four energies used for obtaining λi  = 0.263  eV for the 
redox reaction MV+⋅ ⇄ MV2+ + e− are represented by the black 
dots in Figure 5, where the optimized geometries of the two 
species are also shown.

By combining the results from Equations  (17) and  (18), we 
obtained the total reorganization energies based on the electron 
tunneling distance, presented in Figure 6. As the electron tun-
neling distance expands, the reorganization energy increases 
rapidly and stabilizes after 3 nm. Thus, the electron tunneling 
limit is set at 3.2 nm in our model, which is the length of four 
lattice units.

2.3.3. Dimerization Event and Disproportionation Rate

According to Hu et al.,[22] the capacity loss of the MV-based 
anolyte is believed to be mainly caused by dimerization fol-

lowed by disproportionation. In general, the formation of 
dimers and some trimers has been observed in low concentra-
tion anolytes (0.1 m). At high concentrations, 1 m or higher, it is 
reasonable to expect the formation of polymers.[64] These aggre-
gation processes are generally reversible, but when two MV+⋅ 
radicals dimerize, the following disproportionation reaction can 
occur

MV MV MV MV

MV MV

( )
( )

( ) →←   →

 → + ↓

+ + +

+

2 · dimeriz.
2

2 disprop. 2 0

dissol. 2 0 �
(19)

The main product of dimerization is the singlet dimer, 
(MV2)2+, where the unpaired electrons of two MV+⋅ are paired.[65] 
In the second reaction, one electron is transferred between the 
two molecules, generating a charge-separated dimer that sub-
sequently dissociates into MV2+ and MV0, where the latter is 
insoluble and precipitates out, causing capacity degradation.[26] 
Even though the thermodynamics favors the dimer’s dissolu-
tion forming two MV+⋅ rather than the disproportionation,[66] 
the precipitation of MV0 shifts the reaction to the right and 
causes capacity loss over long time scales. Since the dispropor-
tionation event has a much slower kinetics compared to the 
dimerization process, it is the dominant event in the degrada-
tion process.

Disproportionation is also included in our model to simu-
late the degradation of the target ORFB system. A degradation 
event is said to occur only when two MV+∙ are located in neigh-
boring grid units. If the disproportionation event is chosen, the 
dimer is assumed to decompose immediately and form MV2+ 
and MV0. The degradation kinetics is described by a rate con-
stant, Kdispr (Equation (20)), calculated by the Eyring equation

expdispr 0
B

dispr.

K
k T

h RT
iκ λ

=
−









�
(20)

The parameter determining the disproportionation kinetics 
is the internal reorganization energy, dispr.

iλ   = 0.640  eV of the 
reaction ( ) ( )2

2 disprop. 2 0MV MV MV → ++ + , which was computed 
with the four-point approach using Equation (18). Both the reac-
tant and product dimers were optimized with Q-Chem 5.2[61] 
at the B3LYP-D3BJ/6-31+G** level of theory with C-PCM in 
water.[62] The two energies of the charge-separated product 
dimer were computed with the constrained DFT method where 
the charge +2 is enforced on one of the molecules.[67] The 
energies and optimized structures of the reactant and product 
dimers are shown in Figure 7.

2.4. Computational Details

The in-house kMC model was fully coded in the Python 3 pro-
gramming language. All the simulations were carried out in an 
eight-core Intel i7 workstation. The calculation time depends 
on the concentration in the target system, which varies from 5 
days to a week. Further details of the parameter values are pro-
vided in the Supporting Information S2.

The model was tested under galvanostatic conditions with 
different anolyte concentrations and input current densities. At 

Small 2022, 18, 2107720

Figure 5.  Illustration of the reorganization energy calculation along the 
reaction coordinate of the redox process MV+∙ ⇄ MV2+ + e−. The black 
dots are the energies of the two redox forms of methyl viologen, MV+∙ 
and MV2+, at their optimized geometries and at the geometry of the other 
form (all energies are relative to E(P,P)). The parabolae are just for illus-
tration purposes and are not the computed potential energy surfaces.
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the initial phase, the system is assumed to be in a steady state 
where the electrode potential equals the standard electrode 
potential of MV (−0.45 V vs SHE), and all the ions are randomly 
arranged in the grid. Then, the simulation is launched with the 
initial electrode potential and an imposed current density, Jinp 
(cf. Figure 3).

3. Results and Discussions

The model was first tested under the anolyte concentra-
tions of 1.0 m, with a constant input current density of 

Jinp  = 50  mA cm−2. The results of the galvanostatic simula-
tions are presented in Figure 8. The corresponding discharge 
video is available in the Supporting Information. In the first 
few nanoseconds of discharge, which is hereafter referred to 
as the activation state of discharge, the system is dominated 
by electrochemical reactions due to the significant reaction rate 
and all the MV+∙ available within the tunneling distance acces-
sible for discharge. Along with the electrochemical reaction 
events, electrons transfer from the active material, MV+∙, to 
the electrode, and negative charges start to accumulate on the 
electrode surface, leading to an acute increase in the electrode 
potential, and a drop in the electrode charge density, as shown 
in Figure 8a,c.

The accumulated negative charge also negatively impacts 
the electron transfer rate, as indicated in Equations (6), (7), and 
(16). Furthermore, as the discharge continues, the accumulated 
negative charges on the electrode attract positively charged spe-
cies. Due to the electrosorption, less accessible grid units are 
left inside the tunneling distance. The limited number of avail-
able sites takes the volume limitation into account. For MV+∙ 
present outside the tunneling distance, no electrochemical 
reaction occurs until they reach the electrode. Due to these 
two reasons, the discharging process slows down, leading to 
a steady-state system dominated by ionic displacement, where 
the displaceable species, MV+∙, MV2+, and Cl−, start to redis-
tribute in the electrical double layer range under the impact of 
the electrostatic field generated by the electrochemical reaction.

Figure 8b demonstrates the concentration evolution of each 
species during the discharging process. The concentration of 
MV+∙, MV2+, and Cl− reach a steady level after the activation 
state of the model. However, in the considered degradation 
event, the precipitation of MV0 is insignificant; the relatively 
high organization energy leads to a low disproportionation 
rate. While the difference in the organization energy between 
the electron transfer event and the disproportionation event is 
less than 0.4  eV, the resulting kinetic rate difference is in the 
magnitude of 107. From Equations (16) and (20), we obtained an 
electron transfer rate of Kdis = 1.44 × 109 s−1 at the beginning of 
discharge and a disproportionation rate of Kdispr = 93 s−1. Thus, 
the disproportionation event is almost neglected in the com-
piled rate list of the kMC algorithm. Therefore, even though 
the dimerization followed by disproportionation is the gener-
ally acknowledged degradation mechanism for viologen com-
pounds, the slow kinetics of disproportionation estimated from 
DFT suggests capacity fade over longer time scales than the 
ones addressed by our model.

The increasing value of the electrode charge density during 
the discharge process was also found to influence the EDL 
structure. Figure 9a–d shows the negative and positive charge 
density profiles along the z-axis during the discharge process, 
which are obtained from the post analysis of the simulation 
grid. The positive curve (red) considers the charge density at 
each layer provided by MV+∙ and MV2+, while the negative curve 
(black) considers only the charge density at each layer provided 
by the Cl−. The blue shaded area on the x-axis is the net charge 
density profile, obtained from the sum of the positive and 
negative charges. The video of charge density profile evolution 
during the discharge process is also provided in the Supporting 
Information.

Small 2022, 18, 2107720

Figure 6.  Reorganization energy, Eλ, calculated with the sum of 
Equations (17) and (18) for six data points, using εst  = 72ε0 for the bulk 
anolyte permittivity,[63] and εopt = 6.2ε0 for the compact layer permittivity.[57]

Figure 7.  Illustration of the reorganization energy calculation along 
the reaction coordinate of the disproportionation process (MV2)2+  → 
MV2++MV0. The black dots are the energies of the two dimers (MV2)2+ 
and (MV2+ + MV0) at their optimized geometries and the geometry of the 
other form (all energies are relative to E(R,R)). The parabolae are just for 
illustration purposes and are not the computed potential energy surfaces.
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Unlike the classic continuum Gouy–Chapman model, where 
the charge density profile decreases continuously and sharply, 
an intense charge oscillation between the positively and neg
atively charged ions is observed (Figure  9b), which was also 
reported in Molecular Dynamics (MD) simulations.[68] This 
oscillation is due to the explicit description of charged ions in 
the lattice. When the discharge starts, many MV2+ are produced 
from electron transfer. The opposite charge accumulated on the 
electrode attracts the MV2+; thus, it stays close to the electrode 
surface and forms a compact layer. As the discharge proceeds, 
the electrical field becomes more intense and homogeneously 
distributed across the EDL section, forming the entire EDL 
structure. The intensity of the charge density profile decreases 
progressively till the end of the EDL, i.e., the simulation box, as 
shown in Figure  9d. Unlike the MD simulation, where mole-
cules and ions motion have no voxel limitations, the charge 
density profile obtained from this study oscillates regularly 
based on the grid unit size. Due to the volume limitation of 
the simulation box, the number of chemical species is limited; 
thus, the compact layer does not demonstrate the typical high 
charge density profile.

The model was then used to study the discharge behavior 
at five different anolyte concentrations (0.1 m, 0.25 m, 0.5 m, 
0.75 m, and 1.0 m) with the same input current densities 
(50  mA cm−2). The evolution of the electrode charge density 
and potential under different concentrations are shown in 
Figure 10a,b, respectively. When the active material concentra-
tion decreases, the amount of MV+∙ that discharges within the 
tunneling distance decreases, leading to a milder increase in 
potential at the activation stage. On the other side, the available 
sites near the electrode surface can more easily be saturated by 
the active species, allowing the system to reach the steady state 
faster.

Regarding the EDL structure at the steady state, the charge 
density in the compact layer is limited by the volume limita-
tion, while the charge density at the boundary between the EDL 
and the bulk anolyte is limited by the input anolyte concentra-
tion. As the concentration decreases, the EDL thickness (simu-
lation box) increases, as expressed in Equation  (2). Thus, the 
EDL structure becomes less compact due to the concentration 
difference between the electrode surface and the bulk anolyte. 
The charge density profiles at the steady-state of the simulation 

Small 2022, 18, 2107720

Figure 8.  Galvanostatic discharge simulations with an MV concentration of 1.0 m and input current density Jinp = 50 mA cm−2. a) electrode potential; 
b) concentration of different species; c) electrode charge density; d) illustration of the entire simulation box without the electrode on the top at the 
steady-state with t = 285.62 ns.
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with different anolyte concentrations are provided in Figure S1 
of the Supporting Information.

The impact of different input current densities was also 
studied with our model. We expanded our simulation conditions 

Small 2022, 18, 2107720

Figure 9.  Calculated charge density profiles in the simulation grid during the discharge process. The red and black lines represent the positive charge 
density and the absolute value of the negative charge density at each layer, respectively. The blue dashed line represents the absolute charge density of 
positive/negative species in the bulk anolyte. The thickness range of the compact and diffuse layers are also indicated.
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to a combination of five anolyte concentrations (0.1 m, 0.25 m, 
0.5 m, 0.75 m, and 1.0 m) and four input current densities (50, 
100, 150, 200  mA cm−2). The final steady-state potential was 
extracted and plotted in Figure 11. Due to the stochasticity of 
ion displacement, the potential was seen to fluctuate around 
a certain value. Thus, we took the average value of the poten-
tial after the system entered the steady state. As calculated in 
Equation  (4), the increase of input current density leads to 
the increase in the absolute value of the charge density, which 
reduces the final steady-state electrode potential (Equation (9)). 
As shown in the chart, a higher concentration leads to a lower 
steady-state potential, which is in agreement with the Nernst 
equation. On the contrary, the model is not sensitive enough in 
terms of the input current density, which can be attributed to 
the neglected electrolyte resistance.

4. Conclusion

In this work, we presented our novel kMC model with a molec-
ular-scale resolution of the galvanostatic discharging process of 
a methyl viologen anode system to study the underlying interfa-
cial dynamics with a molecular-scale resolution. The kMC algo-
rithm tackles the interfacial electrochemical kinetics with input 
parameters obtained from DFT calculations, while the EDL 
model simulates the electrostatic impact on the discharging 
behavior.

Our model simulates three electrode processes: ionic motion, 
electrochemical reaction, and degradation. The ionic motion 
event rate is calculated dynamically by considering the impact 
of electric field distribution. The electrochemical reaction rate 
is calculated through the Eyring equation and the effective 

Figure 10.  Simulated electrode charge density and potentials for 5 different anolyte concentrations: 0.1 m, 0.25 m, 0.5 m, 0.75 m, and 1.0 m, and 1.0 m. 
The input current density was set at 50 mA cm−2.

Figure 11.  Simulated electrode potential at steady-state under different combinations of anolyte concentration and input current densities.
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reorganization energy, where the latter is obtained from DFT 
calculations and the potential drop through the compact layer. 
The degradation event consists of the disproportionation of a 
formed dimer in which the precipitation causes capacity fade. 
Thus, the disproportionation rate is considered as the degrada-
tion rate.

The model was used to simulate galvanostatic discharge at 
different anolyte concentrations and input current densities. 
The EDL formation was captured through the simulations, 
which demonstrated a substantial impact on ionic transport 
and electrode kinetics. Furthermore, the obtained EDL struc-
ture of charge inversion was found to correspond to the results 
reported in literature for other systems based on the Mole-
cular Dynamics approach. The potential evolution presents 
different events dominating the system during the discharge 
process, where the electrochemical reaction is observed more 
at the beginning of discharge, and the hopping event is more 
common in the steady-state. The calculated concentration of 
different species demonstrates that the disproportionation 
of (MV2)2+ is the reason for long-term capacity fade, which is 
not likely to be captured within the nanosecond range of these 
kMC simulations. On the contrary, it is noticed that positively 
charged species (MV+∙ and MV2+) are trapped on the electrode 
surface due to the electrical field impact, which hinders the 
active material in the diffuse layer from approaching the elec-
trode and reacting.

The model demonstrates that the interplay between the 
electrostatic impact and the electrochemical kinetics deter-
mines the final steady-state of the system, and the charge 
density at the electrode influences the system configuration, 
which determines the discharge rate and the electrode poten-
tial. The model’s flexibility allows further applications of sim-
ulating the behavior of a target redox flow couple in an ORFB. 
With the help of DFT calculations, electrochemical kinetics 
can be obtained with simple experiments. The structure of 
this model also makes it possible to consider other events 
when needed.

In future studies, the adsorption/desorption events will be 
added to the model to investigate the interactions between 
active materials and the electrode surface thoroughly. Further-
more, a complete full cell kMC model with experimental vali-
dations is also under development. Therefore, the kMC model 
introduced in this paper paves the way toward the computa-
tional screening of active species by assessing their potential 
kinetics in electrochemical environments.
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from the author.
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