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Abstract. Objective In the field of radiation oncology, the benefit of MRI goes

beyond that of providing high soft-tissue contrast images for staging and treatment

planning. With the recent clinical introduction of hybrid MRI linear accelerators (MR-

Linacs) it has become feasible to map physiological parameters describing diffusion,

perfusion, and relaxation during the entire course of radiotherapy, for example.

However, advanced data analysis tools are required for extracting qualified prognostic

and predictive imaging biomarkers from longitudinal MRI data. In this study,

we propose a new prediction framework tailored to exploit temporal dynamics of

tissue features from repeated measurements. We demonstrate the framework using

a newly developed decomposition method for tumor characterization. Approach Two

previously published MRI datasets with multiple measurements during and after

radiotherapy, were used for development and testing: T2-weighted multi-echo images

obtained for two mouse models of pancreatic cancer, and diffusion-weighted images

for patients with brain metastases. Initially, the data was decomposed using the

novel monotonous slope non-negative matrix factorization (msNMF) tailored for MR

data. The following processing consisted of a tumor heterogeneity assessment using

descriptive statistical measures, robust linear modelling to capture temporal changes of

these, and finally logistic regression analysis for stratification of tumors and volumetric

outcome. Main Results The framework was able to classify the two pancreatic tumor

types with an area under curve (AUC) of 0.999, P < 0.001 and predict the tumor
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Rahbek et al 2

volume change with a correlation coefficient of 0.513, P = 0.034. A classification of

the human brain metastases into responders and non-responders resulted in an AUC

of 0.74, P = 0.065. Significance A general data processing framework for analyses

of longitudinal MRI data has been developed and applications were demonstrated

by classification of tumor type and prediction of radiotherapy response. Further, as

part of the assessment, the merits of msNMF for tumor tissue decomposition were

demonstrated.

Keywords: prediction framework, decomposition, longitudinal MRI, radiotherapy, MR-
Linac, treatment response. Submitted to: Phys. Med. Biol.
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Rahbek et al 3

1. Introduction

MRI has become a crucial modality within cancer management. With the ability

to deliver high soft-tissue contrast, conventional MRI techniques are part of clinical

routine to enable morphological characterization of tumors. Beyond that, advanced

MRI techniques that allow quantitative analysis can characterize the local tumor micro-

environment. This increases accuracy in tumor grading, subtype classification and

the chance to offer an optimal therapy plan [1, 2]. An example is diffusion-weighted

MRI (DWI), which is sensitive to the local cellular density, potentially important for

identification of sub-regional tumor load and for early evaluation of a tumor’s response

to therapy [3]. This is due to the response to ionizing radiation at a cellular level

occurring on a much shorter timescale (hours to days) than the volumetric response [4].

With an early response assessment there is time to adjust the therapy plan to increase

treatment efficacy or reduce unnecessary radiation [5, 6, 7, 8].

The recent introduction of hybrid MRI linear accelerator systems (MR-Linacs) [9,

10] facilitates daily MRI-based adaption of the dose plan and offers opportunities for lon-

gitudinal MRI studies of therapy response within the normal clinical workflow. However,

there is a need for more custom analysis strategies for the growing pool of longitudinal

MRI data. Currently, only few previous human studies include more than two measure-

ments during treatment [8], and even fewer datasets include daily measurements [11, 12].

An analysis pipeline customized for longitudinal datasets requires a method for inves-

tigating temporal tumor dynamics, but also a procedure for extracting quantitative

information from multi-contrast MRI data (consisting of three spatial dimensions and

one b-value dimension for diffusion-weighting, for example). Most previous studies have

utilized a model-based parametrization of the data for quantification and e.g. showed

correlations between the DWI-derived apparent diffusion coefficient (ADC) and treat-

ment outcome, e.g. [13, 14], or between dynamic contrast-enhanced (DCE) MRI param-

eters and tumor subtype and prognosis, e.g. [15, 16]. Model-based analyses, although

useful, carry the risk of introducing biased or misleading estimates if model assumptions

are wrong, e.g due to partial-volume effects. Novikov et al [17] outlines pitfalls of mod-

elling tissue microstructure, and Satta et al [18] highlights contradicting correlations

found across studies that analyzed DWI- and DCE-derived parameters, demonstrating

the problem and hence a need for alternatives such as data-driven analysis.

Among the few existing studies that included longitudinal measurements in their

correlation analysis, most of them investigated the temporal changes only by pairwise

comparisons [19, 20, 21, 22, 23, 24]. This results in extensive multiple comparisons

problems for studies involving more than 2-3 measured time points. Additionally, data

trends unfolding over several time-points will be difficult to identify, though they may

be important in a therapy outcome prediction, for example. Advanced models such

as neural networks has been used to discover patterns across time-resolved measure-

ments [25, 26], but these analyses were voxel-based and thus depended on an exact
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Rahbek et al 4

image registration between measurements. This may be problematic if morphological

changes occur during the course of disease.

Therefore, we propose an analysis framework which avoids both model-based

parametrization for quantitative mapping and the need for voxel correspondence over

time [7]. The framework provides all processing steps necessary to analyze and exploit

the dynamics across longitudinal measurements for a final prediction. As an alternative

to model-based analysis, the framework utilizes a data-driven blind-source separation

technique to decompose the MRI data. Though any decomposition technique in prin-

ciple can be used, we suggest and explore the recently published monotonous slope

non-negative matrix factorization (msNMF) [27]. The msNMF is specifically tailored

for decomposition of MR signals and has proven useful for extracting realistic compo-

nents informative of the underlying tissue structure.

The aim of this paper is to present a full prediction framework in which longitudinal

MRI data is analyzed in order to extract information with potential prognostic or

predictive value in cancer management, and to explore the msNMF as the initial

decomposition method for tumor tissue characterization. We use two previously

analysed and published data sets, T2-weighted multi-echo data for pancreatic tumor

type classification in mice, and DWI of human brain metastases for outcome prediction.

2. Methods

2.1. The prediction framework

An overview of the prediction framework is summarized in Figure 1a, and described

below.

2.1.1. Data-driven decomposition As a first step, the data matrix was separated into

latent signal components using msNMF, which is an extension of standard non-negative

matrix factorization (NMF). It constrains the signal components and their slopes (first

derivates) to be monotonous, thus enforcing near-exponential signal decays consistent

with prior expectations for the relevant data types (e.g. DWI or relaxometry). A

detailed description of the msNMF was published by Rahbek et al [27]. For brevity,

only the resulting optimization problem is summarized here:

C = ∥X−WH∥2F (1)

The norm of the residual, C, is minimized, where ∥ · ∥2F denotes the Frobenius norm.

X ∈ Rm×n
+ is the data matrix for m measurement points in a scan session (e.g. echo

times or b-values) and n sources (e.g. voxels). WH is the low-rank representation of

the data with W ∈ Rm×k
+ being the k fundamental signal profiles and H ∈ Rk×n

+ the

associated spatial distributions (“mixture map”). C is minimized using an alternating

non-negative least squares (ANLS) algorithm, i.e. by optimizing one factor while keeping
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Rahbek et al 5

the other fixed. H is optimized under a non-negativity constraint, and W is optimized

under both a non-negativity constraint and the additional monotonicity constraints.

Strategies demonstrated by Rahbek et al [27] were followed regarding implementation

including initialization, stopping criteria and rank determination.

2.1.2. Tumor heterogeneity assessment The decomposition output, k mixture maps

describing the spatial distributions of different signal features across the volume, was

analyzed for assessment of tumor features using a set of first-order radiomics. Five

percentiles, (0.1, 0.25, 0.5, 0.75 and 0.9), were used to characterize the intensity

distribution across the tumor volume, defined by a region-of-interest (ROI) for each

component. ROI histogram values have previously been demonstrated as relevant

descriptors of tumor structures [5, 7, 28, 29]. Additionally, they are robust to outliers

and imperfect image registrations as opposed to voxel-based values and the ROI mean.

The quartiles (0.25, 0.5, and 0.75) were supplemented with bins for extreme values, (0.1

and 0.9), to capture features of non-normal distributions while disregarding outliers, if

such are present. The ROI delineation is explained in coming subsections dedicated to

the individual data sets.

2.1.3. Temporal dynamics analysis The five component percentiles were calculated

for all subjects and scan time-points. To capture a trend across time-resolved

measurements, a linear fit was made for each percentile as a function of days after

first treatment. A Huber loss function was used in the regression for the fit to reduce

influence of potential outliers [30]. The baseline scan (obtained prior to treatment)

was left out from the fit. Instead, the difference between the values at baseline and

the first scan after treatment onset was calculated to include the immediate treatment

response explicitly in the prediction model. Very early ADC decrease following RT

onset has, for example, previously been reported [31] in responding brain metastases.

The decrease may indicate cell swelling, an early state of cell death and therefore a

potential predictor of response [11, 32]. The final prediction features then constituted

the slope and intercept of the linear fit and this “difference to baseline” for each of the

five percentiles generated for each of the components. An example is presented in Figure

2 using one of the observations in the DWI dataset. Lastly, each feature was normalized

to the range [-1 1], such that all features were weighted equally in the prediction analysis.

2.1.4. Feature selection and prediction modelling The above processing resulted in a

large number of features compared to the number of samples. To avoid overfitting

and numerical instability [33, 34], the prediction analysis was thus carried out using an

integrated feature selection process. Logistic regression was used as statistical model

for prediction of classes and multiple (linear) regression for prediction of continuous

outcomes. A nested cross-validation (CV) procedure was implemented for model

training to avoid information leakage into the test data. In the outer CV loop, stratified

K-fold cross-validation was used to divide data into a number of randomly stratified
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Rahbek et al 6

groups equal to the number of samples in the least frequent class for the classification

analysis. For the regression analysis, leave-one-out cross-validation was used, resulting

in one sample per group. As the total number of samples were low, this setting was used

to ensure that the maximum number of samples were available for training. The inner

CV loop then served to determine which features were most relevant for prediction,

and the input data was thus again divided into test and training data (Figure 1b).

To this end, we relied on a greedy approach where the features were ranked according

to test statistics from a univariate Student’s t-test with pooled variance within the

remaining groups. The performance estimated in the inner CV loop was used to

determine the optimal threshold, and the model was retrained on the entire training set

with the optimal threshold. As we did not use regularization in the current analysis, the

maximum number of features was set to 10 to avoid overfitting and rank deficiency. The

final generalization performance was evaluated in terms of the area under the receiver

operating characteristic curve (AUC) or the Pearson correlation coefficient (ρ). The

significance of the performance metrics was evaluated by a permutation test where an

empirical null distribution was formed by repeating the entire analysis 5000 times with

randomly permuted labels, which is a commonly used method for validating prediction

performance [35]. A threshold of α = 0.05 defined statistical significance.

[Figure 1 about here.]

[Figure 2 about here.]

2.2. T2-weighted multi-echo imaging of mice

This dataset was previously published by Tomaszewski et al [36] and consists of MR

imaging of mice grafted subcutaneously with either slow growing human pancreatic

adenocarcinoma BXPC3 (N=8) or more aggressive mouse pancreatic adenocarcinoma

Panc02 tumors (N=10). A multi-slice multi-echo sequence with 32 echoes and 7 ms echo

spacing was used. The sequence was part of a full MRI protocol applied two hours prior

to irradiation and every 3 days after, using a 7 T animal scanner (Bruker horizontal

bore, running Paravision 6.0.1). The final imaging was performed at day 9 and day 12,

respectively, for the Panc02 and BXPC3 group. The radiotherapy consisted of a single

dose of 10 Gy irradiation, matching the dose per fraction of a clinical stereotactic body

radiation protocol. The events of imaging and radiation is schematically illustrated in

Figure 3a.

For each mouse and scan session, the tumor region, i.e. the region-of-interest (ROI),

was delineated on a high-resolution T2-weighted anatomical scan included in the full

protocol. The grafted tumors were clearly visible with distinct borders, and the ROIs

were therefore delineated on non-aligned images. The ROI voxels for all mice and all

scan days were pooled in a single [Nechoes× Nvoxels] matrix for the msNMF analysis. After

estimation of the signal components (W) using this pooled data matrix, a projection

of the individual data sets onto W resulted in mixture maps (H) per subject and scan
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Rahbek et al 7

session, making it possible to follow the temporal changes. The data was normalized

to start at intensity 1 to mitigate effects of irrelevant signal behavior across the brain,

e.g. stemming from receive coil inhomogeneities, which otherwise would influence the

decomposition.

In the source paper [36], Tomaszewski et al calculated model-based T2-values for

each voxel in the tumor ROI and showed (statistical) differences between the two tumor

types. Additionally, the paper revealed correlations between the T2 inter-quantile range

and the therapy response defined as the tumor volume change measured between the two

last MRI scans. In this study, the data was thus ideal to test the proposed framework for

both a classification of the two tumor types and a prediction of the therapy response. For

the therapy response prediction, the BXPC3 and Panc02 groups were pooled together

due to their small sample sizes.

2.3. DWI of brain metastases

This clinical dataset was previously analyzed by Mahmood et al [11, 31, 37] and consists

of MRI brain scans of cancer patients undergoing palliative radiotherapy. The data was

recorded using a 1 T MR system (Panorama, Philips Healthcare, The Netherlands). In

addition to T1- and T2-weighted imaging, the MRI-protocol included an echo-planar

imaging (EPI) DWI sequence with eight b-values of [0, 50, 100, 150, 400, 500, 600, 800]

s/mm2, three orthogonal diffusion-weighting directions, an effective diffusion time ∼49

ms, and a prior spectral inversion module (SPIR) for fat-suppression. The radiotherapy

consisted of 10 fractions of 3 Gy whole-brain irradiation delivered over two weeks. The

MRI scan sessions took place prior to, during, and after the treatment period (Figure

3b).

For each patient, one to three brain metastases were delineated by a radiologist

using b=800 s/mm2 images, guided by the T2-weighted data. All scans were aligned

with the baseline scan using rigid registration (SPM12 Statistical Parametric Mapping

software, version 7487 [38]) such that the baseline tumor delineation could define the ROI

for all scans. However, ROIs were expanded using a morphological dilation of 3 voxels

(5.4 mm). This was both to include sub-clinical disease, edema etc. and to increase

robustness to imperfect image registrations or inaccurate tumor delineation. ROI voxels

were pooled for all metastases, i.e. from all subjects and scan days, resulting in a [Nvoxels

× Nbvalues] data matrix for the msNMF, although input signals largely affected by noise

were discarded. These voxels were defined as having maximum signal for a non-zero

b-value. The data was normalized to start at an intensity of 1.

The full framework was tested for prediction of the local control evaluated at a

follow-up scan obtained 2-3 months after last irradiation. The tumor volume change

from baseline to follow-up, based on a radiologist’s delineation on a high-resolution

T1-weighted scan, was used to divide the metastases into responders (more than 30 %

volume shrinkage) and non-responders (less than 30 % volume shrinkage). Outcome

categorization was validated by the tumor ADC at follow-up to minimize the risk of
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Rahbek et al 8

misinterpreting pseudo-progression. A total of 31 metastases (23 responders and 8 non-

responders) distributed in 15 patients were analysed.

[Figure 3 about here.]

3. Results

3.1. T2-weighted multi-echo imaging of mice

3.1.1. Decomposition with msNMF An inspection of the decomposition of ranks two

to four resulted in a decomposition into three components, corresponding to 99.4%

explained data variance. Figure 4a shows the resulting signal components, all being

relatively smooth, realistic signal decays. The associated mixture maps (H) are

presented in Figure 4b for a representative mouse from each group (BXPC3 and Panc02)

with the tumor ROIs shown in red. Even though both tumor types predominantly

contain the intermediate decaying signal component (yellow), it is clear from the images

that the two tumors differ in tissue heterogeneity. Looking at the mixture maps for

the long-lived signal component (blue), for example, only the BXPC3 tumor contains a

sub-area with relatively high intensity.

[Figure 4 about here.]

3.1.2. Classification of the tumor type Due to the randomization included in the K-

fold CV procedure, running the prediction framework 50 times resulted in a mean AUC

score of 0.999, i.e. an almost perfect classification of the two tumor types. Figure 5

shows this score relative to the null distribution of 5000 runs with permuted class labels.

The corresponding p-value was equal to 0.0004, which confirms that the classifier has

learned a significant class structure and could distinguish the two tumor types.

Except for a single feature related to the green signal component, the blue long-

lived signal component was the only relevant predictor in a classification of the tumor

type (Figure 5). Four percentiles are represented for this component distribution, and

both changes in intercepts and slopes explain a significant part of the variance. The

latter indicates that the signal characteristics of the two tumor types differ with respect

to both starting point and changes following radiation.

[Figure 5 about here.]

3.1.3. Prediction of volume change The two groups were pooled together to a total of

18 samples for the prediction of the tumor volume change, i.e. the growth between

day 6 and 9 for Panc02 tumors and between day 9 and 12 for BXPC3 tumors.

A correlation between the true and predicted values resulted in a correlation score

ρ = 0.513 (Figure 6b), which compared to the null-distribution corresponded to a p-

value of 0.034 (Figure 6a) reaching statistical significance. Again, features of the blue

long-lived signal component were clearly of most importance to the prediction, especially

the 90th percentile intercept and the 25th percentile slope (Figure 6c).
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Rahbek et al 9

[Figure 6 about here.]

3.2. DWI of brain metastases

3.2.1. Decomposition with msNMF Considering the mix of tumor and sub-clinical

tissues included in the ROIs, it was expected that at least three signal components

were distinguishable. The data was thus inspected and found to contain three to

five components, and as Figure 7 reveals, a rank of four was chosen for the final

decomposition. The four components were able to explain 99.1 % of the data variation,

and their behavior differed from each other both as a function of b-value (Figure 7b) and

spatially (Figure 7c). The close-ups in Figure 7c show that for this example, the main

tumor region (central part of the magenta ROI) primarily contains the two intermediate

decaying signal components (yellow and green) while a different signal composition is

seen for the surrounding abnormal tissues. The very rapidly decaying signal component

(red) shows no contrast in the presented slice except for a few small spots of high

intensity which could well be blood vessels. The intensity may be affected by flow but

the attenuation of blood signal with b-value will be strong in any case.

3.2.2. Prediction of therapy response For the classification of responders versus non-

responders 50 prediction models were generated due to the randomization included in

the K-fold CV procedure. This resulted in a mean AUC score of 0.74, which compared to

the null distribution corresponded to a p-value of 0.065 (Figure 7). The relation between

tumor features and therapy outcome was thus not strong enough for the prediction to

be significant at an α = 0.05 level. The most informative feature was the start median

(P50 intercept) of the b=0 s/mm2 data (Figure 6).

[Figure 7 about here.]

[Figure 8 about here.]

4. Discussion

The main purpose of this study was to present and demonstrate a full analysis

framework utilizing longitudinal MRI measurements for prognosis and prediction of

cancer treatment outcome. Our work was motivated by the recent release of MR-Linacs,

which is expected to increase the amount of longitudinal MRI cancer studies in the

coming years. Additionally, the potential problems and pitfalls connected with model-

based analysis pointed out by, e.g., Novikov et al [17] and Satta et al [18] motivated a

framework that avoids model-based parametrization. To show its flexibility and range

of applications, the framework was demonstrated using two datasets that varied both

regarding MR contrast, number of contrast measurements, and number of time-resolved

scans. Though results were statistically significant only for the T2-weighted multi-echo

dataset, the framework could handle both types of data.
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Rahbek et al 10

4.1. T2-weighted multi-echo imaging of mice

The preclinical data published by Tomaszewski et al [36] was ideal to use for framework

testing. Firstly, it included a set of well-resolved signals (short echo spacing) measured

multiple times during the treatment period. Secondly, the analyses of Tomaszewski et

al revealed interesting findings regarding the predictive value of the T2 inter-quantile

range (reflecting tumor heterogeneity), which were supported by histology. Finally, the

two pancreatic tumor models allowed to test the framework’s ability to do a simpler

tumor classification before testing for prediction of outcome.

The three signal components detected by the msNMF analysis clearly presents dif-

ferent relaxation features of the tumor tissue. In the raw data, decay curves contained

signal transients from RF inhomogenety in the beginning of the echo train appearing

as small oscillations, but the components are unaffected due to the msNMF constraints

(Supplementary Figure S1). As discussed in Rahbek et al [27], the decomposition is

tailored to give physically meaningful components. In some cases, however, the data

may not be sufficiently informative to distinguish the true (underlying) signal compo-

nents and different solutions may explain the data almost equally well. Nevertheless,

the resulting decompositions may well carry predictive value.

The prediction analysis was able to distinguish between the two tumor types with

very high accuracy, and the successful stratification largely depended on tissue informa-

tion involving the long-lived signal component. This agrees with results of the source

paper [36] revealing that the BXPC3 tumor has a broader distribution of T2-values in-

cluding a longer T2 relative to the Panc02 tumor, though direct comparisons are difficult

since standard T2 estimates are compromised by partial-volume effects. Satisfactorily,

histology data confirmed a lower cellular density and more heterogeneous tissue for the

BXPC3 tumor, consistent with the detected prominence of a long-lived fluid signal [39].

Although the convincing histological difference between the two tumor types allowed

a robust classification to be expected, the results confirm that relevant tissue informa-

tion is preserved throughout the comprehensive processing and used in the classification.

The analysis was also able to predict the tumor volume change with a significance

of p=0.034 compared to the null distribution, a satisfactory prediction considering the

low number of samples for both training and testing as well as the heterogeneity intro-

duced by the use of two distinct tumor models. Again, the long-lived signal component

was crucial, both the estimated starting point and the rate of change. One explanation

could be that these values relate to the level of cell death and formation of necrosis

(supported by the histological analysis), which naturally alters the local T2-weighted

relaxation. Specifically, T2-values decrease with increasing cell density [39]. While

necrosis is an expected response to radiation, the level of necrosis before treatment can

conversely also affect the response [40, 41]. Tomaszewski et al found necrosis to be
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Rahbek et al 11

reflected in a heterogeneity measure (the T2 interquartile range) [36]. Our results point

at the abundance of the long-lived signal component as a possible indicator of necrosis.

We also tested the predictive value of the estimated T2-values by running the framework

using the T2-maps instead of the mixture maps from the decomposition. This led to a

significant prediction with a correlation of 0.62 and p=0.0065, where the most important

feature was the intercept of the 90th percentile of T2s. Again, this points to a relevant

correlation between the long-lived T2-weighted decay and the treatment response.

Due to limited data, it was necessary to pool the two tumor groups for the outcome

prediction. However, underlying biological differences may make it difficult to find a

general correlation between the data and the tumor volume response. For example, cell

swelling, the extent of which depends on the tumor type, may occur during the initial

phase of the therapy-induced apoptosis [7, 42]. If this or other radiobiological traits dif-

fer between Panc02 and BXPC3 tumors, it may explain why features of the immediate

radiation response were not relevant to the prediction model. Tomaszewski et al sup-

ports this, as they reported that slowdown of tumor growth rate was detected already

as early as day 3 for the Panc02 tumors but not until day 6 for the BXPC3 tumors.

Nevertheless, the use of two groups in one model makes the solution more generalizable,

even if the model performance is not as good. It is highly encouraging that a significant

prediction of the tumor volume change was obtained despite of variations in tumor type.

The analysis of the mice relaxometry data has confirmed the potential of our

framework and revealed that the signal component with a slow decay (long T2) was

important in terms of successfully classifying tumor type and predicting tumor volume

change. We cannot expect it to be a general finding, but the meaningful biological

link to necrosis and high heterogeneity is interesting. Larger datasets are necessary to

robustly identify signal trends and relate these to tissue features.

4.2. DWI of brain metastases

The DWI dataset previously presented by Mahmood et al [11] is rather unique as it

contains many b-values and consists of scans acquired at each of the ten fractions dur-

ing the radiotherapy course. These properties made the dataset suited for testing of

the proposed framework, although the sample size is too small to expect reliable pre-

dictions. Additionally, the work by Mahmood et al [31, 37] showed differences between

responders and non-responders with respect to the relative ADC change during therapy

and thus indicated that DWI signals carry information useful for early stratification of

treatment response, in consistency with other studies [8, 43, 20].

The prediction was close to the threshold of significance (AUC=0.74, p=0.065)

indicating a possible relationship between the data and the response labels. The het-

erogeneity of the data could be one reason for the non-significance. The metastasis
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Rahbek et al 12

originated from six different primary tumor types (listed in Mahmood et al [37]), and

excessive variation can make it difficult to establish a general relationship between the

signal signature and the treatment outcome with limited data. The driving feature in

the prediction originated from the b=0 s/mm2 data. A prediction test that included

only these T2-weighted data led to a very similar result (AUC=0.74, p=0.052), indicat-

ing that local T2-relaxation was relevant, while diffusion-weighted signal did not provide

additional information for the response stratification in this case. It should be empha-

sized that demonstrating group differences of the ADC as in [31, 37] does not necessarily

imply that a general pattern from input data to output label can be learned. Inter- and

intra-tumor heterogeneity may dominate the variation in the diffusion-weighted data.

We tested the predictive value of the ADC-values directly by running the framework

using ADC-maps instead of mixture maps and b=0 s/mm2 data. As expected, this

resulted in a poor prediction with AUC=0.55 and p=0.36.

There is a notable limitation connected to the use of numerical bounds to separate

and define non-responders from responders as was the case for this data. The RECIST

guidelines [44] were followed except for using tumor volume instead of tumor diameter

(as in [31, 37]). The dichotomization becomes particularly problematic here because

several observations out of the small cohort (N=31) had a relative volume change close

to the threshold. We also attempted prediction of the actual volume change using a

regression model instead, but this resulted in a poor prediction outcome (analysis not

shown). Despite the highlighted data challenges, it was demonstrated that the frame-

work is well-suited for longitudinal study designs and relevant data types, which was a

main objective.

A challenge not specific to this data, but more general for studies relying on tumor

features, involves the definition of the tumor ROI, for example which images (DWI,

T2-weighted,. . . ) to use for delineation and which target volume (gross tumor volume,

clinical target volume, viable tumor volume, etc.) to choose [45, 46, 47]. Mahmood

et al showed how the ROI delineation strategy in conjunction with the signal fitting

method affected the estimated ADC changes [11]. This is one of the reasons that

our framework avoids model-based parameter estimation and is designed to be less

sensitive to ROI variability. The unsupervised component analysis is not confounded

by intra-voxel heterogeinity, and the ROI dilation and histogram-based assessment of

tumor features reduce the significance of exact delineations. Nevertheless, there is still

reason to be critical towards the choice of target and ROI dilation. We utilized the

delineations from [31], i.e. high-intensity regions at b=800 s/mm2 corresponding to

“viable” tumor dilated by approximately 5 mm, and obtained reasonable results of the

framework. These choices deserve investigation in studies with more data, and optimally

an automatic segmentation process can eventually replace the manual delineation.

For the preclinical data example, the mice tumors, which are generated from subcu-

taneous cell injections into the hind leg, resulted in clearly delimited large tumor regions
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Rahbek et al 13

throughout the course of monitoring, why the ROI strategy was not an issue there.

An important aim of the proposed framework is the utilization of information from

all scans simultaneously. Previous longitudinal studies assumed independence between

the data points and treated them individually, although being related to the same

patient. We argue it is better data handling to include the measurements’ dependency,

especially as there may be predictive value of the early changes for the later therapy

outcome.

Also, with the improved availability of MR-Linacs there is less reason to settle for

a single scan time point. A robust linear fit has been proposed for this processing step

because it is less sensitive to small variations (noise) in the data than a fit of higher

order, which also introduces ambiguity of fitted coefficients when linear fitting is suf-

ficient. Linear fitting is also more robust towards missing measurements and which

time-points that are part of the longitudinal scan scheme. It is, however, possible to

use more flexible modelling in the temporal dynamics analysis, if this can be trusted to

generalize across observations without overfitting.

The proposed framework for analyzing longitudinal MRI datasets for tumor disease

management was presented and demonstrated in a structured manner (Figure 1),

highlighting all processing steps necessary to go from high-dimensional MR data to

a final prediction including an unbiased performance evaluation. The cornerstones of

this unique framework are the data-driven signal decomposition that avoids model-

based parametrization, and the histogram-based tumor heterogeneity assessment, where

tracking of individual voxels is unnecessary. Simultaneously, the framework is flexible

and allows the user to replace some of the suggested methods, including the choice

of data-driven decomposition, ROI definition, and temporal dynamics analysis. The

decomposition strategy and its associated assumptions regarding the data structure

must be appropriate for the particular data. The unique constraints of the msNMF made

it an ideal choice for the given data examples. The fact that the framework functioned as

anticipated and even delivered convincing results for the mice data reinforces the choices

made here, and proves msNMF to be a potentially relevant decomposition technique for

identifying tumor-specific signal features. The two demonstration examples indicated a

value of the sources of tissue contrast to stratify tumors and predict therapy response.

These results show the potential of the method for detection of biomarkers sensitive to

e.g. treatment-induced changes.

For research studies, it is in principle advantageous to use independently suggested

analysis frameworks to avoid confirmation biases, but the analysis should also match

the particular data at hand. The diverse data of the example studies demonstrated

that the framework is sufficiently versatile, and thus a relevant candidate in many cases.

Overall, there are no limitations to the type of input features in the prediction, which

can also be a mix of e.g. imaging and biometric features.
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Rahbek et al 14

5. Conclusion

Our study presented a new prediction framework developed for analysis of MRI data

from repeated measurements and showed its potential as a tool to identify possible

MRI biomarkers, specifically within the field of cancer treatment. In particular,

the framework is potentially suited for the increasing volume of longitudinal MRI

data already coming from clinical trials with the recent introduction of MR-Linacs in

radiation therapy. Furthermore, the merits of the newly developed msNMF for tumor

tissue signal decomposition was demonstrated as part of the assessment. Applications

were exemplified by classification of tumor tissue and prediction of therapy outcome

using T2-weighted multi-echo data and DWI data, respectively, demonstrating the wide

applicability of the framework.
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FIGURES 19

Figure 1. (a) The full prediction framework from the data decomposition to the final

prediction. A nested cross-validation procedure was used for the feature selection and

model training (gray box). This process is illustrated more detailed in (b).
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FIGURES 20

Figure 2. An example of the temporal fit using a Hubert loss function (dotted line).

“Days after first treatment” is used as explanatory variable. The 25th percentile of

component 1 for a random tumor is used as example data. The fitting parameters

together with the difference to baseline (dashed line) are marked with a red font as

these constitute the prediction features for this given case.
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FIGURES 21

Figure 3. Timeline of the radiotherapy and MRI events, where the MRI baseline scan

(last scan before radiation) defines “day 0”. (a): The events for the mice pancreatic

cancer study. (b): The events for the human brain metastases study. Notice the

interleaved structure with an MRI scan right after and right before every second

radiotherapy fraction*.
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FIGURES 22

Figure 4. (a) The msNMF signal components (W) of mouse data. (b) The associated

mixture maps (H) for two mice: one from each group. The red contour indicates the

tumor ROI. The images are presented with a common, arbitrary intensity scale.
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FIGURES 23

Figure 5. The result of the logistic regression for classification of tumor type. (a):

The model AUC score (red line) compared to the null distribution generated from

5000 runs with permuted class labels (P=0.0004). (b): The most represented model

features. The bar color indicates msNMF component, and PXX indicates percentile

XX. The “slope” and “intercept” are from the temporal linear regression model. The

“difference to BL” refers to the difference between the baseline scan and the subsequent

scan at day 3.
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FIGURES 24

Figure 6. The result of the multiple linear regression for prediction of tumor volume

change. (a): The model Pearson’s correlation score (red line) compared to the

null distribution generated from 5000 runs with permuted labels (P=0.034). (b):

True versus predicted volume changes together with a linear fit presented with 95

% confidence bounds. (c): The most represented model features in the 18 CV runs.
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FIGURES 25

Figure 7. The msNMF components for an example patient with a brain metastasis,

at scan day 1. (a): b-value=0 s/mm2 image from the initial scan session. The magenta

ROI is the result of dilating the radiologist’s delineation. (b): The signal components

(W). (c): The associated normalized mixture maps (H) indicated by frame colors.

The cyan box surrounds the tumor area and marks the region magnified in the bottom

row of images.
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FIGURES 26

Figure 8. The result of the logistic regression for classification of metastasis into

responders/non-responders. (a): The model AUC score (red line) compared to the

null distribution generated from 5000 runs with permuted class labels (P=0.065). (b):

The most represented model features. The bar color indicates signal/component, and

PXX indicates percentile XX. The “slope” and “intercept” are from the temporal linear

regression model. The “difference to BL” refers to the difference between the baseline

scan and the subsequent scan (day 1).
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