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Abstract
Magnesium batteries are the most promising alternative to lithium ion
batteries towards green energy transition due to their relatively high vol-
umetric capacity, availability of Mg and low safety concerns. However,
the formation of passivation layer, sluggish ion kinetics and poor ductility
of Mg remains a major challenge limiting the development and applica-
tion in energy storage devices. The thesis presents four investigations
designed to understand and develop suitable electrode materials for Mg
batteries, addressing the core issues inhibiting their development.

First, a density functional theory (DFT) screening is performed to
identify the dopants that enhance the ductility of the Mg anode. The
dopants were selected after careful consideration of their ability to im-
prove ductility, stability when alloyed with Mg, and low propensity
for surface migration to prevent impact on electrochemical performance.
The study identifies 12 dopants that can be alloyed with Mg for battery
applications and also suggests a commercial alloy, WE43, as an anode
for Mg batteries.

Second, a rigorous phase space search is carried out using DFT based
cluster expansion to investigate the phases that form in Sn-based anode
during charging and discharging of battery. Anodes based on Sn and its
Mg intermetallics have been proposed as a potential solution to mitigate
the passivation layer formation. In line with previous experiments, our
findings imply that Sn and Mg2Sn will be the only phases formed during
battery operation, and we considered three routes for the transformation
from Mg2Sn to Sn.

Third, a detailed study is performed to understand the charge trans-
port mechanism in the Mg-S battery cathode, with a particular emphasis
on the discharge end products MgS and MgS2, which limit reversible Mg
deposition. The study assesed several possible defects in these materials
and identified the dominant defects that contribute to charge transport.
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Additionally, the charge transport under non-equilibrium conditions dur-
ing practical battery operation is also studied using ab-initio molecular
dynamics.

Fourth and the final project investigated the structural properties
of disordered pyroborate MgMnB2O5 cathode. The study predicted the
disorder in the material at different level of magnesiation. Despite having
disorder, it is also observed that the material exhibits a specific pattern
of cation occupation on fully magnesiation. Structural insights of this
material at different level of magnesiation serve as starting point for
further study on ion kinetics.

The findings in this thesis provide atomic-level insights into the prop-
erties of potential anode and cathode materials for magnesium batteries.
The presented results will be able to compliment the researches ongoing
world-wide to develop practical magnesium batteries.



Resumé
Magnesiumbatterier er det mest lovende alternativ til lithium-ionbatterier
i den grønne energiomstilling på grund af deres relativt høje volumetriske
kapacitet, tilgængeligheden af Mg og få sikkerhedsproblemer. Imidlertid
er dannelsen af et passiveringslag, langsom ionkinetik og dårlig duktilitet
fortsat store udfordringer, der begrænser udviklingen og anvendelsen i
energilagringsenheder. Denne afhandling præsenterer fire undersøgelser
designet til at forstå og udvikle passende elektrodematerialer til Mg bat-
terier, der tager fat på de kerneproblemer, der hæmmer udviklingen af
disse.

Først udføres en density functional theory (DFT) screening for at
identificere de dopanter, der øger duktiliteten af Mg-anoden. Dopan-
terne blev udvalgt efter nøje overvejelse af deres evne til øge duktilitet,
stabilitet ved legering med Mg og lav tilbøjelighed til overflademigrering
for at hindre indvirkning på den elektrokemiske ydeevne. Studiet iden-
tificerer 12 dopanter, der kan legeres med Mg til batterianvendelse og
foreslår også en kommerciel legering, WE43, som anode til Mg batterier.

Herefter udføres en stringent faserumssøgning ved hjælp af DFT-
baseret cluster expansion for at undersøge de faser, der dannes i en
Sn-baseret anode under opladning og afladning af et batteri. Anoder
baseret på Sn og dens Mg intermetalliske forbindelser er blevet fremført
som en potentiel løsning til at afbøde dannelsen af passiveringslag. I
overensstemmelse med tidligere forsøg indikerer vores resultater, at Sn
og Mg2Sn vil være de eneste faser, der dannes under batteridrift og vi
foreslår tre ruter for transformationen fra Sn til Mg2Sn.

I den tredje del af afhandlingen udføres en detaljeret undersøgelse
for at forstå ladningstransportmekanismen i Mg-S batterikatoden, med
særlig vægt på afladningsslutprodukterne, MgS og MgS2, som begrænser
reversibel Mg-aflejring. Undersøgelsen vurderer flere mulige defekter i
disse materialer og identificerer de dominerende defekter, der bidrager
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til ladningstransport. Derudover undersøges ladningstransporten ved
ikke-ligevægtsforhold under praktisk batteridrift ved hjælp af ab-initio
molecular dynamics.

I det fjerde og sidste projekt undersøges de strukturelle egenskaber
af uordnet pyroborat MgMnB2O5. Studiet forudsiger materialets uor-
den ved forskellige koncentrationer af magnesium. På trods af materi-
alets uorden, observeres det, at materialet udviser et specifikt mønster
i kationbesættelse ved den fulde magnesiumkoncentration. Strukturel
indsigt i dette materiale ved forskellige magnesiumkoncentrationer er et
udgangspunkt for videre studier af ionkinetik.

Resultaterne fra denne afhandling giver given om materialeegensk-
aber for både anode og katode på atomistisk niveau. Resultaterne præsen-
teret heri vil bidrage til den internationale forskning i udviklingen a mag-
nesiumbatterier.
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CHAPTER 1
Introduction

Green energy transition from fossil fuels is the key to mitigate the worst
impacts of climate change and to reduce carbon emissions. The leading
contenders as fossil fuel alternatives are hydroelectric, nuclear, and other
renewable energy sources such as solar and wind. Hydroelectric power
is a safe, renewable and reliable source of energy, but building dams
across the river to has huge environmental consequences related to defor-
estation, species extinction, and so on. Despite its potential to generate
vast amounts of electricity, nuclear power raises concerns about safety
and radioactive waste. Renewable energy sources such as solar and wind
energy can be a potential game changer as they provide clean energy
without having much impact on environment. The main concern with
energy from these renewable energy sources are their intermittent sup-
ply. The problem pertaining from the intermittent nature of renewable
sources can be overcome by using an efficient energy storage technology.

Energy storage technologies are continuously developing and refined,
with a variety of competitive options. The selection of an appropriate
energy storage technology is based upon the power and energy density,
the time period for which energy must be available on the grid, the
price and space needed for the infrastructure, and the location of the
grid. So far, several ways to store energy have been evaluated and ex-
plored. These include pumped storage hydropower (PSH), thermal en-
ergy storage, compressed air energy storage, flywheels, batteries, and
supercapacitors.[1, 2, 3] Among these, PSH is the most prevalent kind
of energy storage, followed by batteries (Figure 1.1). However, PSH has
drawbacks such as low efficiency, a large capital investment, and location-
specific issues. In comparison, batteries have better efficiency and flexible
installation. In recent years, the global market share of batteries as an
energy storage technology has increased dramatically. Specifically in the
past four years the global market share of batteries increased from 1 %
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to 7.4 %.(Figure 1.1).[4]

Figure 1.1. Market share of various energy storage technologies in the global
energy storage market. The market share of compressed air energy storage,
flywheels, and supercapacitors are less than 0.2 %, hence they are not shown
in the graph. Based on the data from CNES white paper from the years 2018,
2019, 2020, and 2021 [4]

1.1 Batteries for energy storage
Batteries not only provide energy storage for grids, but also power electric
vehicles, portable electronics, medical equipment, machine tools, and
toys. Batteries are a strategic and national commodity in today’s highly
competitive global market. The development of safe, high-energy-density
batteries is essential for achieving a carbon-neutral planet.

1.1.1 Basic principle
Batteries are electrochemical storage systems that consist of two elec-
trodes, a positive (cathode) and a negative one (anode), that are joined
by an ion conducting but electrically insulating electrolyte. During dis-
charge, ions are released at the anode and move through the electrolyte
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to the cathode, generating electrical current in the external circuit (Fig-
ure 1.2). If this process is reversed by supplying an external voltage,
the battery will be recharged and is called a rechargeable or secondary
battery. The voltage is defined as the difference between the chemical
potential of an anode and a cathode per elementary charge. This implies
that to obtain a high voltage battery, it is desirable to have an anode
with a low redox potential and a cathode with a high redox potential.

Figure 1.2. Schematic diagram showing the discharge of battery

1.1.2 Short history
Ever since Alessandro Volta made the first real battery using a stack
of copper and zinc discs connected with a cloth soaked in salty water,
battery storage technologies have evolved continuously, resulting in a
plethora of battery chemistries.[5, 6] The first rechargeable batteries were
invented in 1859. These were made of lead-acid and are still used today to
start vehicles powered by gasoline and diesel engines. However, lead-acid
batteries are large and heavy. In 1899, nickel-cadmium batteries were
invented, which were more compact but less efficient (70 % efficiency vs
85 % of lead-acid batteries ).[7, 8] The twentieth century saw significant
improvements in battery research and technology with the invention of
lithium-based batteries.
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1.2 Li-ion batteries
Stanley Whittingham demonstrated the first functional Li battery using
a lithium anode and a TiS2 cathode.[9] Later, studies by Goodenough
showed that cathodes made of layered oxide would react in the same way,
but with a higher voltage that would allow for a much higher energy
density.[10] However, the lithium anode in these batteries suffered from
the formation of dendrites. Dendrites are the thin strands that grow from
the anode on repeated charging and may cause a short circuit when they
come into contact with the cathode. Eventually, the ingenious discovery
of Akira Yoshino to use carbonaceous material as an anode, replacing
the Li-metal, led to the development of safer Li-ion batteries (LIBs).[11]

Even though the capacities provided by Li-intercalated graphite are
lower than those offered by Li-metal, (i.e., 837 mA h mL−1, 372 mA h g−1

for LiC6 vs 2061 mA h mL−1, 3862 mA h g−1 for Li metal), the specific
energy density of LIBs is still higher than that of other rechargeable bat-
teries such as Ni-Cd, Ni-metal hydride, and Pb-acid batteries (about 2.5
times).[12] The exciting breakthroughs in the development of LIBs have
resulted in a state-of-the-art battery with a graphite anode and a transi-
tion metal oxide cathode that yields an energy density of 240 W h kg−1 or
640 W h L−1 over a 1000 charge-recharge cycles.[6] Li-ion batteries have
revolutionized technology and continue to be an inevitable part of soci-
ety.

1.2.1 Need for new battery chemistry
The main challenge that current rechargeable battery technologies face
is the increasing gap between the demand for energy storage and the sup-
ply from state-of-the-art battery technologies. LIBs alone cannot cater
the demand for electrochecmical storage. In terms energy density, LIBs
already reached their practical ceiling, as their developments at material
level are nearing the fundamental limits.[13] In addition, the availabil-
ity of essential raw materials for LIBs, such as Li, and Co is a major
concern related to the sustainability of LIBs. The long-term availability
of Li is still a matter of debate. There is enough lithium reserve, but
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the extraction of the lithium is the practical difficulty facing. Moreover,
the availability of cobalt is a major concern as it is the main compo-
nent of state-of-the-art cathodes for LIBs such as LiNiCoAlO2 (NCA)
and LiNiCoMnO2 (NCM). According to studies, the demand for cobalt
will exceed the available global cobalt reserve in the next ten years (Fig-
ure 1.3). Cobalt also accounts for the 20 % to 30 % of the overall battery
cost. Even though cobalt-free cathodes such as LiFePO4 (LFP) and
LiMn2O4 (LMO) have been marketed for specialized applications, nei-
ther has achieved considerable market penetration in the bigger markets
of portable electronics and EVs. In this context, research is tending to-
wards development of better batteries with higher energy density and
composed of sustainable materials.

Figure 1.3. Model predicting the depletion of cobalt reserves available
for battery manufacturing.[14] Reproduced with permission. Copyright 2015,
John Wiley and Sons.

1.3 Magnesium batteries
Rechargeable magnesium batteries (RMBs) have received increased at-
tention as a promising alternative to LIBs due to the ideal features of
metallic Mg as the anode. Mg is abundant in the earth crust and has a
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high theoretical volumetric capacity of 3832 mA h mL−1, which is signifi-
cantly more than Li-metal (2061 mA h mL−1). Moreover, despite the fact
that metallic Mg is inferior to metallic Li in terms of specific capacity
(2205 mA h g−1 for Mg vs 3862 mA h g−1 for Li) and reduction potential
(−2.3 V for Mg vs −3.0 V for Li), the reversible plating and stripping
of Mg metal do not promote the formation of the dendrite, unlike its
lithium metal counterpart.[15] The absence of dendrite formation, makes
it a safer alternative to LIBs. Although the first working prototype for
RMBs was reported by Aurbach et al. in 2000,[16] RMBs still have to
overcome several challenges before being used for commercial purposes.

1.3.1 Challenges in RMBs
Passivation layer formation

The incompatibility of the metallic Mg anode with standard elec-
trolytes has been recognized as a major challenge since the early stages
of developing RMBs. The conventional electrolytes based on typical or-
ganic solvents (carbonates, esters, nitriles, lactones, etc.) and simple salt
anions (ClO4, BF4, PF6, AsF6, etc.) exhibit relatively low compatibility
with Mg metal anodes.[17, 18] The reaction between the Mg metal anode
and the conventional electrolyte forms a passivation layer consisting of
ionic Mg compounds at the anode surface, which blocks the transport
of Mg ions. The passivation layer blocks the reversible deposition of Mg
ions to the anode, leading to poor coloumbic efficiency.[6, 19]

The seminal work of Gregory et al.[20] proposed an etheral solution
with salts based on organoaluminate or organoborate can alleviate the
problems stemming from the passivation layer formation. Later, Au-
rbach et al.[16] made a breakthrough by making the first prototype
RMB with a metal Mg anode, a chevrel phase Mo6S8 cathode, and an
electrolyte based on ether (THF) and organo-magnesium-chloride com-
plex (Mg(AlCl2BuEt). Several groups, following the pioneering work
of [16] succeeded in developing ether (mainly tetrahydrofuran (THF)
and glyme) based electrolytes that allow reversible deposition/dissolu-
tion of magnesium. These include the the magnesium aluminium chlo-
ride complex (MACC) electrolyte (MgCl2 –AlCl3 salt in dimethyl ether
(DME)),[21] the all-phenyl complex (APC) electrolyte ((PhMgCl)2 –AlCl3
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salt in THF), [22] and the Mg[B(HFIP)4]2 salt based electrolyte.[23]
Although developing alternative electrolytes offers a promising av-

enue for the research of RMBs, these electrolytes limit the choice of
potential cathodes for RMBs.[17] In this context, magnesium anodes
based on materials such as Sn, In, Pb, and Bi that make intermetallic
compounds with Mg have been proposed as a solution to the passivation
layer problem.[24, 25, 26, 27] Their ability to reversibly deposit mag-
nesium and their appealing theoretical volumetric capacity make them
a promising alternative anode for RMBs. However, they confront chal-
lenges including electrode pulverization due to volume expansion, capac-
ity loss at high C-rates, and sluggish Mg-ion kinetics.[12, 17] For the
development of realistic RMBs, it will be advantageous to have a deeper
understanding of the mechanisms causing these obstacles and to devise
strategies to overcome them.

Poor ductility of Mg
Mg is difficult to machine into thin foils for practical battery appli-

cations due to its poor ductility. The brittleness of Mg originates from
its hexagonal crystal structure, which is described in detail in Chapter 3.
The current methods for producing thin sheets of Mg via rolling are labo-
rious and expensive.[28] Alloying Mg with small amounts of dopants is
another economical solution to obtain ductile Mg.[29] The use of doped
Mg as an anode for RMBs is relatively less explored but is a promis-
ing avenue to tackle the problem of ductility without compromising the
energy density of the battery.

Sluggish Mg2+ ion kinetics
Alongside the development of the anode and the electrolyte, the de-

sign of a high-voltage/high-capacity cathode for magnesium batteries is
crucial. However, the development of cathode materials is primarily lim-
ited by the slow kinetics of the divalent Mg2+ ion. The primary reason
for the sluggish ion kinetics is the strong ionic interaction and the po-
larization induced by the divalent Mg cation.[30] The sluggish Mg2+ ion
kinetics results in limited reversible capacity and lower power output.
Although, the use of materials with good divalent ion mobility, such as
cheveral phase Mo6T8 (T=S or Se), shows excellent intercalation kinet-
ics and reversibility, the energy densities delivered by these materials
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in practical conditions are far from the theoretically expected values.[16]
Most of the compounds, which have been demonstrated to be effective Li
cathodes, exhibit little or no electrochemical activity with Mg, due to the
slow diffusion of Mg2+ ion.[30] Several material types, including oxides
(V2O5,[31] MnO2[32]), and polyanions (FeSiO4[33]) shows promising elec-
trochemcial performance with Mg. However, the major constraint with
these material is the Mg2+ mobility. Conversion cathode such as sulfur
has also been studied as cathode for RMBs. But they face challenges such
as poor reversibility of sulfur cathode and polysulfide dissolution.[34] The
quest for high capacity cathode for RMBs still continues, and numerous
researches are investigating various chemical combinations to find suit-
able cathode for RMBs. A large chemical space of potential cathode
materials for RMBs still remains largely unexplored. Therefore, rigor-
ous experimental and theoretical investigation is required to explore the
potential cathode for RMBs.

1.4 Atomic-scale modelling for
batteries

Understanding the material properties at the atomic scale has paramount
importance in developing new battery technologies. Computational tech-
niques such as density functional theory (DFT) is a powerful tool in
understanding the atomic-level mechanisms in electrochemical systems.
Such computational tools can be used to understand and predict the ma-
terial properties in regions where experiments cannot be easily accessed. 

DFT has been used with materials for Li-ion batteries since the
1990s.[35, 36] These early studies mainly concentrated on computing
the voltages of different cathode and anode materials. The application
of DFT in the battery field has expanded over these years, and it has
been used to analyze a wide range of material properties, including volt-
age, material stability, crystal structure, ionic diffusion, and electronic
properties.[37] DFT is also used in high-throughput screening, to iden-
tify new materials for battery applications. For instance, Bölle et al.
demonstrated a workflow for screening ion-insertion cathodes for magne-
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sium batteries.[38] The advancement of computational power and sim-
ulation techniques has resulted in the emergence of ”accelerated mate-
rial discovery,” in which simulation techniques are combined with ex-
periments and artificial intelligence to discover new material chemistries.
Understanding and predicting the properties of materials at the atomic
scale is a critical step in the search for new materials for battery appli-
cations. Therefore, atomic-scale modelling techniques have paramount
importance in the development of new emerging technologies such as
RMBs..

In this thesis, we aimed to understand and develop possible electrode
materials for RMBs using atomic-scale modeling. Throughout this thesis,
four separate research projects were carried out to explore the properties
of suitable electrode materials for RMBs, addressing the challenges asso-
ciated with RMBs. The first two projects investigate the properties of
the anode, while the third and fourth projects focus on the modelling
of the cathode. The first project aims to identify the dopants that can
improve the ductility of the Mg anode. The second project explores the
chemical space of Mg-Sn anode, which is reported to be a possible alter-
native to Mg metal anode to alleviate the problem of passivation layer.
The third project focused on understanding the transport properties at
the cathode side of Mg-S battery. And finally, the fourth project explores
the properties of pyroborate MgMnB2O5 as a cathode for RMBs.
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1.5 Outline of thesis
The remainder of thesis is structured as follows:

• Chapter 2 - Theory and Methods
A brief overview of DFT, nudged elastic band (NEB) method, and
cluster expansion (CE) is presented.

• Chapter 3 - Ductile alloy anodes
A DFT screening study is presented to identify the dopants that
improve the ductility of Mg anode for RMB applications. Three
main properties of dopants evaluated: ductility improvement, ther-
modynamic stability, and migration to anode surface.

• Chapter 4 - Phase stability of Sn anode
A phase search using DFT based cluster expansion (CE) is pre-
sented for Mg-Sn system. The energetics of the phases are evalu-
ated using convex. Also presented the voltage profile obtain from
CE based MC simulation.

• Chapter 5 - Charge transport in Mg-S cathode
A charge-transport study is presented for MgS, and MgS2 which are
the discharge end products on Mg-S cathode. Contribution of sev-
eral defects are evaluated. An ab-initio molecular dynamics study
also presented to evaluate charge transport in non-equilibrium con-
ditions.

• Chapter 6 - Disorder in pyroborate cathode
A study into the structural properties of pyroborate MgMnB2O5 is
presented. Evaluated the disorder at different level of magnesiation
using DFT based CE.

• Chapter 7 - Summary
Main findings from chapter 3-6 are summarized.



CHAPTER 2
Theory and methods

This chapter presents a brief overview of main theory and methods used
in the thesis.

2.1 Density functional theory (DFT)
Density functional theory is a matured computation technique for under-
standing and predicting material properties at atomic scale. The core
of DFT is to solve the Schrödinger equation, which represents the wave
nature of atomic particles.

2.1.1 The Schrödinger equation
The wave nature of atomic particles was proven experimentally at the
beginning of the nineteenth century. Back then, it was assumed that the
behavior of atomic particles could be explained by a mathematical wave
equation.

The first person to develop such an equation was Austrian physicist
Erwin Schrödinger. The Schrödinger equation is the quantum mechanics
counterpart of the law of conservation of energy in classical mechanics.
The time-independent Schrödinger equation for a particle, defined by a
stationary wavefunction Ψ(r) can be expressed as.

ˆHΨ(r) = EΨ(r) (2.1)

where Ĥ the Hamiltonian operator containing the kinetic energy and the
potential energy of the system.
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The initial step in solving the Schrödinger equation is determining
the Hamiltonian. The Hamiltonian of the many-body system with Nn

nuclei and Ne electrons is:

Ĥ = −
Nn∑
I=1

ℏ2

2mn

∇2
I −

Ne∑
i=1

ℏ2

2me

∇2
i + 1

2

Nn,Nn∑
I,J(I ̸=J)

ZIZJe
2

|RI − RJ |

+ 1
2

Ne,Ne∑
i,j(i ̸=j)

e2

|ri − rj|
+ 1

2

Ne,Ne∑
I,i

ZIe
2

|RI − ri|
(2.2)

which, in concise form expressed as,

Ĥ = T̂n(R) + T̂e(r) + V̂nn(R) + V̂ee(r) + V̂ne(R, r) (2.3)

where the subscript n and e denotes nucleus and electron, respectively.
R and r represents the nuclear and electronic coordinates, respectively
and Z is the atomic number of the respective nucleus. T̂ is the kinetic
energy and V̂ is the potential energy operator. However, solving this
equation is not trivial, thus complexity reductions are required.

2.1.2 The Born-Oppenheimer approximation
The Born-Oppenheimer approximation provides the first simplification
towards solving the many body Schrödinger equation by separating elec-
trons and nuclei into two separate mathematical problems. The Born-
Oppenheimer approximation defines nuclei as classical point-like parti-
cles since the mass of nuclei is typically greater than that of electrons
(more than 1000 times). As the positions of nuclei are fixed, their kinetic
energy is zero and the potential energy of the nucleus-nucleus interaction
remains constant. This approximation simplifies the Hamiltonian.

Ĥ = T̂e(r) + V̂ne(R; r) + V̂ee(r) (2.4)
Although the Born-Oppenheimer approximation makes the wave func-

tion independent of nuclear coordinates, solving the many-electronic wave-
function problem still demands a massive computational effort. DFT
takes a novel approach to solve this problem by replacing electronic wave-
function ψ(r1, r2,....,rn) by charge density (n(r)). The two hypotheses
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put out by Hohenberg and Kohn serve as the foundational elements of
DFT.

2.1.3 The Hohenberg-Kohn theorems
The two theorems proposed by Hohenberg and Kohn [39] are:

1. Proof of existence: There exist a unique external potential, and
hence the energy, for any electron density n(r). According to this
theorem, the energy functional is written as:

E[n(r)] =
∫
n(r)Vextdr + FHK (2.5)

with Hohenberg-Kohn functional as:

FHk = Te[n(r)] + Vee[n(r)] (2.6)

2. (Variational principle) There is a single ground state electron den-
sity which can obtained by minimizing the energy functional, and
all other electron densities result in an energy value greater than
the ground state energy.

Eo ≤ E[n(r)] =
∫
n(r)Vextdr + Te[n(r)] + Vee[n(r)] (2.7)

2.1.4 The Kohn-Sham equations
For many body wave functions, evaluating the Kinetic energy operator is
difficult. The idea proposed by Kohn and Sham to solve the problem in
many-electron system, is to define a system of non-interacting electrons in
an effective potential(veff (r)) which gives the same ground state density
as the system with interacting electrons.[40] This reduce the many-body
problem to a one electron Schrödinger equation and the wavefunction
can be represented as a Slater determinant of single-particle orbitals, ϕi.
The kinetic energy can then be expressed as

Ts[n(r)] = − ℏ2

2m
∑

i

N
∫
d3rϕ∗

i (r)∇2ϕi(r) (2.8)
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All other interactions, that are not considered in non-interacting systems
are then added by incorporating additional terms. The contributions to
the energy according to Kohn and Sham is described as:

E[n(r)] = Ts[n(r)] + Vext[n(r)] + EH [n(r)] + EXC [n(r)] (2.9)

Where Vext[n(r)] is the external potential from nuclei-electron interac-
tion, EH [n(r)] is the Hartree energy from the coulomb electron-electron
interaction, EXC [n(r)] is exchange-correlation functional, which consider
the difference between non-interacting and exact kinetic energies, the
non-coulomb electron-electron interactions and all contributions which
affect the movement of electrons. The effective potential (veff (r)) used
for the non-interacting system can be represented as

veff (r) = vext(r) + vH(r) + vxc(r) (2.10)

The Kohn-Sham equation is often solved iteratively, as explained be-
low:

1. Set a initial trial charge density n(r).

2. Calculate the effective potential Veff .

3. Obtain the single particle wavefunction ψ(r) by solving Kohn-Sham
equation using n(r)

4. Calculate the new electron density using the wavefunction, nnew(r)
= |ψ(r)|2

5. Compare n(r) and nnew(r). If they are converged, compute the
ground state energy and other properties, else the trial charge den-
sity is updated and the process repeats from the second step until
convergence is reached.

2.1.5 Exchange-Correlation (xc) Functionals
The exact xc functional is unknown. Thus in DFT calculations, the xc
functional is approximated to get accurate results. Choosing a reasonable
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xc functional is a major consideration before performing the DFT calcula-
tion. Local Density approximation (LDA) is the most basic xc functional.
The xc energy contributions for LDA is derived from homogenous elec-
tron gas model and parametrized using Monte Carlo calculations. The
exchange-correlation energy for LDA can be expressed as:

ELDA
xc [n] =

∫
n(r)ϵLDA

xc [n(r)]dr (2.11)

where ϵLDA
xc is the xc functional for homogenous electron gas. LDA works

well for systems like metals that have a homogenous electron density,
while fail for complex systems.

A more accurate approximation for the xc functional is provided by
the ’generalized gradient approximation’ (GGA). GGA is the improved
form of LDA, which also takes into account the gradient of charge density
at every point in space. This can be written as:

EGGA
xc =

∫
n(r)Exc(n(r),∇n(r))dr (2.12)

GGA comes in a variety of flavors with varying parametrization. The
most widely used GGA is the Perude-Burke-Ernzerhof (PBE)[41] func-
tional as it provides a good balance between accuracy and computa-
tional cost. Although LDA and GGA fit well with experiments for a
wide range of properties, they tend to fail in accurately describing the
electronic structure properties of localized states. One reason for this
is self interaction error (SIE) in DFT which arises from the fact that
DFT considers electrons as electron-densities, and there is no precise
way to distinguish which electron-density corresponds to an electron. As
a result, the Coloumb energy contribution of an electron includes the
self-interaction with its electron-density.

The effect of SIE can be alleviated by using hybrid xc functionals that
incorporate a fraction of the exchange from Hartree-Fock (HF) theory, as
the HF can provide the exact exchange energy. The xc energy in hybrid
functionals is written as

Ehyb
xc = αEHF

x + (1 − α)EDF T
x + EDF T

c (2.13)

where α is fraction of exact exchange, EHF
x is the exact exchange from

HF theory, EDF T
x and EDF T

c are DFT contribution of the exact, and
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correlation energies, respectively. A popular choice of hybrid functional
is the Heyd-Scuseria-Ernzherof (HSE)[42] functional, in which the exact
exchange is only considered in the short range to simplify the calculations.
Although HSE functionals provide accurate results, the computational
time required for HSE calculations is still significantly higher than for
GGA.

Another widely used method to solve the issues stemming from the
SIE but at a modest computational cost is the DFT+U approach. In
DFT+U a Hubbard-U correction is applied on top of the LDA/GGA
functional. The value of U is derived by fitting it to experimentally
measured properties such as band gap.

2.2 Nudged elastic band method
The nudged elastic band (NEB) method [43] is used to find a minimum
energy path(MEP) connecting two local minima. The NEB is the mod-
ified version of plain elastic band(PEB) method [44, 45]. Typically in
these methods, an initial guess of the path from the initial state(R0)
to the final state(RN) is obtained by linear interpolation. The interme-
diate points resulting from interpolation are referred to as images and
are represented by the notation [R1, R2,..., RN − 1]. These images are
connected by a spring to avoid them to fall into the endpoints. The ob-
jective function is minimized by relaxing the intermediate images until
they converge to the MEP. The objective function is expressed as

SP EB =
N−1∑
i=1

F (Ri) +
N∑

i=1

k

2
(Ri −Ri−1)2 (2.14)

where F (Ri) force of the image i, and k is the spring constant. The
first term denotes the potential force of the configuration and the second
term represents the spring force. However, the PEB method is sensitive
to the value of the spring constant. A higher spring constant makes
the chain stiff and can cuts the corners on the path, which leads to an
overestimation of the saddle point energy. This problem arises from the
perpendicular component of the spring force. On the other hand, for a
lower value of the spring constant, the images are not equally spaced,
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which leads to the sliding of images towards the minima. This results
from the parallel component of the true force. This can be solved by
nudging, which refers to the projection of parallel component of spring
force and the perpendicular component of the potential force. Then the
force on the image becomes:

FNEB
i = F (Ri)⊥ + Fi

s,∥ (2.15)

in which the perpendicular component is

F (Ri)⊥ = F (Ri) − (F (Ri).τ ))τ (2.16)

and the parallel component is

Fi
s,∥ = Fi

s.τ (2.17)

where τ is the unit tangent in the direction of the path, and Fi
s is

the spring force.

2.3 Cluster Expansion

2.3.1 Basic formalism
Cluster expansion treats the scalar physical quantity of a material as a
configurational problem. In other words, a scalar quantity of the material
can be determined based on the how the atoms are decorated (i.e., the
configuration of the atoms) in a fixed lattice. Therefore, the property
q(σ) of a material with N -atomic sites can be expressed as the function
of its configurational vector σ = {s1, s2, s3, s4, ..., sN}, where si is the site
variable correspond to the type of atom that occupy the site i. si can take
one of the value from 0,1,..., M − 1 for a multicomponent system with
M types of atoms. For each si, an orthogonal single-site basis function
is defined such that ∑M−1

si=0 Θb(si)Θb′(si)
M

= δbb′ (2.18)
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where Θb(si) is bth basis function for ith site and δbb′ is the Kronecker
delta.

The configuration q(σ) can be represented as the sum of clusters.The
clusters can be singlets, pairs, triples, quadruplets, etc. The symmetry
equivalent clusters are considered as the same cluster, α. Each cluster is
defined by a set of cluster functions, Φb(s).

Φb(s) =
∏

i

Θbi
(si) (2.19)

where b is the vector defining the order of the single-site basis and s
vector containing all site variables. The average of the cluster functions
associated with each cluster gives the correlation function, ϕα. Then, the
quantity, q(σ) per lattice site can be expressed as

q(σ) = J0 +
∑

α

mαJαϕα (2.20)

where mα is the multiplicity of the cluster, Jα is the effective cluster
interaction (ECI) associated with cluster α, and J0 is the ECI for the
empty cluster.

2.3.2 Cluster expansion construction
A CE model is constructed by obtaining optimal ECIs by fitting selected
number of reference data to the corresponding atomic configurations.
The reference data is mostly the energies (can be any scalar quantity)
obtained from DFT calculations. The ECIs can then used to predict
the energy using the equation (2.20). The predictive power of the CE
model is evaluated based on cross validation (CV). The scheme used in
this thesis for the CV is leave-one-out (LOO), and the LOOCV score is
expressed as

LOOCV =

√√√√ 1
N

N∑
i=1

(q̂i − qi)2 (2.21)

where N is the number of atomic configurations, q̂i is the predicted physi-
cal quantity of structure i by CE model constructed using N -1 structures
without the structure i and qi is the calculated value of the physical quan-
tity corresponds to structure i.

The steps in constructing a CE model is described below.
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1. Generate training structures.

2. Perform DFT calculations.

3. Fit the CE model and check whether the CE is converged. The
convergence of CE is determined by a low CV score.

4. If the CE is converged it can be used to predict the properties of
the system, else repeat the process from step 1.

2.3.3 Monte Carlo simulation
MC methods refer to a broad range of computational algorithms that
use repeated random sampling to obtain deterministic properties. In
this thesis, we used metropolis MC in combination with a Hamiltonian
from CE. This allows us to efficiently sample a large configurational space
and obtain the thermodynamic properties. The algorithm for Metropolis
MC is described below.

1. Start from the initial configuration (qi).

2. Randomly move (trial move) one (or more) particles in the system
to obtain the new configuration (qi+1).

3. Calculate the change in energy due the trial move, ∆E = E(qi+1)-
E(qi).

4. If ∆E ≤ 0, then always accept the new configuration; that means
set qi+1 as qi. And go to step 8.

5. If ∆E> 0, then calculate ’transition probability’, W = exp(−β∆E).
β = 1

KBT
, where KB is the Boltzmann constant and T is the tem-

perature.

6. Generate a random number, r between 0 and 1.

7. If r ≤ W accept the new configuration, else continue with the
previous configuration
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8. Repeat the process form step 2 to 8 for sufficient number of trial
move, so that system is sampled enough.

9. Compute average of the properties.



Part I
Anode





CHAPTER 3
Ductile alloy anodes

This chapter presents the work in paper 1 - Computational Design of
Ductile Magnesium Alloy Anodes for Magnesium Batteries. The paper
is included in this thesis. The text is taken directly from the paper with
minor changes for the purpose of the thesis.

3.1 Introduction
As described in Section 1.3.1, the brittle nature of magnesium is a serious
obstacle to overcome in fabricating sufficiently thin foils to be used as
RMB anodes. Consequently, magnesium anode’s ductility has to be in-
creased to develop practical RMBs in conjunction with next-generation
electrolytes that suppress the formation of the passivation layer. Magne-
sium exhibits low ductility due to its hexagonal crystal structure. Exist-
ing experimental and theoretical studies indicate that doping magnesium
with suitable elements will promote the formation of stacking fault, which
in turn improves the ductility of magnesium.[28, 29] Stacking faults are
crystal imperfections formed due to the addition or removal of an atomic
layer. The excess energy per unit area due to the faults is known as
stacking fault energy (SFE). There are three main types of basal stack-
ing faults for Mg: one extrinsic stacking fault with ABABCABAB stack-
ing sequence and two intrinsic stacking faults with ABABCBCB (called
I1) and ABABCACA (called I2) stacking sequences. Sandlöbes et al.
reported that reduction in the SFE of I1 stacking fault (I1SF) on doping
improves the ductility of magnesium.[29]

Experimental reports on the use of doped Mg as RMB anode are rela-
tively scarce. In aqueous electrolytes, Zhao et al.[46] and Wang et al.[47]
have tested the AZ31 commercial alloys (Mg-3 wt% Al-1 wt% Zn). Wang
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et al. also tested AP65 (Mg-6 wt% Al-5 wt% Pb).[47] According to their
reports, both AZ31 and AP65 exhibit larger overpotentials than pure
Mg. Regarding non-aqueous electrolytes, Schloffer et al. studied Mg-
1.55 wt% Gd, Mg-1.63 wt% Zn and Mg-1.02 wt% Gd-1.01 wt % Zn
alloys with APC as electrolye.[48] They observed that after 5 cycles only
the samples doped exclusively with Zn were showing a clear overpoten-
tial. Very recently, Mandai and Somekawa made a systematic analysis
of Mg doped at 0.3 wt% with nine different elements, namely Ag, Al, Bi,
Ca, Li, Mn, Sn, Y and Zn, with Mg[B(HFIP)4]2/diglyme salt-electrolyte
combination.[23] They reported that Zn and Bi increase the overpoten-
tial with respect to pure Mg, while Ag and Ca decrease it. The other
five elements (Al, Li, Mn, Sn and Y) did not seem to have any noticeable
effect on the overpotential. The reason for the different influence of the
dopants on the overpotentials remains unclear.

In this work, we hypothesize that the dopants that modify the elec-
trochemical properties of Mg, either benignly or detrimentally, are those
that either segregate or migrate towards the surface of the system. By
contrast, those dopants that stay at the bulk will be electrochemically
inert (i.e., they will not affect the overpotentials, the electron conduc-
tivity at the surface, corrosion or passivation at the anode). Ideally,
one should try to find dopants that enhance Mg ductility while concomi-
tantly improve its electrochemical properties. The latter may be difficult
to rationalize since several complex processes such as Mg diffusion at
the surface and Mg solvation/disolvation need to be accounted, and they
depend on the electrolyte being used. A more conservative approach is
to focus solely on seeking dopants that reduce Mg brittleness without
interfering with the electrochemical processes. Our strategy ensures to
increase the ductility of RMB anode without sacrificing any other prop-
erty.

Several authors have used density functional theory (DFT) to perform
an exhaustive search to find suitable doping elements that improve the
ductility of magnesium.[28, 29, 49, 50] The work of Zhang et al. has iden-
tified a set of 34 elements that improve the ductility of magnesium.[49]
As an initial step of the investigation, we took these 34 elements and
confirmed that they lower the SFE of I1SF on alloying with magnesium
based on our DFT calculations. As the dopants’ impact on the electro-
chemical properties of the magnesium anode has not been explored, we
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investigated their propensity to migrate to the surface. Based on the
propensity criterion, we have identified 12 dopants that could be added
to magnesium to form a suitable ductile alloy anode while not compromis-
ing its electrochemical properties. Some of the identified systems can be
readily purchased for further testing as they are commercially available.

This chapter is structured in four sections. A short discussion on the
brittleness of magnesium and how stacking faults helps to improve its
ductility is presented in section 2. Section 3 covers the methodology and
the computational details. The main results of this work are presented
and discussed in section 4. Some final comments are provided in the last
section.

3.2 Ductility in Magnesium
The brittleness of Mg originates from its insufficient number of indepen-
dent slip systems needed to accommodate deformations. According to
the Von Mises criterion, a material requires five independent slip systems
to allow deformations.[51] The possible slip systems in an hcp crystal, the
crystal structure of magnesium at room temperature, are illustrated in
Figure 3.1. The corresponding number of independent slip systems are
listed in Table 3.1.

Figure 3.1. Possible slip systems in hexagonal system. a) Basal, pris-
matic and pyramidal–I slip systems in ⟨a⟩ direction and b) pyramidal–I and
pyramidal–II slip systems in ⟨c + a⟩ direction.
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Direction Plane Number of independent slip systems

⟨a⟩
Basal 2

Prismatic 2
Pyramidal–I 4

⟨c+ a⟩ Pyramidal–I 5
Pyramidal–II 5

Table 3.1. Independent slip systems in magnesium crystal system.[52]

Basal and prismatic slips along ⟨a⟩ direction offer two independent
slip systems each. The four slip systems of pyramidal–I along ⟨a⟩ di-
rection is crystallographically equivalent to the combination of basal ⟨a⟩
and prismatic ⟨a⟩ slips.[52] Therefore, only four independent slip systems
are attainable in ⟨a⟩ direction. On the other hand, pyramidal–I and
pyramidal–II slips along ⟨c+ a⟩ direction offer five independent slip sys-
tems, and activating any of the slips along ⟨c + a⟩ direction can satisfy
the Von Mises criterion. Wu and Curtin showed that ⟨c + a⟩ disloca-
tions are metastable even in pure Mg once they are formed, although
the their formation is energetically unfavorable.[53] Therefore, finding
dopants that activate and further stabilize the ⟨c + a⟩ dislocations is a
suitable strategy to enhance the ductility of Mg.

The dopants activate ⟨c + a⟩ dislocations through the promotion of
stacking faults.[29] Sandlöbes et al. investigated the relationship between
ductility and SFEs in Mg and Mg–Y alloys.[29] They observed a reduc-
tion in SFE of Mg upon alloying with Y and reported that the improved
ductility of Mg–Y alloys was due to the high activity of pyramidal–I
and pyramidal–II ⟨c+a⟩ dislocations. The plausible explanation for this
is that I1 stacking fault (I1SF) can act as nucleation source for ⟨c + a⟩
dislocations.[28] Thus, dopants that reduce the SFE (relative to that of
pure Mg) for the I1SF will promote ⟨c+a⟩ dislocations, and consequently
will enhance Mg ductility. Therefore, we limit the scope of the stacking
faults to I1SF in this study.
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3.3 Computational methods
Three conditions need to be fulfilled in order to assess whether the addi-
tion of dopants is beneficial for RMB applications:

• The dopant should improve magnesium’s ductility (the SFE for the
I1SF should be lowered after dopant addition).

• The dopant has to form a thermodynamically stable alloy with
magnesium.

• The dopant should be more stable either in bulk or at stacking
faults than on the surface to form a dopant-free surface.

Regarding the first condition, the first-principle study of Zhang et al.
on I1SF identified 34 dopants that decrease the SFE of magnesium.[49]
These elements are Al, Ba, Bi, Ca, Ce, Cs, Dy, Er, Eu, Ga, Gd, Hf, Ho,
In, K, La, Lu, Na, Nd, Pb, Pr, Rb, Sc, Sm, Sn, Sr, Tb, Ti, Tl, Tm, Y,
Yb, Zn and Zr. In our study, we restricted ourselves to this set of 34
dopants with a doping concentration of ∼2.08 % for all alloy structures
(i.e., one dopant atom per 48 atoms), which lies in the typical doping
level of commercial alloys (∼1 % to 3 %). We carried out our own first-
principle I1SF study since the SFE depends on the doping level, while no
SFEs have been reported for a 2.08 % doping concentration to the best
of our knowledge.

The SFE for the I1SF was calculated using

SFE = EI1SF − Ebulk

2A
, (3.1)

where EI1SF and Ebulk are the energies of the structures with and without
stacking faults, respectively. A is the area of the stacking fault plane,
which corresponds to the area of the XY plane in this work. The term
“bulk” refers to the bulk of the material in a pristine form without stack-
ing faults. The I1SF and bulk structures used in the calculations are
shown in Figure 3.2. We tested the size of the SF supercell to make sure
that the interactions between the SF defects are negligible. The change
in SFE for the supercells with SFs seperated by more than 8 atomic
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layers is less than 1 mJ/m2. To perform calculations with low doping
concentration (∼2.08 %), we employed 2 × 2 × 12 supercell of hcp con-
taining 96 atoms for both structures, and two magnesium atoms were
substituted with the dopants for the alloy structures. Due to periodic
boundary conditions, the I1SF structure has two stacking-fault planes
separated by 12 atomic layers to minimize the interaction between them,
and a dopant was placed on each of the stacking faults.

We used Vienna Ab initio Simulation Package (VASP) to perform
first-principle calculations based on DFT.[54, 55] The Perdew-Burke-
Ernzerhof (PBE) parameterized GGA functional was employed to de-
scribe the exchange and correlation effects,[41] and the projector aug-
mented wave (PAW) method was used to account for the core-valence
interaction.[56] A plane-wave basis set with cut-off energy of 520 eV was
used for all calculations. The Brillouin zone is integrated with the k-
point mesh generated using the Monkhorst-Pack scheme with a k-point
density of 4.5 per Å−1 for all the structures. The convergence of the
k-point density was tested for magnesium and all other elements in this

Figure 3.2. Structures of a) pristine bulk and b) I1SF. Mg atoms are shown
in blue and the dopants are shown in pink.
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study, and the difference in total energy was found to be less than 2
meV/atom. The convergence criterion for the electronic self-consistent
loop was set to 1 × 10−6 eV, and the atomic positions were relaxed until
the force on each atom reached below 1 × 10−2 eV Å−1. The structure
and atomic positions were relaxed for both bulk and I1SF structures, and
only the atomic positions were relaxed for the slabs.

The second and third conditions (the alloy stability and the dopant’s
propensity to migrate to the surface, respectively) were evaluated based
on conventional expressions for formation energies. The formation en-
ergies of an alloy when a dopant is in bulk, at stacking fault or on the
surfaces were calculated using

Estruct
f = Estruct(Mgm−nXn)−Estruct(Mgm)−nE(X)+nE(Mg)

n
, (3.2)

where struct can be either bulk, I1SF, or surface terminations (e.g.,
(0001), (1010), and (1011)). Estruct(Mgm−nXn) is the energy of the struc-
ture where n out of m Mg atoms are substituted with dopant atoms.
Estruct(Mgm) is the energy of the same structure with no dopants (i.e.,
all m atoms are Mg). E(X) is the energy per atom of X in its most stable
crystalline structure. E(Mg) is the energy per atom of Mg in hcp. All
the simulations for calculating formation energies have the same calcu-
lation parameters used for the stacking fault simulations for consistency.
In addition, the number of atoms in the supercells were kept to 96 for
all the cases (i.e., m=96 in (3.2)), with two dopant atoms placed as far
apart from each other as possible.

The stability of the alloy (second condition) was evaluated based on
the formation energy with the dopant in the bulk/stacking fault. The
Ebulk

f or EI1SF
f should be negative to form a stable alloy. The dopants

will segregate and form a separate phase if they are positive. The energy
of the bulk and I1SF structures were also computed using the structure
shown in Figure 3.2. The propensity of the dopant to migrate to the sur-
face (third condition) was analyzed by comparing the formation energies
of the alloys when the dopant is in the bulk and at stacking fault versus
on surfaces. The relative energy of the dopant in the bulk and at the
stacking fault versus on the surface are written as

∆Ebulk = Ebulk
f − Esurface

f (3.3)
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and

∆EI1SF = EI1SF
f − Esurface

f , (3.4)

respectively. The superscript ‘surface’ refers to one of (0001), (1010) and
(1011) surface terminations considered, and the Esurface

f is for the most
thermodynamically favorable Mg surface for the dopant. At least one of
∆Ebulk or ∆EI1SF should be negative in order to ensure that the dopant
does not migrate to the surface.

The preliminary step for assessing the migration of the dopants to-
wards the surface is to determine which Mg surface terminations are
thermodynamically most favorable. The surfaces formed in magnesium
at equilibrium condition were identified using the Wulff plot analysis.
The 12 symmetrically distinct surfaces in magnesium crystal with the
lowest Miller indices were considered for the Wulff construction. We fol-
lowed the methodology in the work of Tran et al.[57] to obtain the Wulff
plot using our lattice constants and simulation parameters. Tran et al.
reported that the minimum thickness of 10 Å for both slab and vacuum is
sufficient to converge surface energies to within 0.02 J/m2. We used slab
structures with two surfaces separated by a minimum of 8 atomic layers
(>10 Å) and vacuum thickness of 10 Å for the surface energy calculations.
The surface energy, γsurf , of different surfaces required for obtaining the
Wulff shape is calculated using

γsurf = Eslab − nslabEMg

2Aslab , (3.5)

where Eslab is the energy of the slab model with the surface, nslab is the
number of atoms in slab structure and Aslab is the area of the slab along
the surface plane. The Wulff shape was obtained using the Wulff analysis
module implemented in Pymatgen.[57, 58] After identifying the surfaces
formed in magnesium at equilibrium conditions, the formation energies
of the surfaces were calculated using (3.2).
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3.4 Results and Discussion

3.4.1 Ductility analysis
The alloying elements that reduce SFE of magnesium upon alloying are
identified as suitable dopants that enhance the ductility of Mg. The
SFEs calculated for the 34 binary magnesium alloys with the dopant
concentration of ∼2.08 % are given in Section 3.4.1. The SFE obtained
for the pure magnesium is 21.547 mJ/m2, which is in agreement with
the previous studies.[29, 49, 59] All the doping elements other than Zn
exhibit a reduction in the SFE on alloying with magnesium. The anoma-
lous behavior of Zn is in contrast to the results of Zhang et al. where all
the 34 dopants showed a decrease in the SFE.[49] For a 2.08 % doping
concentration, our results show that SFE for Zn-doped Mg is 1.6 mJ/m2

larger than that of pure Mg. On the other hand, SFEs of Zn alloys
with 1.1 % and 2.5 % Zn concentrations are more stable than pure Mg
by 0.2 mJ/m2 and 2.3 mJ/m2, respectively, according to Zhang et al.[49].
One cannot draw a conclusion on the ability of Zn to promote stacking
faults based on such small changes in SFE, especially when we account
for the inherent DFT inaccuracies and the spurious dopant–dopant in-
teractions of our model. Therefore, Zn was not disregard for subsequent
analyses, especially because Zn is present in numerous commercial Mg
alloys.

3.4.2 Wulff plot analysis
The surface energies calculated for 12 surfaces with the lowest Miller
indices Mg are given in Table 3.3. The equilibrium shape of Mg crystal
is obtained using the Wulff plot construction using these surfaces energies
as inputs. The computed Wulff shape is shown in Figure 3.3a. It can be
seen from the Wulff shape that (0001), (1010) and (1011) surfaces are the
only surfaces present in Mg at equilibrium conditions. The area fraction
of each surfaces derived from the Wulff shape is given in Table 3.3. Even
though (0001) surface is the most energetically favorable surface, most
area of the equilibrium magnesium surface consists of the (1011) surface.
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System SFE (mJ/m2) Ebulk
f (eV) EI1SF

f (eV) E
(0001)
f (eV) E

(1011)
f (eV) E

(1010)
f (eV)

Al 14.083 0.048 0.031 0.096 0.094 0.112
Ba 4.316 1.311 1.273 -0.343 -0.612 -0.580
Bi -5.679 -0.245 -0.305 -0.779 -0.879 -0.909
Ca 14.084 0.126 0.109 -0.221 -0.330 -0.273
Ce 13.402 0.167 0.150 0.036 0.114 0.125
Cs -2.044 2.833 2.781 -0.410 -0.573 -0.639
Dy 18.854 -0.010 -0.016 0.280 0.336 0.473
Er 19.081 0.001 -0.004 0.334 0.400 0.533
Eu 6.815 0.411 0.379 -0.209 -0.387 -0.310
Ga 15.219 -0.169 -0.183 -0.158 -0.227 -0.219
Gd 18.400 -0.016 -0.023 0.200 0.254 0.393
Hf 11.358 0.605 0.582 1.435 1.813 1.795
Ho 19.081 -0.007 -0.013 0.307 0.369 0.504
In 11.358 -0.367 -0.399 -0.464 -0.510 -0.501
K 5.452 1.593 1.558 -0.229 -0.380 -0.430
La 14.311 0.310 0.294 0.056 -0.028 0.112
Lu 18.627 0.024 0.018 0.390 0.485 0.612
Na 12.948 0.437 0.419 -0.072 -0.177 -0.218
Nd 15.447 0.080 0.067 0.109 0.096 0.238
Pb 3.407 -0.209 -0.249 -0.545 -0.624 -0.638
Pr 14.538 0.092 0.077 0.050 0.019 0.161
Rb 1.590 1.492 1.448 -1.047 -1.205 -1.256
Sc 18.172 -0.111 -0.118 0.329 0.503 0.523
Sm 17.037 0.031 0.021 0.170 0.186 0.327
Sn 3.862 -0.260 -0.299 -0.467 -0.531 -0.538
Sr 7.042 0.718 0.686 -0.217 -0.431 -0.373
Tb 18.627 -0.006 -0.013 0.256 0.305 0.443
Ti 13.175 0.649 0.630 1.213 1.479 1.429
Tl 11.131 -0.049 -0.072 -0.305 -0.367 -0.382
Tm 19.081 0.012 0.006 0.360 0.428 0.559
Y 18.854 -0.092 -0.098 0.173 0.253 0.377
Yb 11.358 0.282 0.260 -0.079 -0.220 -0.150
Zn 23.170 -0.033 -0.030 -0.015 -0.067 -0.080
Zr 11.131 0.192 0.169 0.999 1.376 1.354
Mg 21.547 - - - - -

Table 3.2. Calculated SFE and formation energies of the binary Mg alloys
with the dopant in bulk, at stacking fault and on surfaces.
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Surface Surface energy (J/m2) Area fraction
(0001) 0.59 0.22
(1010) 0.63 0.34
(1011) 0.68 0.44
(1012) 0.75 0.00
(1120) 0.76 0.00
(1121) 0.80 0.00
(2021) 0.82 0.00
(2130) 0.75 0.00
(2131) 0.77 0.00
(2112) 0.80 0.00
(2132) 0.80 0.00
(2241) 0.80 0.00

Table 3.3. Surface energies and area fraction of 12 surfaces with the lowest
Miller indices.

Figure 3.3. a) Wulff plot of the equilibrium surfaces of Mg. Slab structures
used in the surface calculations. b) (0001) surface, c) (1010) surface and d)
(1011) surface. Mg atoms are shown in blue and the dopants are shown in
pink.

Thus, we only considered the (0001), (1010) and (1011) surfaces for
our study of the propensity of a dopant to migrate to the surface. Again,
for the sake of consistency, the formation energies with the dopants at the
surfaces were calculated using 96-atoms slab structures with one dopant
on each of the two surfaces. The (0001), (1010) and (1011) surface slabs
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are visualized in Figure 3.3.

3.4.3 Stability analysis
The formation energy of the alloy with the dopant atom in the bulk,
Ebulk

f , or at the stacking fault, EI1SF
f , should be negative in order to form

a stable alloy. As shown in Section 3.4.1, only 14 out of the 34 considered
dopants fulfill that condition: Bi, Dy, Er, Ga, Gd, Ho, In, Pb, Sc, Sn,
Tb, Tl, Y and Zn. It is worth noting that EI1SF

f is smaller than Ebulk
f for

all dopants other than Zn, which indicates that these dopant are more
favorable to be at stacking fault than in the bulk. Er is special case
where it is stable only at the stacking fault – all the other stable dopants
are stable both in bulk and at the stacking fault. In addition to the
14 dopants that fulfill our stability condition, some dopants such as Al,
Lu, Nd, Pr, Sm and Tm display slightly positive values (i.e., less than
0.1 eV for Ebulk

f and EI1SF
f . Due to the intrinsic errors in DFT, we took

a cautious approach and decided not to exclude these 6 dopants at this
stage from the pool of potential dopants that are beneficial for Mg-alloy
anodes.

A screening based on the stability criterion allows us to disregard 14
out of the 34 dopant candidates. The disregarded dopants were alkali
and alkali-earth metals, whose large atomic size compared to that of
Mg makes them rather unstable, three rare-earth elements (Eu, La and
Yb), and the elements in group 4 of the periodic table (Ti, Zr and Hf).
Regarding elements from group 4, there are experimental reports in the
literature confirming their low solubility in Mg.[60, 61, 62] One could
argue the 14 excluded dopants could be metastable at the low doping
level considered in this work due to kinetic considerations (e.g., high
migration barriers), and they may not segregate to form a separate phase.
However, under the operating conditions of the battery where Mg atoms
are continuously plated/stripped from the anode, atomic migration is
strongly favored, and thus the segregation of metastable dopants would
eventually occur.

It is worth to mention explicitly the case of Ca, which was included in
the study by Mandai and Somekawa. The Mg-0.3 wt% Ca showed a re-
duction of the overpotential relative to pure Mg.[23] Our calculation show
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that Ca and Mg should segregate, which agrees well with experiments.[63]
Mandai and Somekawa speculated that the low amounts of Ca dopant
in their samples dissolve during the first cycles, producing defects that
may function as active sites.

3.4.4 Relative energy analysis
As a final step of the analysis and screening, we evaluated the propensity
of the 20 stable dopants to reside in bulk or at stacking fault than migrate
to the (0001), (1010) or (1011) Mg surfaces. While using the surface at
which the dopant is most stable as a reference, we evaluate the relative
energies of the dopants in the bulk and at the stacking fault versus on
the surface, which are respectively represented as ∆Ebulk and ∆EI1SF.
The results are shown in Figure 3.4.

Among the stable magnesium alloys, Al and most of the rare earth
elements (Dy, Er, Gd, Ho, Lu, Nd, Sc, Sm, Tb, Tm and Y) have nega-
tive ∆Ebulk and ∆EI1SF. The negative relative energies imply that these
dopants are not prone to migrating to the surface, and thus they are
electrochemically inert. In contrast, Bi, Pb, Sn, In and Tl strongly pre-
fer to migrate to the Mg surface, which will interfere in the stripping

Figure 3.4. Relative energies of stable Mg alloys.
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(deposition) of Mg during the discharge (charge) of the battery and po-
tentially react with the electrolyte. Experiments have shown increased
overpotentials for Bi and Pb dopants with respect to pure Mg.[23, 47]

It should be pointed out that the propensity of the dopants to mi-
grate to the surface depends on the considered surface termination. For
example, Zn and Ga have slightly positive ∆Ebulk and ∆EI1SF values
because they energetically prefer to be on the (1010) or (1011) surfaces.
However, they are more stable to be in the bulk or at the I1SF compared
to the (0001) surface. Our results show a good agreement with the ex-
perimental results even for the borderline cases where the magnitudes of
∆Ebulk and ∆EI1SF are small. The study of Schloffer et al. on the electro-
chemical behavior of Mg-1.63 wt% Zn in APC electrolyte reported that
the alloy exhibits a high propensity to be passivated,[48] indicating that
Zn participates in surface processes. Along the same lines, Mandai and
Somekawa,[23] Zhao et al.[46] and Wang et al.[47] reported an increased
overpotential in the AZ31 alloy, containing Zn, with respect to pure Mg.
Schloffer et al. also showed that the addition of 1.55 wt% Gd does not
have any adverse effect on the anode performance.[48] These experimen-
tal observations are in a good agreement with our findings where Gd
does not migrate to Mg surfaces while Zn does.

Based on the identified dopants, the commercial alloy WE43 with a
composition of Mg-4 wt% Y-2.25 wt% Nd-0.15 wt% Zr will be a suitable
candidate as magnesium alloy anode. The two main dopants in WE43,
Y and Nd, are both stable in the bulk, promote stacking faults and do
not migrate to the surface. Zr is added to magnesium alloys as a grain
refiner although it has limited solubility in magnesium; the undissolved
Zr act as a nucleation site during solidification and form fine-equiaxed
grains.[64] In contrast, the alloys in the AZ family (the most widely used
type of commercial Mg alloys) contain Al and Zn, are expected to be
unsuitable for Mg battery anodes as Zn tends to migrate to the surface.

3.5 Conclusion
We performed a theoretical study of 34 dopants reported in the literature
as beneficial to improve magnesium ductility to explore their potential
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use as anodes in magnesium batteries. We started by checking that the
studied alloys at the doping level considered in this work (∼2.08 %) pro-
mote stacking faults defects, whose presence enhances magnesium ductil-
ity. Subsequently, we examined whether the dopants tend to segregate
and form separate phases or prefer to remain in the alloy. We found that
only 20 out of the 34 dopants, mostly rare-earth elements, are stable in
the alloy. Finally, we investigated these 20 stable dopants and their
propensity to migrate to the alloy’s surface. We considered that those
dopants that migrate to the surface could interfere with the electrochem-
ical process (they could, for instance, produce passivation or degrade the
electrolyte), and thus we disregarded them as useful dopants. Within
this sequential analysis, we identified 12 potential favorable dopants: Al,
Dy, Er, Gd, Ho, Lu, Nd, Sc, Sm, Tb, Tm and Y. Remarkably, the com-
mercial alloy WE43 contains Y and Nd, both included in our shortlist of
beneficial dopants, so we encourage experimental tests with this alloy.

3.6 Outlook
The commercial alloy (WE43) suggested in this work has been tested
by our experimental partners in the EMAGIC consortium. They were
not successful in rolling the alloy into thin foils. The main reason for
this failed attempt was the use of wrought alloy rather than cast alloy.
The criteria that we used in this study to evaluate the enhancement of
ductility by the addition of doping that promotes stacking fault are only
applicable for cast alloys that have a homogenous distribution of dopants
and an unaltered microstructure. For wrought alloys, on the other hand,
the microstructure has already been changed by mechanical processing
during the making of the alloy.
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CHAPTER 4
Sn Anode

This chapter presents the work in paper 2 - Thermodynamic investigation
of phase transformation in Sn anode for magnesium batteries. The paper
is included in this thesis. The text is taken directly from the paper with
minor changes for the purpose of the thesis.

4.1 Introduction
The alloying anode materials for Mg batteries such as Sn,[25] In,[26]
Pb,[27] Bi,[65] and their intermetallics have recently been proposed as a
new class of anode materials for Mg-ion batteries to address the issues of
incompatibility with the conventional electrolytes. These alloying anodes
are shown to be compatible with a wide range of conventional electrolytes
and are less susceptible to the passivation layer formation.[24, 25, 66]
Among the alloying anodes, Sn appears to be a promising anode be-
cause of its high gravimetric capacity, ductility and low intercalation
voltage.[25] A theoretical study by Wang et al.[67] indicated that Sn has
a relatively low migration barrier for Mg2+ ions, making it a competitive
anode for RMBs.

Sn exists in two allotropic forms: α- and β-Sn. The ground-state
structure of Sn is a face-centered cubic (fcc) with a diamond crystal struc-
ture known as a α-Sn phase, which is a zero-gap semiconductor.[68] At a
transition temperature of 13 °C, α-Sn transforms into β-Sn phase, a body-
centered tetragonal (bct) metal[69]. Most experimental studies of Sn are
based on the β-Sn as it is the stable phase at room temperature. The
β-Sn structure becomes Mg2Sn with fcc structure upon magnesiation.[25]

Significant volume change during charge and discharge is a known
issue of Sn.[17, 70] The structural distortion due to the volume change
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leads to poor coulombic efficiency and rapid capacity degradation. [71]
The underlying reasons for how the structural changes hamper electro-
chemical performance remain unclear. Singh et al.[25] indicated that
amorphization, accompanied by the structural transformation, hinders a
complete extraction of Mg2+ from Mg2Sn, which leads to poor coloumbic
efficiency and fast capacity fade. The first step of improving the perfor-
mance of Sn anode is to gain an in-depth understanding of the phase
transformation process during charge and discharge, which can be used
for designing future anode materials.

The aim of this study is to investigate the phase transformation from
pure Sn (bct) to Mg2Sn (fcc) on magnesiation. While the β-Sn and
Mg2Sn are the only two known crystalline phases during the cycling of
Sn anode, no detailed information is available for the transformation from
bct to fcc structures. This study investigates the relative thermodynamic
stability of the bct to fcc phase at intermediate magnesiation levels. The
cluster expansion (CE) method coupled with first-principle densiy func-
tional theory (DFT) calculations have been proven to predict the struc-
tures formed during the battery charging and discharging.[72, 73, 74] Pre-
vious CE study on Mg-Sn alloys only considers hcp and fcc structures,[75]
while overlooking the bct structure, which is known to be the most sta-
ble phase for pure Sn.[69] The present work is the first theoretical study
that includes the missing bct structure in the phase analysis. The hcp
phase has not been considered in this study as it is not present during
the charge-discharge process of the RMBs. Two CE models are devel-
oped to determine the most thermodynamically stable phase at different
Mg concentration levels by comparing the formation energies of bct and
fcc structures. In addition, we simulated the voltage profile using Monte
Carlo simulations to gain more insights into how the thermodynamic
stability of the materials is related to their performance.

4.2 Method
First-principle calculations based on DFT were employed to calculate
the total energies of all structures. DFT calculation results are used
to train CE models, and all of the calculations were performed using
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the Vienna Ab initio Simulation Package (VASP).[54, 55] The Perdew-
Burke-Ernzerhof (PBE) parameterized generalized gradient approxima-
tion (GGA) functional was employed to describe the exchange and cor-
relation effects, and the projector augmented wave (PAW) method was
used to account for the core-valence interactions.[41, 56] A plane-wave
basis set with cut-off energy of 520 eV is used for the calculations. The
Brillioun zone is integrated with the k-point mesh generated using the
Monkhorst-Pack scheme with a k-point density of 4 per Å−1.[76] The
convergence threshold for electronic degrees of freedom was 1 × 10−6 eV,
and the interatomic forces were set to 1 × 10−2 eV Å−1 for the structural
relaxation.

We developed two separate CE models for α-Sn and β-Sn systems,
where both of them are trained using corresponding DFT calculations.
For simplicity, we refer to α-Sn and β-Sn systems as fcc and bct struc-
tures, respectively, based on their parent lattice structures. The en-
ergies from the first-principle calculations were then used to build the
CE model to explore the configurational space more effectively. The
CLuster Expansion in Atomic Simulation Environment (CLEASE) pack-
age was used to generate training structures for DFT calculations and
to construct the CE model by fitting the effective cluster interactions
(ECIs).[73] The training structures were generated systematically using
different generation schemes provided in the CLEASE package. The first
set of structures was generated using a random generation method. The
subsequent structures are generated to ensure that energetically stable
structures are included in the training set while the configurational space
is sufficiently explored. Two generation schemes are employed for this
work; a probe structure [77, 78] scheme was used to generate structures
that differ the most from the existing training set in the database and the
ground-state structure generation scheme based on simulated annealing
was used to include low-energy structures.[79]

A template lattice structure describing the substitutional disorder is
needed to construct a CE model. A structure with a space group 216
(shown in Figure 4.1a) is used to represent fcc structures (α-Sn and
Mg2Sn) as it is the common subgroup with the highest symmetry for the
space groups of Mg2Sn (space group 225) and Sn (space group 227). The
structure becomes α-Sn when 4b and 4c Wyckoff positions are occupied



42 4 Sn Anode

by Sn and vacancy, respectively. The Mg2Sn structure can be realized
using the template when 4b and 4c positions are occupied by Mg. The
charging procedure can be mimicked by letting the 4b sites be occupied
by either Mg or Sn while the 4c sites are occupied by either Mg or
vacancy. A total of 200 structures are generated for the fcc structures
while applying the above site constraints. The 200 structures consists of
structures with a conventional cell (1 × 1 × 1 cell consisting of 12 atoms),
2 × 1 × 1 cell (24 atoms) and 2 × 2 × 1 cell (48 atoms).

A template structure with space group 141 was used to construct the
CE model for bct structures (shown in Figure 4.1b) as the β-Sn has a
bct crystal structure with the space group 141. There is no imposed
constraint for the occupation of the lattice sites, which means any of the
lattice sites can be occupied by either Mg or Sn. It is known from ex-
periments that the solubility of magnesium in bct Sn is very low.[80, 81]
Therefore, we limited the magnesiation concentration in the bct struc-
ture to be up to 12.5 % Mg to allow for a thorough sampling at low Mg
concentration. We generated 170 bct structures with the Mg concentra-
tion below 12.5 % to train the CE model. The CE models for bct and
fcc structures were constructed using the maximum cut-off radii of 9, 9,
and 7 Å for the 2-body, 3-body, and 4-body clusters, respectively. Two
regularization schemes, ℓ1 and ℓ2 types, are compared for its predictive
power, which is evaluated using leave-one-out cross-validation (LOOCV)
score.

One technical issue for constructing an accurate CE model is the
large lattice distortion after the structure relaxation, which originates
from the presence of vacancies or large mismatch in atomic radii of ele-
ments that occupy the lattice. The lattice distortions introduce “noise”
in the CE model, which assumes an ideal lattice structure. One strategy
to alleviate the issue of lowered accuracy is to eliminate the heavily dis-
torted structures. [75, 82, 83] The lattice distortion can be quantitatively
measured using normalized mean square displacement (NMSD), which
is described as[82]

NMSD = MSD
V 2

3
, (4.1)

where V is the volume of the structure and MSD is the mean square
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Figure 4.1. a) Structures of Sn and Mg2Sn, which can be represented using
a common template with space group 216. b) Template with space group 141
for bct structures.

displacement calculated using

MSD =
∑

atom
∑

X=x,y,z(X[f ] −X[i])2

Natom
. (4.2)

X [f ] and X [i] are Cartesian coordinates of final relaxed structure and
initial unrelaxed structure, respectively, and Natom is the total number
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of atoms in the structure. The structures with a high value of NMSD
(i.e., heavily distorted structures) are removed from the training set to
construct a CE model without much distortion noise.

Monte Carlo (MC) simulations were performed using the constructed
CE model to investigate the relative stability of fcc and bct structures
and to obtain the voltage profile.[74, 84] We used canonical MC at var-
ious fixed concentrations for the phase stability analysis. The lowest
energy structure for each concentration was obtained using a simulated
annealing technique. The starting temperature of the MC simulations
was set to 1 × 1010 K, which was gradually lowered to 2 K. A 5 × 5 × 15
supercell consisting of 1200 atoms was used for the fcc structures, while
a 6×6×9 supercell consisting of 1296 atoms was used for bct structures.

The relative stability of the phases investigated using convex-hull
analysis. The formation energy for the construction of convex hull is
calculated using the following equation:

Ef = EMgxSn −XMgEMg −XSnEα-Sn, (4.3)

where EMgxSn (0< x< 2) is the total energy of the structure andXMg and
XSn are the concentration of Mg and Sn in the structure, respectively.
EMg and Eα-Sn are the energy per atom of pure Mg (hcp) and α-Sn,
respectively.

The open-circuit voltage (OCV) profile was obtained using semi-grand
canonical Monte Carlo (sgcMC) simulations. The sgcMC has the advan-
tage of controlling the concentration of the system by imposing fixed
chemical potential. Each trial move in sgcMC simulation consists of se-
lecting a random site and substituting the site with a different element,
which makes the concentrations of species in the cell to fluctuate from
one point to another. The chosen value of chemical potential controls
the average concentration of species. The sgcMC simulations presented
in this work require two chemical potential values since there are two
binary sub-lattices in the simulation cell that consists of Mg-Sn and Mg-
vacancy. Throughout this work, the two sub-lattices were kept in internal
equilibrium by constraining the chemical potential of Mg to be the same
on both of the two sub-lattices. This constraint allows us to control the
Mg concentration by varying one chemical potential. This chemical po-
tential can directly use to calculate the OCV of the half-cell consisting of
Mg and Sn electrodes (Sn electrode is the material under study, which is
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magnesiated up to Mg2Sn). The OCV is calculated using the following
formula:

OCV = −
µMgxSn

Mg − µMg

e
. (4.4)

µMgxSn
Mg (0 < x < 2) is the chemical potential in eV per Mg atom in MgxSn

(this is the chemical potential obtained from sgcMC), µMg is the energy
per atom of the pure Mg in hcp crystal structure calculated as −1.5095 eV
and e is the electric charge which is 2 for Mg2+ ion. The same settings
were used for the simulated annealing for the sgcMC simulations, ex-
cept for the use of a 10 × 10 × 10 supercell consisting of 12 000 atoms
for simulating fcc structures. The large supercell was used to allow the
system to explore very low magnesium concentrations as a dip in volt-
age is observed in the experimental voltage profile at low magnesium
concentrations.[25]

4.3 Results and discussion

4.3.1 Cluster expansion
As the first step of constructing the CE model, the relaxed structures
from the DFT simulations are examined to determine their NMSDs to
quantitatively investigate their degree of distortion. The lattice distor-
tion of relaxed structures in the considered magnesium range and their
distributions are shown in Figure 4.2. The Mg concentration ranging
from 0 to ∼67 % and from 0 to 12.5 % are considered for fcc and bct
structures, respectively. It is noted that lattice distortion is low in the
vicinity of known stable concentrations (α-Sn and Mg2Sn for fcc struc-
tures and β-Sn for bct structures). The heavily distorted structures tend
to be present in the concentration ranges that deviate significantly from
the known stable structures (i.e., α-Sn, β-Sn and Mg2Sn). The inclusion
of these heavily distorted structures in the training set has been shown to
have an adverse effect on the predictive power of the CE model.[75, 82]
In particular, Nguyen et al.[82] demonstrated that the accuracy of the
CE model improves when it is trained with structures with the NMSD
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value of less than 0.1 %.[82] Of the 200 fcc and 170 bct structures, 106
fcc and 71 bct structures had the NMSD values below 0.1 %.

Figure 4.2. Distortion of the structures based on the normalized mean square
displacement (NMSD) values for a) fcc system b) bct system.

The effect of filtering out the distorted structures is verified by com-
paring the performances of the CE models constructed with and with-
out the distorted structures. The performance is measured using the
LOOCV score, and the NMSD value of 0.1 % is used as a threshold to
filter out the distorted structures. The LOOCV score of CE models
with and without distorted structures is given in Table 4.1. Two com-
monly used regularization schemes, ℓ1- and ℓ2-regularized fits, are used
for obtaining the LOOCV scores. The LOOCV score of the fcc system im-
proved substantially upon the removal of the highly distorted structures;
the LOOCV score improved from 24.95 meV/atom to 6.59 meV/atom for
the ℓ1-regularized fit and from 25.89 meV/atom to 5.89 meV/atom for
the ℓ2-regularized fit. The improved LOOCV scores agree well with the
findings of Nguyen et al..[82] The difference in the LOOCV for ℓ1- and



4.3 Results and discussion 47

ℓ2-regularized fits is negligible, and they deliver similar MC simulation
results and convex hull diagram. The key difference is in the number of
ECI terms used in the CE model. The ℓ1-regularized fit yields a lower
number of ECIs, leading to a reduced computational time for the subse-
quent MC simulations. Consequently, the CE model constructed using
the ℓ1-regularized fit was used for the subsequent MC simulations for the
fcc system.

All structures Undistorted structures
No. structures LOOCV

(meV/atom)
No. structures LOOCV

(meV/atom)
ℓ1 ℓ2 ℓ1 ℓ2

fcc 200 24.95 25.89 106 6.59 5.89
bct 170 13.66 4.39 71 13.31 3.7

Table 4.1. LOOCV score for the CE models of the fcc and the bct structures
before and after removing distorted structures. LOOCV scores with ℓ1- and
ℓ2-regularized fits are given for all models.

No significant improvement in the LOOCV is found for the bct system
upon the removal of the distorted structures. Despite the lack of signifi-
cant change in the LOOCV score, it is observed that the structures with
high NMSD values relax into different space groups. The structures with
high NMSD values are discarded from the training set since the relaxed
structures no longer correspond to the original lattice model. In other
words, we only used the structures in the training set that remain to have
the same space group as we specified. It is evident from the Table 4.1
that the LOOCV score with ℓ1 regularization is significantly higher than
those with ℓ2 regularization. Hence, the ECIs based on ℓ2-regularized fit
is used for the MC simulation of the bct system.

4.3.2 Convex-hull analysis
The stable structures at different levels of magnesiation are identified
through convex-hull analysis. The convex-hull plot obtained from DFT
calculations without distorted structures for bct and fcc structures are
shown in Figure 4.3a, and the one from the canonical MC based on CE
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models trained with this DFT dataset is shown in Figure 4.3b. It can
be seen from both convex-hull plots that α-Sn (fcc) is more stable than
the β-Sn (bct), which agrees with experimental and theoretical studies
that α-Sn is the stable phase at low temperatures (temperature below
13 °C).[69, 85] Furthermore, the fcc structures are energetically more fa-
vorable for the entire magnesiation levels considered. The canonical MC
simulation for bct structures predicts a new phase when Mg concentra-
tion is around 11 %(Figure 4.3b). However, the relative energy of this
phase with respect to the fcc is high, which indicates that this phase
will not form at low temperatures. Jain et al.[86] reported an Mg9Sn5
phase to be thermodynamically stable. This phase is not observed in our
convex hull since we only considered the structures in space groups 225
and 141. We calculated the formation energy of this structure and ob-
served that this structure falls on the hull line. However, this structure
is reported as a high temperature and pressure phase and will not form
under normal operating conditions of batteries.[87]

The vibrational contributions should be added to the formation ener-
gies to compare the bct and fcc systems at temperatures higher than 0 K.
As the phonon calculations using DFT are computationally expensive,
we include the vibrational contribution from the study of Legrain and
Manzhos[85] on α-Sn and β-Sn based on DFT and the harmonic approxi-
mation. They calculated the difference in vibrational contribution to en-
ergy between β-Sn and α-Sn at transition temperature is 0.024 eV/atom.
The difference in energy is subtracted from the energies of all the bct
structures to include the vibrational contributions effectively. This ap-
proximation is valid since our training set consists only of low Mg concen-
tration structures and stays in the original parent lattice after discarding
the highly distorted structures.

The convex-hull plots after including the vibrational contributions to
DFT and canonical MC results are shown in Figure 4.3c and d, respec-
tively. The energies of α-Sn and β-Sn become almost the same upon the
inclusion of the vibrational contribution corresponding to the transition
temperature. The updated convex-hull plots show that Sn and Mg2Sn
are the two stable phases upon alloying Sn with Mg. Furthermore, it
can be seen from the convex-hull plots that no other stable intermediate
states are present during the charging of Sn electrode to Mg2Sn. The
energies of fcc and bct structures overlap slightly only when Mg concen-
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Figure 4.3. Convex hull from a) DFT calculations, b) canonical MC simula-
tions, c) DFT calculations with 0.024 eV/atom subtracted from the energy per
atom of bct structures to include the vibrational contribution and d) canoni-
cal MC based on CE model trained with vibrational contributions added DFT
dataset.

tration is very low, and the fcc structures become more stable as the Mg
concentration is increased, indicating that bct structures are only stable
when Mg concentration is negligible. The results indicate that the nucle-
ation of Mg2Sn (fcc) will take place upon adding Mg to β-Sn. Legrain
et al.[88] have shown that low-concentration doping of Mg is unfavorable
in both α-Sn and β-Sn, i.e., Mg prefers to segregate when doped in low
concentration in these phases. Although doping of Mg is unfavorable
in both phases, β-Sn exhibits lower defect formation energy relative to
that of α-Sn, indicating that doping in β-Sn phase is more stable. A
similar trend can be observed in the present study as the system at low
Mg concentrations is above the hull line (Figure 4.3 b and d), and the
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formation energies of low-concentration Mg in β-Sn are lower than those
of α-Sn. We only considered the vibration contribution corresponding
to the transition temperature 13 °C, but a similar approach can be used
to study the phase transformation at higher temperatures. It is worth
noting that the energy difference between the α-Sn and β-Sn without any
vibrational contribution (∆Eα−β) is 0.026 eV/atom in our study. This
matches with the ∆Eα−β value of 0.02-0.06 eV/atom reported in the pre-
vious DFT studies. [85, 86] Legrain and Manzhos[85] pointed out that
slight changes in the ∆Eα−β can lead to a large difference in the tran-
sition temperature, and they obtained a ∆Eα−β value of 0.04 eV/atom
using GGA functional. The ∆Eα−β value of 0.026 eV/atom calculated in
the present study is slightly lower than the value reported in their study.
A larger ∆Eα−β value will result in pushing the formation energies of
β-Sn in Figure 4.3 upwards, making it less stable compared to the α-Sn.

4.3.3 Open-circuit voltage profile
The thermodynamic stability of the phases studied using the convex-hull
plots is directly related to the voltage profile of batteries. The voltage
profile obtained from the sgcMC simulation is shown in Figure 4.4. The
voltage plateau at 0.15 V obtained from the sgcMC matches the experi-
mental value reported by Singh et al.[25]. In their results, a slight dip in
the voltage was observed at the beginning of magnesiation, which could
originate from the kinetics of the bct to fcc transition. Since we only
considered the thermodynamics of the phase transformation, the dip is
not observed in the simulated voltage profile. The flat voltage profile
predicted by the MC simulations indicates that the anode material is
phase-separated during charging and discharging.

The magnesium solubility in Sn is low,[80, 81] which could be a pos-
sible cause of the formation of two phases rather than a solid solution.
The flat voltage profile is consistent with the convex-hull analysis, where
no phases other than Sn and Mg2Sn are observed. The single-phase β-
Sn becomes phase-separated between β-Sn and Mg2Sn during charge. At
the end of the charging, the system becomes a single-phase Mg2Sn. Some
studies suggest that an amorphous phase can form during the transfor-
mation from Mg2Sn to β-Sn upon discharge.[25, 89] Some of the highly
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Figure 4.4. Voltage profile obtained from semi grand canonical MC simu-
lation for fcc structures. The dotted line is the experimental voltage profile
from ref.25.

distorted structures discarded for CE training had low formation ener-
gies that lie close to the convex hull, indicating that the system could
transform into an intermediate phase (possibly an amorphous phase as
indicated in previous experimental studies) during the charging/discharg-
ing of the battery. A sufficiently slow discharge process can transform
Mg2Sn to β-Sn without losing its crystalinity. This transformation can
happen via two possible routes. The first route is Mg2Sn transforms to
α-Sn upon demagnesiation as they share a common parent lattice with
space group 216 (Figure 4.1 a), followed by a transformation from α-Sn
to β-Sn (i.e., Mg2Sn → α-Sn → β-Sn). However, it is not clear whether
α-Sn to β-Sn transformation is massive or martensitic. Mitchell and Don-
nelly[90] reported that the α to β transformation is highly likely to be
massive in nature due to the absence of a specific orientation relationship.
Ojima et al.[91], on the other hand, suggested that the transformation
is mainly massive but also martensitic. The discrepancy indicates that
a detailed study on the transformation from α-Sn to β-Sn is required.
The second route is a direct transformation from Mg2Sn structure to
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β-Sn upon demagnesiation without an intermediate α-Sn (i.e., Mg2Sn
→ β-Sn). As shown in Figure 4.3 c and d, the low-concentration Mg
structures in the β-Sn phase has lower formation energies than those in
the α-Sn phase, indicating the feasibility of taking the second route of
bypassing the α-Sn phase entirely. We performed a DFT calculation
to test the thermodynamic feasibility of the direct transformation from
Mg2Sn to β-Sn. A full structure relaxation calculation was carried out
on a structure where all the Mg atoms in Mg2Sn are removed from the
cell, followed by a slight rattling of all the atoms. The structure relaxed
to a tetragonal crystal structure which is very similar to pristine β-Sn.
The current work focuses on the thermodynamic stability of the phases
present during the cycling of the Sn anode in RMBs. Further work on
the kinetics of these phases to understand the transformation pathway
is underway.

4.4 Conclusion
We investigated the phase transformation of Sn anode for RMBs us-
ing two DFT-based CE models to analyze the energetics of bct and fcc
structures. This is the first time the energetics of fcc and bct phases
are evaluated in the same framework to study the phase transformation
in Mg-Sn alloy. We performed canonical MC to obtain the convex-hull
plots and sgcMC to obtain the open-circuit voltage profile. The phase
stability analysis using the convex-hull plots demonstrates that bct struc-
tures are only stable at very low magnesium concentrations. The bct-Sn
starts to transform into Mg2Sn upon magnesiation. The voltage pro-
file obtained from sgcMC simulations shows the voltage plateau that is
consistent with the value reported in previous experiments. The flat volt-
age profile obtained from sgcMC is consistent with the phase stability
analysis where the material remains phase-separated between β-Sn and
Mg2Sn during the charging and discharging of the battery. The highly
distorted structures discarded in the CE model had low formation en-
ergies, suggesting that the material could transform into an amorphous
phase during cycling. Our novel approach considers the three possible
routes for the transformation from Mg2Sn to β-Sn in this study. The
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first route is the transformation via an intermediate α-Sn phase (Mg2Sn
→ α-Sn → β-Sn). The second route is the direct transformation from
Mg2Sn to β-Sn (Mg2Sn → β-Sn). The third route is via an intermediate
amorphous phase (Mg2Sn → amorphous phase → β-Sn). Further study
is needed to understand the kinetic barrier and the phase transformation
pathways.

4.5 Outlook
In this study, the highly relaxed structures were discarded as they were
affecting the predictability of the CE model. The phase space was there-
fore restricted to fcc and bct structures. Some of the highly relaxed struc-
tures that deviate from the original parent lattices show low formation
energy. Therefore, it is desirable to develop a model that incorporates
lattice change and can efficiently explore the phase space.
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Part II
Cathode





CHAPTER 5
MgS transport

properties
This chapter presents the work in paper 3 - Ab-initio Study of Charge
Transport in Mg-S battery Cathode. The paper in its current form in-
cluded in this thesis. The text is taken directly from the paper with
minor changes for the purpose of the thesis.

5.1 Introduction
Rechargeable metal-sulfur batteries such as Li-S, Al-S, Mg-S, and Ca-S
are receiving significant interest as potential next generation batteries
due to their low cost, environmental sustainability and abundance of
sulfur.[92, 93, 94, 95] In addition, metal-sulfur batteries offer high theo-
retical energy densities owing to their use of metal as an anode and high-
capacity sulfur as the cathode. Li-S (2654 W h kg−1 and 2856 W h L−1)
and Mg-S (1684 W h kg−1 and 3286 W h L−1) have the highest energy
densities among the most studied metal-sulfur batteries.[92, 96]. Mg-S
battery has the advantage over the Li counterpart; in addition to the
abundance and lower cost, [92, 97, 98] the dendrite-free nature of Mg
makes it a safer alternative,[16, 99] attracting much attention as a next-
generation battery. Mg-S batteries have the potential to become a cost-
effective, sustainable and safe alternative to Li-ion and Li-S batteries.

Despite the promises of Mg-S batteries, it is not free of technical
challenges that must be overcome before being used in practical applica-
tions. One of the major challenges is the poor cyclability of the sulfur
cathode, where the magnesiation process upon discharge is not highly
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reversible. More specifically, Mg2+ ions migrate from the Mg anode to
sulfur cathode during discharge, forming various high-order polysulfides
(e.g., MgS8, MgS6, and MgS4), which get further reduced to form the
final discharge products, MgS and MgS2.[100] The formation of these
high-order polysulfide intermediates occur at a fast rate due to their
high solubility in the electrolytes.[101] However, the further reactions to
lower-order (poly)sulfides become slower as they start to precipitate on
the sulfur cathode.[102] Furthermore, these low-order (poly)sulfides have
exhibit low Mg2+-ion diffusivity, leading to a large overpotential at the
trailing end of the charging process, as well as limited reversibility to
high-order polysulfides and sulfur during charge.[103] Thus, understand-
ing the charge transport properties in MgS and MgS2 is very important
in designing an efficient Mg-S battery with long cycle life.

Presently, the charge transport mechanism in MgS and MgS2 is not
fully understood. Although few experimental and computational studies
exist for MgS, the study of charge transport in MgS2 is left unexplored.
Most experimental studies on the charge transport in MgS have been
performed at temperatures above 900 K.[104, 105] The conductivity at
room temperature is more important for battery applications. Presum-
ably, the lack of conductivity measurement of MgS around room temper-
ature stems from the difficulties in determining its low conductivity due
to its insulating nature. Several computational works also investigated
the charge transport in MgS. Puntambekar et al. computed the activa-
tion energies for the diffusion of Mg2+ (2.6 eV) and S2– (3.4 eV) ions in
MgS using an empirical interionic potential model.[106] Using density
functional theory (DFT), Chen et al. calculated the diffusion barrier of
1.2 eV for Mg2+ ions in MgS.[107] These studies mainly focused on the
ionic transport, and only little effort was devoted to studying electronic
transport. The present study aims to elucidate the charge transport
mechanism in MgS and MgS2 using first-principles DFT calculations at
the hybrid functional level of theory. More precisely, we study the ionic
and electronic conductivity arising from the migration of charged point
defects and polaronic defects (electron and hole polarons), respectively.
The formation energies and equilibrium concentration of several point
defects and polarons are calculated to identify the dominant defects. Fur-
ther, the diffusion barrier for the prevalent defects are evaluated using
nudged elastic band (NEB) method. The calculated energy barrier is
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then used to estimate the maximum thickness of MgS and MgS2 layers
to achieve practical discharge rates. The transport mechanism under
the non-equilibrium conditions during the battery operations, i.e., the
injection or extraction of polarons and Mg2+ from the cathode, is also
investigated using ab-initio molecular dynamics (AIMD).

5.2 Methodology

5.2.1 Computational details

All of the first-principle DFT calculations were performed using Vienna
Ab initio Simulation Package (VASP).[54, 55] The commonly used PBE
functional[41] is known to severely underestimate the bandgaps of semi-
conductors and insulators, as well as not predicting the charge localiza-
tion reliably (i.e., the charges are often delocalized).[108] Therefore, we
used the screened hybrid functional of HSE06[42, 109] for the calculation
of formation energies and diffusion barrier for the defects. The α value
was set to 0.40 (i.e., incorporating 40 % exact exchange) to reproduce
the bandgap values of GW-level calculations, which is known to be more
accurate.[110] All of the calculations used a plane wave basis for the elec-
tronic wave functions with a cut-off energy of 520 eV, and the projector
augmented wave (PAW) method was used to account for the core-valence
interactions.[56] All calculations are spin polarized, and the atomic po-
sitions are relaxed until the forces acting on each atoms are less than
1 × 10−1 eV Å−1. The convergence threshold for electronic self-consistent
loop was is set to 1 × 10−6 eV Å−1.

The calculations for the bandgap, dielectric constant and chemical
potential are performed with primitive unit cells. For these systems,
the Brillouin zone was sampled with a dense Γ-centered k-point mesh
with a minimum k-point density of 4 per Å−1. The defect and mobility
calculations were carried out using a 2×2×2 supercell of the conventional
cell with single Γ-centered k-point.
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5.2.2 Defect formation energy
The likelihood of the defect formation was evaluated using the formation
energy, Ef , of a defect, X. The Ef of X in charge state, q, was calculated
according to

Ef (Xq) = E(Xq) − E0 −
∑

niµi + qϵf + EFNV. (5.1)

E0 and E(Xq) and represent the total energy of the pristine cell and the
computational cell containing a point defect in charge state q, respec-
tively. ni is the number of atoms of species, i, removed while creating
the defect, X. The value of ni becomes negative when a species is re-
moved from the cell during the defect creation. µi denotes the chemical
potential of species i, which is determined by the phases that are in
thermodynamic equilibrium with the material under study at 0 K. ϵf

is the equilibrium Fermi energy of electrons, and EFNV is the Freysoldt-
Neugebauer-Vanderwall (FNV) correction for charged systems.[111] The
FNV correction requires a dielectric constant of the material under inves-
tigation, which is calculated using density functional perturbation the-
ory.

The Python Charge Defects Toolkit (PYCDT) package[112] was used
to generate the input structures and VASP settings files for the point
defect calculations. The input structures for the polaronic defect calcu-
lations, on the other hand, were prepared manually by distorting the
local surrounding of the region where polaron localization is as it is often
. To localize polarons in DFT calculations, typically, it is necessary to
prepare the structures by manually distorting the local surroundings of
the region where polaron localization is anticipated.

The concentration of defects, c(Xq), was calculated using

c(Xq) = N exp
(−Ef

kBT

)
, (5.2)

where N is the number of equivalent sites of the defects, kB is the Boltz-
mann constant and T is the temperature in kelvin. The mobility of
defect, µ, was calculated using

µ = νqa2

kBT
exp

(−Eb

kBT

)
, (5.3)
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where ν is the attempt frequency of the hopping, a is the hopping distance
and Eb is the diffusion barrier. The attempt frequency, ν, was taken as
1 × 1013 s−1 for both S and Mg.[113] a is the distance between the initial
and final points of the defects taken from DFT. The diffusion barrier is
calculated using nudged elastic band (NEB)[114] method implemented
in the atomic simulation environment (ASE) package.[115]. Then using
c(Xq) and µ the equilibrium conductivity of the defects are calculated
using

σ = qc(Xq)µ (5.4)
The maximum diffusion length of a defect is calculated using

L =
√
Dt (5.5)

where D is the diffusion coefficient, D = µKBT , and t is the time for
charge or discharge of battery

5.2.3 Molecular dynamics
The dynamics of the low energy barrier defects were analyzed using
AIMD simulations. The dynamics of the defects in non-equilibrium con-
ditions is evaluated using AIMD simulation. The molecular dynamcis
(MD) calculations were performed in a canonical ensemble (NVT) at
350 K, which is maintained by Langevin thermostat as implemented in
ASE. The MD simulations used the same VASP settings as static DFT
calculations for defect formation, except for the use of the PBE func-
tional to keep the computational cost of the MD calculations reasonable.
The simulation is run with a time step of 1 fs and equilibriated for a time
period of 0.5 ps for all cases, unless it is explicitly mentioned otherwise.

5.3 Results and discussion

5.3.1 Crystal structure and bandgaps
The crystal structures of MgS and MgS2 are illustrated in Figure 5.1.
The MgS exist as rocksalt crystal structure (spacegroup Fm-3m) in which



62 5 MgS transport properties

Figure 5.1. The crystal structure of a) MgS and b) MgS2. Brown and yellow
correspond to Mg and S ions, respectively.

the Mg2+ cations are octahedrally coordinated by S2− anions. The most
stable structure for MgS2 is reported to be cubic pyrite structure (space-
group Pa-3).[116] This is a modified rocksalt structure in which the S2−

anions of the rocksalt structure (MgS) is replaced by a S2−
2 dianions (S

dimer). The calculated lattice constant value for MgS using HSE06 is
3.66 Å, which matches well with the experimental value of 3.67 Å.[117]

MgS and MgS2 bandgaps were computed using DFT at three dis-
tinct levels of theory, namely G0W0, GW0 and HSE06. The computed
bandgaps are given in Table 5.1. It has been demonstrated that the GW0
approach best describes the band gap of semiconductors and insulators.[110]
Thus the α value of HSE06 (α=0.4) functional was calibrated to repro-
duce the GW0 bandgaps, and results in a bandgap of 4.49 eV and 4.34 eV
for MgS and MgS2, respectively. Both MgS and MgS2 exhibits indi-
rect bandgaps. Previous theoretical studies employing hybrid functional
also reported an indirect band gap in the range of 4.0 eV to 4.8 eV for
MgS.[118, 119]

5.3.2 Localization of polaron
Polarons are the localized charge of an electron or hole along with the
induced polarization of the surrounding lattice in the crystal (i.e., lattice
distortion in the vicinity of localized charge). In this work, we attempted
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Bandgap (eV)
MgS MgS2

HSE06 4.49 4.34
GW0 4.52 4.33
G0W0 4.29 3.88

Table 5.1. Calculated bandgaps for MgS and MgS2 with different levels of
theory

to localize four types of polarons: single hole polaron (p1), double hole
polaron (p2+), single electron polaron (p1−), and double electron polaron
(p2−).

In MgS, we were only able to obtain p2+. The sulfur atom in MgS
has an oxidation state of −2. Removal of 2 electrons from the system
results in a p2+ which changes the oxidation states of two sulfur atoms
from −2 to −1. Thus the ions experience weaker electrostatic repulsion,
resulting in the formation of a S-dimer. This can be seen in Figure 5.2a
that a S dimer is formed. The original S–S interataomic distance of
3.65 Å is shortened to 2.3 Å in the presence of double-hole polaron. The
double-hole polaron is localized only when the system is relaxed from a
initial configuration in which one of the S-S bond is shortened. Without
this initial distortion, it results in the delocalization of the polaron in
the crystal. The delocalization energy (i.e., the difference in total energy
between the structures with polaron delocalized and localized) for p2+

in MgS is calculated to be 0.21 eV. Previous study on MgO (which has
a rocksalt structure similar to MgS) demonstrated that a single hole
polaron could be localized on the Mg atom. [120] However, we could not
localize the single hole polaron as well as the electron polarons in MgS.

For MgS2, we could localize double-electron polaron and single-electron
polaron. The addition of an electron leads to localization of the p1− on
the sulfur dimer without any initial structural distortion. The presence of
p1− increases the S–S bond distance to 2.57 Å from 2.05 Å. Figure 5.2b
shows the localization of p1− on the S dimer. The p2− formed by the ad-
dition of two electrons increases the S–S distance significantly to 3.15 Å.
This is illustrated in Figure 5.2c. The formation of p2− required a man-
ual distortion of the initial structure. We observed that without this
initial distortion, the two electrons were localize as two separate p1− in
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the crystal structure.

Figure 5.2. Frontier orbital wave function of a) Doubel hole polaron (p2+)
localized in MgS b) single electron polaron (p1−) localized in MgS2, and c)
double electron polaron (p2−) localized in MgS2. The numbers in the figure
shows the S-S distance in Å

5.3.3 Defect formation energy
The formation energy of defects in MgS and MgS2 for different chemi-
cal potential is shown in Figure 5.3. The chemical potential varies with
chemical environment of the system. i,e., the reservoir from which the
chemical potential taken can be defined as Mg rich region (S poor re-
gion) or Mg poor region (S rich region). Based on OQMD database,[121]
the phases that are in thermodynamic equilibrium with MgS at 0 K are
Mg149S, and MgS2. While, the phases that are in thermodynamic equi-
librium with MgS2 are MgS and S. Thus, the limiting chemical potential
value for calculating defects in MgS are defined by the Mg149S–MgS re-
gion (Mg rich) and MgS–MgS2 region (Mg poor). Similarly for MgS2,
the limiting chemical potential is defined by the MgS–MgS2 (Mg rich)
and MgS2 –S (Mg poor) regions.

A total of 69 charged defects including magnesium vacancies (VacMg),
magnesium interstitial (IntMg), sulfur vacancies (VacS), sulfur interstitial
(IntS), hole polarons and electron polarons were considered. The charge
of the defects are given as superscript in their notation. The slope of
each line corresponds to charge state of that defect. We investigated 3
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distinct interstitial positions for the Mg and S interstitial in MgS. How-
ever, the interstitial defect with low formation energies are only shown
in Figure 5.3. The position of the equilibrium fermi level (Ef ), which is
indicated as vertical dashed line in Figure 5.3 is determined using the
charge neutrality condition,∑ ciqi = 0. The defects with low formation
energy at equilibrium fermi level is considered as the dominant defect.
The concentrations of the prevalent defects is given in Table 5.2.

Figure 5.3a and Figure 5.3b illustrate the formation energies of the
defects in MgS for Mg149S–MgS region and MgS–MgS2 region, respec-
tively. In both regions, Vac2−

Mg and Int2+
Mg are the most favorable charged

defects and they exhibit low defect formation energies, result in a high
defect concentration of 9.78 cm−3 The equilibrium fermi level is located
at the intersection of these two defects, since the opposite charges of
these two defects cancel each other out, resulting in the charge neutral-
ity condition. In MgS–MgS2 region, the defect with lowest formation
energy is Vac0

S. However, since the defect is neutral, it does not con-
tribute to charge transport. Puntambekar et al. reported that Vac2−

Mg is
the predominant defect in MgS, which agrees with our observation.[106]

The defect formation energies of the defects in MgS2 for MgS-MgS2
and MgS-MgS regions are shown in Figure 5.3c and Figure 5.3d. Both
regions showcase analogous defect formation energy diagram with Vac0

S
as the lowest formation energy defect. However, as stated previously,
they have no effect on charge transport due to the neutral charge. The
p1− is the next dominant defect in MgS2 with a defect concentration of
3.48 × 10−9 cm−3. Vac2−

Mg have a slightly greater defect formation energy,
which results in a rather lower defect concentration of 6.65 × 10−15 cm−3.
The interstitial defects in MgS2 exhibits very high formation energy.

5.3.4 Mobility and conductivity
The energy barrier for the diffusion of most prevalent defects in MgS
and MgS2 were calculated using nudged elastic band method (NEB).
Figure 5.4a depicts the minimum energy path (MEP) for the predomi-
nant defects in MgS. The calculated mobility and conductivity values
are summarized in Table 5.2. Vac2−

Mg exhibits very high migration bar-
rier, which is consistent with experiment.[104]. Previous computational
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Figure 5.3. The defect formation energy for MgS and MgS2. The equilibrium
Fermi energy is shown with the dashed dotted line.

study using PBE functional estimated a migration barrier of 0.9 eV for
the diffusion of Vac2−

Mg.[107] The use of different functional could be the
cause of variance in migration barrier compared to our study. The dif-
fusion of Int2+

Mg is also characterized by a high diffusion barrier of 1 eV.
The diffusion barrier of these defects are higher than the maximum tol-
erable migration barrier for cathodes in RMB, which is ∼0.9 eV. [107]
Despite having high defect concentrations, the low mobility of the Int2+

Mg
and Vac2−

Mg results in poor conductivity.
The MEP for the dominant defects in MgS2 is shown in Figure 5.4b.

Analogous to MgS, the Vac2−
Mg migration barrier in MgS2 is also very

high. The single electron polaron (p1−) exhibit low diffusion barrier. The
activation energy for the diffusion of p1− is 0.53 eV. Figure 5.4c shows the
initial, intermediate, and final states of the p1− migration. The relatively
low energy barrier of p1− leads to a decent mobility. However, the less
concentration of these defect results in negligible conductivity. Owing
to their low diffusion barrier, the maximum diffusion length for p1− is
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Figure 5.4. The energy barrier for the prevalent defects in a) MgS, and b)
MgS2.c) Frontier orbital wave function of initial, transition, and final images
of p1− in MgS2

calculated to be 3.1×103 nm for a discharge rate of 1C. This implies that
the mobility of p1− is sufficient enough to traverse through the cathode.
Therefore, a potential strategy to improve the conductivity in MgS2 is
to enhance the concentration of p1−.

5.3.5 Molecular Dynamics
So far, we have analysed the transport mechanism based on the intrin-
sic defects formed at equilibrium. However, during the practical battery
operation the scenario is different, being the cathode material out of equi-
librium. During the charging of battery, electrons move from the external
circuit to the cathode. Simultaneously, Mg ions from the electrolyte join
the cathode. We employed different AIMD setups to comprehend the
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System Defects Defect con-
centration
[cm−3]

Energy
barrier
[eV]

Mobility
cm2/(Vs)

Conductivity
[S cm−1]

MgS Vac2−
Mg 9.78 1.42 1.3 × 10−24 2.7 × 10−23

Int2+
Mg 9.78 1.01 8.3 × 10−18 1.3 × 10−16

MgS2
Vac2−

Mg 6.6 × 10−15 1.7 1.1 × 10−29 1.5 × 10−43

p1− 3.4 × 10−9 0.53 1.0 × 10−9 3.6 × 10−18

Table 5.2. Defect concentration, energy barrier, mobility and conductivity
for the most prevalent defects in MgS and MgS2.

system’s dynamics in such a scenario.

Figure 5.5. Snapshot from MD of electron polarons in bulk MgS2

The Mg2+ ion from the electrolyte need two electrons from external
circuit to compensate the charge. Our initial AIMD setup aimed to
determine whether electrons entering from the external circuit prefer to
exist as p1−s or as a p2−. The system was initialized with two single-
electron polarons localized in the bulk crystal structure. The size of the
bulk supercell is 2 × 2 × 2 of the conventional unit cell with 96 atoms.
The snapshot from the AIMD simulation after equilibration is shown in
Figure 5.5. During the equilibration, the S-dimers in which the polarons
were localized kept fixed. From the Figure 5.5, it is clear that initially
the electrons exist as separated p1−. Then in the subsequent steps they
merge to form p2−. Consequently, the S–S distance of one S-S dimer
shorten while the S–S distance of the other dimer increases. We did not
observed any further diffusion of p2−.
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To evaluate the diffusion of p2−, we performed a NEB calculation.
We observed that the migration of p2− from one site to the equivalent
site happens via an intermediate stage at which the p2− split into two
different p1−. It can be clearly seen in Figure 5.6a that p2− is localized
in the initial and final images, while its split into two distinct p1− in
the intermediate image. The energy barrier for the formation of two p1−

from p2− is 0.52 eV. Probably due to this high barrier that the diffusion
of p2− did not observed in our MD simulation. Therefore, we performed
the MD simulation at 1000 K with same setup used for the previous
MD simulation. The snapshots from the MD simulation is shown in
Figure 5.6b. During the initial steps of MD, the two p1− combine to
form p2− as analogus to previous MD simulation. After then we observe
the diffusion p2− via two p1−, which is consistent with our observation
in NEB calculation.

From these MD simulations, we anticipate that the electrons ap-
proaching the cathode from the external circuit will readily combine
and form p2−. For subsequent simulations, we therefore assumed the
electrons entering from the external circuit to be p2−.

Figure 5.6. a) Minimum energy path for p2−. b) Snapshots from MD
simulation of bulk at 1000 K

The second setup is to study the magnesiation in MgS2 surface. We
used a slab structure of (001) surface of MgS2 with a vacuum of 15 Å and
slab thickness of 18 Å. To localize the polaron, the system is initiated
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in such a way that one of the S–S bonds at the bottom of the slab is
broken. A Mg atom is placed on top of the slab to investigate the effect
of magnesiation at the electrode surface. To compensate for the dipole
moment from the Mg atom, dipole correction was applied in the direction
of the surface.

Figure 5.7. Snapshot from MD at (001) surface of MgS2

Figure 5.7 depicts snapshots from the MD run. It can be seen that,
the p2− is localized at the bottom of the slab in the beginning. The
charge is transferred to the surface on subsequent MD steps when the
Mg2+ begins to interact with the cathode. This is also reflected on the
S–S distance of the S dimers in which the charge is localized. The S–S
distance of the S dimer at which the polaron localized at the beginning
of the simulation has been reduced from 3.6 Å to 2.1 Å. In contrast,
the interaction with Mg2+ increases the S-S distance of the S-dimer at
the surface to 3.6 Å from 3.6 Å. This implies the formation of MgS at
the surface. During the MD run, no charge transport path was observed.
When Mg2+ interacts at the surface, the localized charge from the bottom
of the slab abruptly of shifts to the surface. Probably, electron tunneling
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would have occurred from the bottom of the slab to the surface. Typically,
tunneling occurs in materials with a thickness of less than 3 nm.[122]
However, it is not feasible to study such a big system with current setup.
In a system large enough to prevent tunneling, we could observe the
transport path for the electron.

Figure 5.8. Snapshot from MD at 001 surface of MgS2 with THF electrolyte

The third AIMD setup was designed to investigate the role of elec-
trolytes in the magnesiation of MgS2. The vacuum of the slab structure
was filled with THF molecules, which are the commonly used electrolyte
solvent in magnesium batteries. Using the GROMACS package,[123] 18
THF molecules were added to match the empirical density of 0.88 g cm−3.
[124] A bottom layer of wide gap semiconductor boron nitride (BN)
was employed to prevent charge leakage from the slab’s bottom to the
electrolyte. Following the initial conjugate gradient relaxation, the elec-
trolyte was relaxed at 350 K for 0.5 ps keeping the crystalline part frozen.
Then, except for the BN, the crystalline component was unfrozen and
relaxed for another 1 ps to allow for cathode - electrolyte interaction. Fig-
ure 5.8 shows the snapshot from MD run. The observation is similar to
what we saw in the previous MD simulation without the electrolyte. The
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electrolyte seemed to have no direct effect on the magnesiation process,
according to our MD simulation.

5.4 Conclusion
Elucidating the charge transport mechanism in MgS and MgS2 is very
essential in developing efficient RMBs. We performed a theoretical in-
vestigation of charge transport in these materials, evaluating the contri-
bution of several defects to the conductivity in the material. In MgS,
we identified Vac2−

Mg and Int2+
Mg as the prevalent defects. These defects

show a relatively high concentration in the material. However, due to
their poor mobility, the contribution of these defects to the conductiv-
ity of material is negligible. We identified that p1− and Vac2−

Mg are the
prevalent defects in MgS2 . The concentration of these defects appears
to be quite high. Although the concentration of p1− is low, their mobility
is sufficient to allow them to traverse the MgS2 deposit under practical
battery conditions. Consequently, the strategy to enhance the conduc-
tivity in MgS2 is to increase the concentration of p1−. We also performed
ab-initio molecular dynamics to understand the charge transport in non-
equilibrium conditions. Our results indicate that two p1− in MgS2 prefer
to combine and form a p2−.

5.5 Outlook
The dominant defects in MgS identified in the present study have low
mobility. Hence, we were not able to identify any charge carriers that
could potentially improve the conductivity of MgS. A previous theoretical
study on MgO, which has a similar crystal structure to MgS, reported
that a p1+ is the dominant defect in MgO with excellent mobility. In the
present work, we were not able to localize a p1+ in MgS. If the p1+ exist
in MgS, they can be potential charge carrier in MgS. Thus, it is desirable
to have a detailed investigation into the possibility of p1+ formation in
MgS.



CHAPTER 6
Disorder in pyroborate

cathode
6.1 Introduction
In the search for novel cathode materials for rechargeable magnesium bat-
teries (RMBs), polyanionic materials that consist of a metal cation (M)
and a polyanionic group (XO, where X=B, S, P, etc.) are promising con-
tenders. The polyanionic type cathodes exhibit high redox potential due
to the ”inductive effect”, which arises from the difference in electroneg-
ativity between the strong X-O bond and the weak M-O bond.[125] In
addition, the strong covalent bond between X and O provides additional
stability to the crystal structure, thereby enhancing the safety of the ma-
terials and making them ideal for rechargeable battery applications.[126]

The borate anion is the lightest among the common polyanionic
groups; as a result, it can provide higher specific capacity than other
polyanions. Several studies have demonstrated the ability of borate-
based materials as high-capacity cathodes for lithium-ion batteries. Al-
though borate-based electrolytes have been extensively studied for RMBs,
their potential as a cathode in RMBs has not been fully explored. Bo
et al. investigated borate compounds such as MgVBO4 and MgFeB2O5 as
cathodes for RMBs and discovered that Mg is mobile in MgFeB2O5 but
not in MgVBO4.[127] A later study on disordered pyroborate MgMnB2O5
shows reversible Mg2+ intercalation is possible in this material.[128] How-
ever, the the kinetics of Mg ion in this material is not fully explored.

The crystal structure of the pyroborate MgMnB2O5 is reported to
be triclinic.[129] The polyanionic structure of MgMnB2O5 is made up of
B2O5 units, which consist of two corner sharing BO3 triangles. These
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B2O5 units link the ribbon-like frameworks consisting of four parallel
chains of edge-sharing MO6 (in this case, M can be either Mg or Mn)
octahedra (Figure 6.1a). Each parallel chain in the quadruplet ribbon ex-
tend in the a-direction (Figure 6.1b & c). These quadruplet ribbons have
two crystallographically distinct sites, MA and MB, for the M cations.
The outer two octahedral sites in the ribbon correspond to MA, while
the central two octahedral chains correspond to MB. Since both sites
are symmetrically distinct, this can lead to disorder in material as Mg
and Mn can occupy either MA and MA sites. Also the mobility of Mg
is strongly dependent on the site at which they are occupied as the local
environment is different for both sites.

Figure 6.1. Crystal structure of MgMnB2O5 structure shown in different
directions. The dotted lines shows the quadruplet ribbon and the dashed line
shows the infinite chain of a cation in the quadruplet ribbon. For illustration
purpose, the MA site with is shown with occupation of Mn (purple octahedra)
and MB site is shown with occupation of Mg (orange octahedra). Boron atoms
are shown in green and oxygen atoms are shown in red.

Therefore, understanding on the disorder in the material is crucial in
studying the ion kinetics. It has been demonstrated that the cluster ex-
pansion (CE) method coupled with density functional theory (DFT) cal-
culations are effective tools for predicting the disorder in a material.[72,
73] The current study focus on assessing the disorder in the material at
various magnesiation levels using Monte Carlo simulations based on CE
method.
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6.2 Methodology
Spin-polarized DFT calculations were employed to calculate the total en-
ergies, which are then used to train the CE models. All DFT calculations
were performed using the Vienna Ab initio Simulation Package (VASP)
[54, 55] using a plane-wave basis set with cut-off energy of 520 eV. The
exchange and correlation effects are approximated using Perdew-Burke-
Ernzerhof revised for solids (PBEsol)[130] functional with a correction of
U=3.9 eV on Mn-d orbitals, as recommended by the materials project to
account for the self-interaction error.[86] The projector augmented wave
(PAW) method was used to account for the core-valence interactions [56].
The Brillioun zone is sampled using the Monkhorst-Pack grid with a k-
point density of 4 points per Å−1. The atomic positions and cells were
relaxed until the forces of each atom converged to within 1×10−2 eV Å−1.
The threshold for the convergence of total energy is set to 1 × 10−6 eV.

The CLEASE software package is adopted to generate various atomic
configurations for DFT calculations and train the CE model. The struc-
tures were constructed in such a way that the MA and MB sites can be
occupied by either Mg, Mn or a vacancy. The vacancy represent the
removal of Mg from the structure. This allows to generate structures
with various levels of disorder and different Mg concentration. We gener-
ated 367 atomic structures with different magnesium concentrations to
train the CE model. The amount of magnesium removed in this study
is restricted to 25 %, as a prior experimental investigation reported a de-
magnesiation of less than 25 % for MgMnB2O5 when used as the cathode
in a magnesium battery.

The energies from the DFT calculations were used to construct the
CE model by fitting effective cluster interactions (ECIs). The maximum
cut-off radii for the 2-body, 3-body, and 4-body clusters were set to 6,
4 and 4 Å respectively, for the construction of the CE model. The ℓ2
regularization scheme is employed to account for the overfitting. The
predictability of the model is evaluated using the leave-one-out cross-
validation (LOOCV) score.

After obtaining good CE model, canonical Monte Carlo (MC) simu-
lations were performed to evaluate the disorder at different magnesium
concentrations. Using MC simulated annealing, the disorder at various
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magnesium concentrations and temperatures were assessed. The starting
temperature for simulated annealing was set to 1 × 1010 K and gradually
decreased to 1 K. A supercell of 12×6×4 with 5184 atoms were used for
the simulated annealing.

The disorder in this material is due to the flexibility of Mg and Mn
to occupy either MA and MB sites. As a result, the degree of disorder
in this material can be defined by a cation’s occupation of any of the
MA and MB sites. For the sake of consistency, throughout this study the
degree of disorder in this material is evaluated based on the occupation
of Mn on MB sites, and is calculated as

Degree of disorder = Number of Mn onMB sites
Total number of MB sites

(6.1)

6.3 Results and discussion
As a first step in evaluating the disorder in material, we construct a CE
model with reasonable accuracy. The generated CE model has a LOOCV
score of 2.19 meV/atom. The developed CE model was then couple with
Monte Carlo simulations to predict the low energy structures and the
disorder in the material at different level of magnesiation. Figure 6.2
depicts the predicted disorder at different temperatures for various lev-
els of magnesiation. The predicted disorder for the fully magnesiated
structure at room temperature matches with the experimental reported
disorder of 0.35. Figure 6.2 shows that the disorder tends to increase
with the amount of demagnesiation. This indicates that the removal of
Mg from the material facilitate the redistribution of cations in the struc-
ture. However, for such a redistribution to happen, it is required that
both Mg and Mn should have mobility in the structure.

The lowest energy structures obtained from the MC annealing for
fully magnesiation, 0.13 demagnesiation, and 0.25 demagnesiation is
shown in Figure 6.3b, 6.3c, 6.3d, respectively. The ordered structure,
which is used as the starting point for MC annealing is shown in Fig-
ure 6.3a. The MC annealing study reveals that the ground state structure
of MgMnB2O5 exhibits a specific pattern, despite of having a disorder of
0.38. The cation chain in the quadruplet ribbon shows alternate occupa-
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Figure 6.2. Occupation of Mn at MB sites for different level of magnesiation

tion of Mg and Mn (Figure 6.3b), compared to the single type of cation
occupancy in fully ordered structure (Figure 6.3a). This kind of pattern
could develop a percolation path for the Mg diffusion in these structures.
However, further studies are required to fully understand the specific ar-
rangement of the structure when it is fully magnesiated. We observed
that the specific pattern is lost upon demagnesiation. It is interesting
to note that it is preferred to remove magnesium from a site between
two Mn-occupied sites (Figure 6.3c & d). This has been observed for all
levels of magnesiation.

The structural insights in to this disordered material can serve as the
starting point for studying the Mg ion kinetics in this material. Due
to the cation disorder, it is not feasible to use conventional approaches,
such as the nudged elastic band (NEB) method to investigate the ion
kinetics in this material. In this context, neural network based machine
learning potentials is a realistic approach to study the several possible
transformation pathways in these material. Further work in this aspect
is underway.
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Figure 6.3. a) Starting configuration for MC simulation. Lowest energy
structures from MC annealing for b) fully magnesiation c) 0.13 magnesiation
and d) 0.25 demagnesiation. Orange octahedra represents Mg sites, purple
octahedra Mn sites, and light blue octahedra represents vacancy

6.4 Conclusion
We employed DFT trained CE model to evaluate the disorder in pyrobo-
rate MgMnB2O5 cathode for RMBs. The study shows that the disorder
in the material increase with demagnesiation. For the fully disorder
structure, our predicted disorder agrees well with the previous experi-
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ment studies. The MC annealing simulation reveals that the ground
state structure of fully magnesiated structure have a specific pattern for
the cation occupation. Further studies are required to understand the
kinetics in the material.

6.5 Outlook
In this study, we limited the amount of demagnesiation to 25 %, given
that the experimental study on this material in magnesium batteries only
shows 25 % demagnesiation.[128] However, with a proper electrolyte, it
will be possible to fully demagnesiate the structure. Therefore, a study
with fully demagnesiation is desirable.

Preliminary studies are carried out along this line. However, it is
observed that including the fully demagnesiated structure affects the
predictability of the CE model. We found that some of the DFT calcu-
lations did not yield the lowest energy structures, unless the difference
between spin-up and spin-down electrons is fixed (NUPDOWN in vasp).
However, for some structures, this initialization resulted in higher energy
than previously calculated energy without initialization. The attempt to
use the hybrid functional HSE instead of PBE+U functional also did not
improve the predictability of the CE model. Therefore, exploring the full
phase space upto fully demagnesiated structure is shown to be a difficult
task. Hence, in the interest of time, we limit the current study to 25 %
demagnesiation.
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CHAPTER 7
Summary

The thesis presented the outcomes of four projects that aimed to under-
stand and design suitable electrode materials for rechargeable magnesium
batteries (RMBs). The main findings from the four projects are summa-
rized as follows.

The first project performed a DFT screening of 34 dopants that are
reported to improve magnesium ductility to investigate whether their al-
loying with magnesium is beneficial for RMB applications. As a prelimi-
nary step, we checked the potential of these dopants to promote stacking
fault defects in Mg, considering that stacking fault defects improve the
ductility of magnesium. Subsequent analysis based on the alloying sta-
bility of dopants narrows down the search to 20 dopants. Finally, we
evaluated the propensity of these dopants to migrate to the surface and
excluded 8 dopants that tend to migrate to the surface as they may have
an impact on electrochemical properties. The systematic screening iden-
tified 12 beneficial doping elements for the magnesium anode. These
include Al, Dy, Er, Gd, Ho, Lu, Nd, Sc, Sm, Tb, Tm, and Y. The com-
mercial alloy WE43 has two of the dopants identified in this study, Nd
and Y, making it a potential anode for a magnesium battery.

In the second project, we explored the phase space of the Mg-Sn
system to gain a deeper insight into the stability of the phases formed
during the battery operation. Sn exists in two allotropic forms, α-Sn (fcc)
and β-Sn (bct), and on complete magnesiation it becomes Mg2Sn (fcc).
In order to analyze the phase stability of fcc and bct structures, two
CE models are constructed and compared within the same framework.
Phase stability analysis confirmed that α-Sn, β-Sn and Mg2Sn are the
only phases present in this system. The observations from the obtained
convex hull plot and voltage profile agree well with the experiment. The
study discussed the thermodynamic feasibility of three routes for the
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transformation from Mg2Sn to Sn: Mg2Sn → α-Sn → β-Sn, Mg2Sn →
β-Sn, and Mg2Sn → amorphous phase → β-Sn.

The third project investigated the charge transport mechanism in
MgS and MgS2, which are the discharge end products on the MgS cath-
ode. The study evaluated the contribution of several defects to the con-
ductivity in these materials. The prevalent defects in MgS are doubly
negative Mg vacancy and doubly positive Mg interstitial. Despite having
a high defect concentration, the poor mobility of these defects results in
very low conductivity. On the other hand, the two dominant defects in
MgS2, doubly negative Mg vacancy and single electron polaron, show
a very low defect concentration. The single electron polaron exhibited
decent mobility in MgS despite the low concentration. This implies that
increasing the concentration of electron polaron in MgS can lead to per-
ceptible conductivity. Furthermore, a molecular dynamics study on eval-
uating the charge transport in non-equilibrium conditions revealed that
two single electron polarons preferred to combine and form a double
electron polaron in MgS2 during practical battery operation.

The fourth and final project provided insight into the structural prop-
erties of disordered pyroborate cathodes. In this study, a cluster expan-
sion model was employed to predict the disorder at various temperatures
for different levels of magnesiation. The predicted disorder for the fully
magnesiated structure at room temperature agrees well with the experi-
ment. Examining the lowest energy structures obtained from CE based
Monte Carlo annealing revealed that when fully magnesiated, the cath-
ode material exhibits a specific pattern in the occupation of cations.
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Computational Design of Ductile Magnesium Alloy Anodes
for Magnesium Batteries
Smobin Vincent,[a] Jin Hyun Chang,[a] and Juan Maria Garcia Lastra*[a]

The main advantage of Mg batteries over other metal counter-
parts is its ability to work with a pure metallic anode, achieving
a very high specific capacity. Unfortunately, pure Mg is hard to
machine due to its brittleness, making it extremely difficult to
produce foils that are thin enough for practical battery
applications. Alloying Mg with small amounts of doping
elements can enhance its ductility. However, care should be
given to ensure that the dopants do not interfere with the
electrochemical process of plating and stripping of Mg from the
anode during battery operation. Dopants should prefer to be in

bulk or at a stacking fault rather than migrating to the surface
to meet this requirement. In this work, we carried out a
computational screening of 34 dopants that are reported to
reduce Mg brittleness to check which of them energetically
prefers to stay in bulk. We found that only 12 out of the 34
meet such a criterion. Y and Nd, two of the main dopants in the
WE43 commercial alloys, are among the 12 beneficial doping
elements, which presents a practical avenue for the exploration
for superior Mg battery anode material.

1. Introduction

Rechargeable magnesium batteries (RMBs) are a promising
alternative to secondary rechargeable lithium batteries due to the
relative abundance of magnesium compared to that of lithium.
From the technical point of view, the main advantage of RMB is
its ability to operate with a pure metallic anode since the plating
and stripping of magnesium do not promote the formation of
dendrites, unlike the metallic lithium counterpart. Thanks to this
property, RMBs display high volumetric capacity. However, one of
the major obstacles in developing RMBs is the formation of a
passivation layer at the magnesium metal anode surface in
contact with conventional electrolytes such as Mg(BF4)2 or Mg
(ClO4)2. The passivation layer hinders the diffusion of Mg ions and
lowers the coulombic efficiency.[1] There are two proposed
solutions to overcome the problems stemming from the
passivation layer formation.

The first method is to use metals that form an alloy with
magnesium as anode material. The magnesium still acts as a
charge carrier that gets deposited on the anode upon charge,
forming an alloy with the host anode metal. Several studies
reported the use of Bi, Sn, Sb, In and Bi� Sb as an anode for
RMB.[2–5] Even though reversible magnesiation is possible in
these systems, they face some challenges such as capacity loss
at high C-rates, sluggish Mg-ion kinetics and pulverisation of
electrode due to volume expansion.[1,6]

The second route to suppress the passivation layer is to
develop electrolytes alternative to the conventional Mg(BF4)2

and Mg(ClO4)2. Aurbach et al. reported a breakthrough by
proposing organohaloaluminate-based electrolytes in ethereal

solutions.[7] Several groups have followed up with the seminal
work by Aurbach et al. to further develop new-generation
electrolytes suitable for rechargeable RMBs. Some examples
include the all-phenyl complex (APC) electrolyte
((PhMgCl)2� AlCl3 in tetrahydrofuran (THF)),[8] the magnesium
aluminium chloride complex (MACC) electrolyte (MgCl2� AlCl3 in
dimethyl ether (DME)),[9] the Mg(CB11H12)2 salt in THF or DME[10]

and the Mg[B(HFIP)4]2 salt in diglyme.[11]

Although developing a new electrolyte presents a promis-
ing avenue for future RMB research, magnesium also suffers
from being too brittle. The brittle nature of magnesium is a
serious obstacle to overcome in fabricating sufficiently thin foils
to be used as RMB anodes. Consequently, magnesium anode’s
ductility has to be increased to develop practical RMBs in
conjunction with next-generation electrolytes that suppress the
formation of the passivation layer. Magnesium exhibits low
ductility due to its hexagonal crystal structure. Existing
experimental and theoretical studies indicate that doping
magnesium with suitable elements will promote the formation
of stacking faults, which in turn improves the ductility of
magnesium.[12,13] Stacking faults are crystal imperfections
formed due to the addition or removal of an atomic layer. The
excess energy per unit area due to the faults is known as
stacking fault energy (SFE). There are three main types of basal
stacking faults for Mg: one extrinsic stacking fault with
ABABCABAB stacking sequence and two intrinsic stacking faults
with ABABCBCB (called I1) and ABABCACA (called I2) stacking
sequences. Sandlöbes et al. reported that reduction in the SFE
of I1 stacking fault (I1SF) on doping improves the ductility of
magnesium.[13]

Experimental reports on the use of doped Mg as RMB
anode are relatively scarce. In aqueous electrolytes, Zhao
et al.[14] and Wang et al.[15] have tested the AZ31 commercial
alloys (Mg-3 wt% Al-1 wt% Zn). Wang et al. also tested AP65
(Mg-6 wt% Al-5 wt% Pb).[15] According to their reports, both
AZ31 and AP65 exhibit larger overpotentials than pure Mg.

[a] S. Vincent, Prof. Dr. J. H. Chang, Prof. Dr. J. M. Garcia Lastra
Department of Energy Conversion and Storage
Technical University of Denmark
DK-2800 Kgs. Lyngby, Denmark
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Regarding non-aqueous electrolytes, Schloffer et al. studied
Mg-1.55 wt% Gd, Mg-1.63 wt% Zn and Mg-1.02 wt% Gd-1.01 wt
% Zn alloys with APC as an electrolyte.[16] They observed that
after 5 cycles, only the samples doped exclusively with Zn were
showing a clear overpotential. Very recently, Mandai and
Somekawa made a systematic analysis of Mg doped at 0.3 wt%
with nine different elements, namely Ag, Al, Bi, Ca, Li, Mn, Sn, Y
and Zn, with Mg[B(HFIP)4]2/diglyme salt-electrolyte
combination.[11] They reported that Zn and Bi increase the
overpotential with respect to pure Mg, while Ag and Ca
decrease it. The other five elements (Al, Li, Mn, Sn and Y) did
not seem to have any noticeable effect on the overpotential.
The reason for the different influence of the dopants on the
overpotentials remains unclear.

In this work, we hypothesize that the dopants that modify
the electrochemical properties of Mg, either benignly or
detrimentally, are those that either segregate or migrate
towards the surface of the system. By contrast, those dopants
that stay at the bulk will be electrochemically inert (i. e., they
will not affect the overpotentials, the electron conductivity at
the surface, corrosion or passivation at the anode). Ideally, one
should try to find dopants that enhance Mg ductility while
concomitantly improve its electrochemical properties. The
latter may be difficult to rationalize since several complex
processes such as Mg diffusion at the surface and Mg
solvation/disolvation need to be accounted for, and they
depend on the electrolyte being used. A more conservative
approach is to focus solely on seeking dopants that reduce Mg
brittleness without interfering with the electrochemical proc-
esses. Our strategy ensures to increase the ductility of RMB
anode without sacrificing any other property.

Several authors have used density functional theory (DFT)
to perform an exhaustive search to find suitable doping
elements that improve the ductility of magnesium.[12,13,17,18] The
work of Zhang et al. has identified a set of 34 elements that
improve the ductility of magnesium.[17] As an initial step of the
investigation, we took these 34 elements and confirmed that
they lower the SFE of I1SF on alloying with magnesium based
on our DFT calculations. As the dopants’ impact on the
electrochemical properties of the magnesium anode has not
been explored, we investigated their propensity to migrate to

the surface. Based on the propensity criterion, we have
identified 12 dopants that could be added to magnesium to
form a suitable ductile alloy anode without compromising its
electrochemical properties. Some of the identified systems can
be readily purchased for further testing as they are commer-
cially available.

This paper is structured into four sections. A short
discussion on the brittleness of magnesium and how stacking
faults helps to improve its ductility is presented in section 1.1.
The following section covers the methodology and computa-
tional details. The main results of this work are presented and
discussed in Section 2. Some final comments are provided in
the last section.

1.1. Ductility in Magnesium

The brittleness of Mg originates from its insufficient number of
independent slip systems needed to accommodate deforma-
tions. According to the Von Mises criterion, a material requires
five independent slip systems to allow deformations.[19] The
possible slip systems in an hcp crystal, the crystal structure of
magnesium at room temperature, are illustrated in Figure 1.
The corresponding number of independent slip systems are
listed in Table 1.

Basal and prismatic slips along ah i direction offer two
independent slip systems each. The four slip systems of
pyramidal-I along ah i direction are crystallographically equiv-
alent to the combination of basal ah i and prismatic ah i slips.[20]

Therefore, only four independent slip systems are attainable in

Figure 1. Possible slip systems in the hexagonal system. a) Basal, prismatic and pyramidal-I slip systems in ah i direction and b) pyramidal-I and pyramidal-II
slip systems in cþ ah i direction.

Table 1. Independent slip systems in the magnesium crystal system.[20]

Direction Plane Number of independent
slip systems

Basal 2

ah i Prismatic 2

Pyramidal-I 4

cþ ah i Pyramidal-I 5

Pyramidal-II 5
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ah i direction. On the other hand, pyramidal-I and pyramidal-II
slips along cþ ah i direction offer five independent slip systems,
and activating any of the slips along cþ ah i direction can
satisfy the Von Mises criterion. Wu and Curtin showed that
cþ ah i dislocations are metastable even in pure Mg once

formed, although their formation is energetically
unfavorable.[21] Therefore, finding dopants that activate and
further stabilize the cþ ah i dislocations is a suitable strategy to
enhance the ductility of Mg.

The dopants activate cþ ah i dislocations through the
promotion of stacking faults.[12] Sandlöbes et al. investigated
the relationship between ductility and SFEs in Mg and Mg� Y
alloys.[13] They observed a reduction in SFE of Mg upon alloying
with Y and reported that the improved ductility of Mg� Y alloys
was due to the high activity of pyramidal-I and pyramidal-II
cþ ah i dislocations. The plausible explanation for this is that I1

stacking fault (I1SF) can act as a nucleation source for cþ ah i

dislocations.[13] Thus, dopants that reduce the SFE (relative to
that of pure Mg) for the I1SF will promote cþ ah i dislocations,
and consequently will enhance Mg ductility. Therefore, we limit
the scope of the stacking faults to I1SF in this study.

Computational Methods
Three conditions need to be fulfilled in order to assess whether the
addition of dopants is beneficial for RMB applications:
* The dopant should improve magnesium’s ductility (the SFE for

the I1SF should be lowered after dopant addition).
* The dopant hast to form a thermodynamically stable alloy with

magnesium.
* The dopant should be more stable either in bulk or at stacking

faults than on the surface to form a dopant-free surface.

Regarding the first condition, the first-principle study of Zhang
et al. on I1SF identified 34 dopants that decrease the SFE of
magnesium.[17] These elements are Al, Ba, Bi, Ca, Ce, Cs, Dy, Er, Eu,
Ga, Gd, Hf, Ho, In, K, La, Lu, Na, Nd, Pb, Pr, Rb, Sc, Sm, Sn, Sr, Tb, Ti,
Tl, Tm, Y, Yb, Zn and Zr. In our study, we restricted ourselves to this
set of 34 dopants with a doping concentration of ~ 2.08 % for all
alloy structures (i. e., one dopant atom per 48 atoms), which lies in
the typical doping level of commercial alloys (~ 1 % to 3 %). We
carried out our own first-principle I1SF study since the SFE depends
on the doping level, while no SFEs have been reported for a 2.08 %
doping concentration to the best of our knowledge.

The SFE for the I1SF was calculated using

SFE ¼
EI1SF � Ebulk

2A
; (1)

where EI1SF and Ebulk are the energies of the structures with and
without stacking faults, respectively. A is the area of the stacking
fault plane, which corresponds to the area of the XY plane in this
work. The term “bulk” refers to the bulk of the material in a pristine
form without stacking faults. The I1SF and bulk structures used in
the calculations are shown in Figure 2. We tested the size of the SF
supercell to make sure that the interactions between the SF defects
are negligible. The change in SFE for the supercells with SFs
separated by more than 8 atomic layers is less than 1 mJ/m2 . To
perform calculations with low doping concentration (~ 2.08 %), we
employed 2� 2� 12 supercell of hcp containing 96 atoms for
both structures, and two magnesium atoms were substituted with

the dopants for the alloy structures. Due to periodic boundary
conditions, the I1SF structure has two stacking-fault planes
separated by 12 atomic layers to minimize the interaction between
them, and a dopant was placed on each of the stacking faults.

We used Vienna Ab initio Simulation Package (VASP) to perform
first-principle calculations based on DFT.[22,23] The Perdew-Burke-
Ernzerhof (PBE) parameterized generalized-gradient approximation
(GGA) functional was employed to describe the exchange and
correlation effects,[24] and the projector augmented wave (PAW)
method was used to account for the core-valence interaction.[25] A
plane-wave basis set with cut-off energy of 520 eV was used for all
calculations. The Brillouin zone is integrated with the k-point mesh
generated using the Monkhorst-Pack scheme with a k-point density
of 4.5 per Å� 1 for all the structures. The convergence of the k-point
density was tested for magnesium and all other elements in this
study, and the difference in total energy was found to be less than
2 meV/atom. The convergence criterion for the electronic self-
consistent loop was set to 10� 6 eV, and the atomic positions were
relaxed until the force on each atom reached below 10� 2 eV/Å� 1.
The structure and atomic positions were relaxed for both bulk and
I1SF structures, and only the atomic positions were relaxed for the
slabs.

The second and third conditions (the alloy stability and the
dopant’s propensity to migrate to the surface, respectively) were
evaluated based on conventional expressions for formation
energies. The formation energies of an alloy when a dopant is in
bulk, at stacking fault or on the surfaces were calculated using

Estruct
f ¼

EstructðMgm� nXnÞ � EstructðMgmÞ � nEðXÞ þ nEðMgÞ
n

; (2)

where struct can be either bulk, I1SF, or surface terminations (e. g.,
(0001), (1010), and (1011)). Estruct Mgm� nXnð Þ is the energy of the
structure where n out of m Mg atoms are substituted with dopant
atoms. Estruct Mgmð Þ is the energy of the same structure with no
dopants (i. e., all m atoms are Mg). E Xð Þ is the energy per atom of X
in its most stable crystalline structure. E Mgð Þ is the energy per
atom of Mg in hcp. All the simulations for calculating formation
energies have the same calculation parameters used for the
stacking fault simulations for consistency. In addition, the number

Figure 2. Structures of a) pristine bulk and b) I1SF. Mg atoms are shown in
blue and the dopants are shown in pink.
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of atoms in the supercells was kept to 96 for all the cases (i. e., m=

96 in Eq. (2)), with two dopant atoms placed as far apart from each
other as possible.

The stability of the alloy (second condition) was evaluated based
on the formation energy with the dopant in the bulk/stacking fault.
The Ebulk

f or EI1 SF
f should be negative to form a stable alloy. The

dopants will segregate and form a separate phase if they are
positive. The energy of the bulk and I1SF structures were also
computed using the structure shown in Figure 2. The propensity of
the dopant to migrate to the surface (third condition) was analyzed
by comparing the formation energies of the alloys when the
dopant is in bulk and at stacking fault versus on surfaces. The
relative energy of the dopant in bulk and at stacking fault versus
on the surface are written as

DEbulk ¼ Ebulk
f � Esurface

f (3)

and

DEI1SF ¼ EI1SF
f � Esurface

f ; (4)

respectively. The superscript ‘surface’ refers to one of (0001), (10�10)
and (10�11) surface terminations considered, and the Esurface

f is for
the most thermodynamically favorable Mg surface for the dopant.
At least one of DEbulk or DEI1SF should be negative to ensure that
the dopant does not migrate to the surface.

The preliminary step for assessing the migration of the dopants
towards the surface is to determine which Mg surface terminations
are thermodynamically most favorable. The surfaces formed in
magnesium at equilibrium condition were identified using the
Wulff plot analysis. The 12 symmetrically distinct surfaces in
magnesium crystal with the lowest Miller indices were considered
for the Wulff construction. We followed the methodology in the
work of Tran et al.[26] to obtain the Wulff plot using our lattice
constants and simulation parameters. Tran et al. reported that the
minimum thickness of 10 Å for both slab and vacuum is sufficient
to converge surface energies to within 0.02 J/m2. We used slab
structures with two surfaces separated by a minimum of 8 atomic
layers (>10 Å) and vacuum thickness of 10 Å for the surface energy
calculations. The surface energy, gsurf , of different surfaces required
for obtaining the Wulff shape is calculated using

gsurf ¼
Eslab � nslabEMg

2Aslab ; (5)

where Eslab is the energy of the slab model with the surface, nslab is
the number of atoms in slab structure and Aslab is the area of the
slab along the surface plane. The Wulff shape was obtained using
the Wulff analysis module implemented in Pymatgen.[26,27] After
identifying the surfaces formed in magnesium at equilibrium
conditions, the formation energies of the surfaces were calculated
using Eq. (2).

2. Results and Discussion

2.1. Ductility analysis

The alloying elements that reduce the SFE of magnesium upon
alloying are identified as suitable dopants that enhance the
ductility of Mg. The SFEs calculated for the 34 binary
magnesium alloys with the dopant concentration of ~ 2.08 %

are given in Table 2. The SFE obtained for the pure magnesium
is 21.547 mJ/m2, which is in agreement with the previous
studies.[13,17,28] All the doping elements other than Zn exhibit a
reduction in the SFE on alloying with magnesium. The
anomalous behavior of Zn is in contrast to the results of Zhang
et al. where all the 34 dopants showed a decrease in the SFE.[17]

For a 2.08 % doping concentration, our results show that SFE
for Zn-doped Mg is 1.6 mJ/m2 larger than that of pure Mg. On
the other hand, SFEs of Zn alloys with 1.1 % and 2.5 % Zn
concentrations are more stable than pure Mg by 0.2 mJ/m2 and
2.3 mJ/m2, respectively, according to Zhang et al.[17]. One
cannot draw a conclusion on the ability of Zn to promote
stacking faults based on such small changes in SFE, especially
when we account for the inherent DFT inaccuracies and the
spurious dopant-dopant interactions of our model. Therefore,
Zn was not disregarded for subsequent analyses, especially
because Zn is present in numerous commercial Mg alloys.

2.2. Wulff plot analysis

The surface energies calculated for 12 Mg surfaces with the
lowest Miller indices are given in Table 3. The equilibrium
shape of Mg crystal is obtained using the Wulff plot

Table 2. Calculated SFE and formation energies of the binary Mg alloys
with the dopant in bulk, at stacking fault and on surfaces.

System SFE
[mJ/m2]

Ebulk
f

[eV]
EI1 SF
f

[eV]
Eð0001Þ
f

[eV]
Eð10�11Þ
f

[eV]
Eð10�10Þ
f

[eV]

Al 14.083 0.048 0.031 0.096 0.094 0.112
Ba 4.316 1.311 1.273 � 0.343 � 0.612 � 0.580
Bi � 5.679 � 0.245 � 0.305 � 0.779 � 0.879 � 0.909
Ca 14.084 0.126 0.109 � 0.221 � 0.330 � 0.273
Ce 13.402 0.167 0.150 0.036 0.114 0.125
Cs � 2.044 2.833 2.781 � 0.410 � 0.573 � 0.639
Dy 18.854 � 0.010 � 0.016 0.280 0.336 0.473
Er 19.081 0.001 � 0.004 0.334 0.400 0.533
Eu 6.815 0.411 0.379 � 0.209 � 0.387 � 0.310
Ga 15.219 � 0.169 � 0.183 � 0.158 � 0.227 � 0.219
Gd 18.400 � 0.016 � 0.023 0.200 0.254 0.393
Hf 11.358 0.605 0.582 1.435 1.813 1.795
Ho 19.081 � 0.007 � 0.013 0.307 0.369 0.504
In 11.358 � 0.367 � 0.399 � 0.464 � 0.510 � 0.501
K 5.452 1.593 1.558 � 0.229 � 0.380 � 0.430
La 14.311 0.310 0.294 0.056 � 0.028 0.112
Lu 18.627 0.024 0.018 0.390 0.485 0.612
Na 12.948 0.437 0.419 � 0.072 � 0.177 � 0.218
Nd 15.447 0.080 0.067 0.109 0.096 0.238
Pb 3.407 � 0.209 � 0.249 � 0.545 � 0.624 � 0.638
Pr 14.538 0.092 0.077 0.050 0.019 0.161
Rb 1.590 1.492 1.448 � 1.047 � 1.205 � 1.256
Sc 18.172 � 0.111 � 0.118 0.329 0.503 0.523
Sm 17.037 0.031 0.021 0.170 0.186 0.327
Sn 3.862 � 0.260 � 0.299 � 0.467 � 0.531 � 0.538
Sr 7.042 0.718 0.686 � 0.217 � 0.431 � 0.373
Tb 18.627 � 0.006 � 0.013 0.256 0.305 0.443
Ti 13.175 0.649 0.630 1.213 1.479 1.429
Tl 11.131 � 0.049 � 0.072 � 0.305 � 0.367 � 0.382
Tm 19.081 0.012 0.006 0.360 0.428 0.559
Y 18.854 � 0.092 � 0.098 0.173 0.253 0.377
Yb 11.358 0.282 0.260 � 0.079 � 0.220 � 0.150
Zn 23.170 � 0.033 � 0.030 � 0.015 � 0.067 � 0.080
Zr 11.131 0.192 0.169 0.999 1.376 1.354
Mg 21.547 – – – – –
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construction using these surface energies as inputs. The
computed Wulff shape is shown in Figure 3a. It can be seen
from the Wulff shape that (0001), (10�10) and (10�11) surfaces are
the only surfaces present in Mg at equilibrium conditions. The
area fraction of each surface derived from the Wulff shape is
given in Table 3. Even though the (0001) surface is the most
energetically favorable, most of the area of the equilibrium
magnesium surface consists of the (10�11) surface.

Thus, we only considered the (0001), (10�10) and (10�11)
surfaces for our study of the propensity of a dopant to migrate
to the surface. Again, for the sake of consistency, the formation
energies with the dopants at the surfaces were calculated using
96-atoms slab structures with one dopant on each of the two
surfaces. The (0001), (10�10) and (10�11) surface slabs are
visualized in Figure 3.

2.3. Stability analysis

The formation energy of the alloy with the dopant atom in
bulk, Ebulk

f , or at stacking fault, EI1SF
f , should be negative to form

a stable alloy. As shown in Table 2, only 14 out of the 34

considered dopants fulfill that condition: Bi, Dy, Er, Ga, Gd, Ho,
In, Pb, Sc, Sn, Tb, Tl, Y and Zn. It is worth noting that EI1SF

f is
smaller than Ebulk

f for all dopants other than Zn, which indicates
that these dopants are more favorable to be at stacking fault
than in bulk. Er is a special case, being stable only at the
stacking fault – all the other stable dopants are stable both in
bulk and at the stacking fault. In addition to the 14 dopants
that fulfill our stability condition, some dopants such as Al, Lu,
Nd, Pr, Sm and Tm display slightly positive values (i. e., less than
0.1 eV for Ebulk

f and EI1SF
f ). Due to the intrinsic errors in DFT, we

took a cautious approach and decided not to exclude these 6
dopants at this stage from the pool of potential dopants that
are beneficial for Mg-alloy anodes.

A screening based on the stability criterion allows us to
disregard 14 out of the 34 dopant candidates. The disregarded
dopants were alkali and alkaline earth metals, whose large
atomic size compared to that of Mg makes them rather
unstable, three rare-earth elements (Eu, La and Yb), and the
elements in group 4 of the periodic table (Ti, Zr and Hf).
Regarding elements from group 4, there are experimental
reports in the literature confirming their low solubility in
Mg.[29–31] One could argue the 14 excluded dopants could be
metastable at the low doping level considered in this work due
to kinetic considerations (e. g., high migration barriers), and
they may not segregate to form a separate phase. However,
under the operating conditions of the battery where Mg atoms
are continuously plated/stripped from the anode, atomic
migration is strongly favored, and thus the segregation of
metastable dopants would eventually occur.

It is worth to mention explicitly the case of Ca, which was
included in the study by Mandai and Somekawa. The Mg-0.3 wt
% Ca showed a reduction of the overpotential relative to pure
Mg.[11] Our calculation show that Ca and Mg should segregate,
which agrees well with experiments.[32] Mandai and Somekawa
speculated that the low amounts of Ca dopant in their samples
dissolve during the first cycles, producing defects that may
function as active sites.

Table 3. Surface energies and area fraction of 12 surfaces with the lowest
Miller indices.

Surface Surface energy (J/m2) Area fraction

(0001) 0.59 0.22

(1010) 0.63 0.34

(1011) 0.68 0.44

(1012) 0.75 0.00

(1120) 0.76 0.00

(1121) 0.80 0.00

(2021) 0.82 0.00

(2130) 0.75 0.00

(2131) 0.77 0.00

(2112) 0.80 0.00

(2132) 0.80 0.00

(2241) 0.80 0.00

Figure 3. a) Wulff plot of the equilibrium surfaces of Mg. Slab structures used in the surface calculations. b) (0001) surface, c) (1010) surface and d) (1011)
surface. Mg atoms are shown in blue and the dopants are shown in pink.
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2.4. Relative energy analysis

As a final step of the analysis and screening, we evaluated the
propensity of the 20 stable dopants to reside in bulk or at
stacking fault than migrate to the (0001), (10�10) or (10�11) Mg
surfaces. While using the surface at which the dopant is most
stable as a reference, we evaluate the relative energies of the
dopants in bulk and at the stacking fault versus on the surface,
which are respectively represented as DEbulk and DEI1SF. The
results are shown in Figure 4.

Among the stable magnesium alloys, Al and most of the
rare-earth elements (Dy, Er, Gd, Ho, Lu, Nd, Sc, Sm, Tb, Tm and
Y) have negative DEbulk and DEI1SF. The negative relative
energies imply that these dopants are not prone to migrating
to the surface, and thus they are electrochemically inert. In
contrast, Bi, Pb, Sn, In and Tl strongly prefer to migrate to the
Mg surface, which will interfere in the stripping (deposition) of
Mg during the discharge (charge) of the battery and potentially
react with the electrolyte. Experiments have shown increased
overpotentials for Bi and Pb dopants with respect to pure
Mg.[11,15]

It should be pointed out that the propensity of the dopants
to migrate to the surface depends on the considered surface
termination. For example, Zn and Ga have slightly positive
DEbulk and DEI1SF values because they energetically prefer to be
on the (10�10) or (10�11) surfaces. However, they are more stable
to be in bulk or at the I1SF compared to the (0001) surface. Our
results show a good agreement with the experimental results
even for the borderline cases where the magnitudes of DEbulk

and DEI1SF are small. The study of Schloffer et al. on the
electrochemical behavior of Mg-1.63 wt% Zn in APC electrolyte
reported that the alloy exhibits a high propensity to be
passivated,[16] indicating that Zn participates in surface proc-
esses. Along the same lines Mandai and Somekawa,[11] Zhao et
al.[14] and Wang et al. [15] reported an increased overpotential in

the AZ31 alloy, containing Zn, with respect to pure Mg.
Schloffer et al. also showed that the addition of 1.55 wt% Gd
does not have any adverse effect on the anode performance.[16]

These experimental observations are in good agreement with
our findings where Gd does not migrate to Mg surfaces while
Zn does.

Based on the identified dopants, the commercial alloy
WE43 with a composition of Mg-4 wt% Y-2.25 wt% Nd-0.15 wt
% Zr will be a suitable candidate as a magnesium alloy anode.
The two main dopants in WE43, Y and Nd, are both stable in
bulk, promote stacking faults and do not migrate to the
surface. Zr is added to magnesium alloys as a grain refiner
although it has limited solubility in magnesium; the undis-
solved Zr acts as a nucleation site during solidification and
forms fine-equiaxed grains.[33] In contrast, the alloys in the AZ
family (the most widely used type of commercial Mg alloys)
containing Al and Zn are expected to be unsuitable for Mg
battery anodes as Zn tends to migrate to the surface.

3. Conclusions

We performed a theoretical study of 34 dopants reported in
the literature as beneficial to improve magnesium ductility to
explore their potential use as anodes in magnesium batteries.
We started by checking that the studied alloys at the doping
level considered in this work (~ 2.08 %) promote stacking fault
defects, whose presence enhances magnesium ductility. Sub-
sequently, we examined whether the dopants tend to
segregate and form separate phases or prefer to remain in the
alloy. We found that only 20 out of the 34 dopants, mostly rare-
earth elements, are stable in the alloy. Finally, we investigated
these 20 stable dopants and their propensity to migrate to the
alloy’s surface. We considered that those dopants that migrate
to the surface could interfere with the electrochemical process

Figure 4. Relative energies of stable Mg alloys.

Batteries & Supercaps
Articles
doi.org/10.1002/batt.202000240

527Batteries & Supercaps 2021, 4, 522 – 528 www.batteries-supercaps.org © 2020 Wiley-VCH GmbH

Wiley VCH Donnerstag, 25.02.2021

2103 / 188979 [S. 527/528] 1



1

2

3

4

5

6

7

8

9

10

11

12

13

14

15

16

17

18

19

20

21

22

23

24

25

26

27

28

29

30

31

32

33

34

35

36

37

38

39

40

41

42

43

44

45

46

47

48

49

50

51

52

53

54

55

56

57

(they could, for instance, produce passivation or degrade the
electrolyte), and thus we disregarded them as useful dopants.
Within this sequential analysis, we identified 12 potential
favorable dopants: Al, Dy, Er, Gd, Ho, Lu, Nd, Sc, Sm, Tb, Tm and
Y. Remarkably, the commercial alloy WE43 contains Y and Nd,
both included in our shortlist of beneficial dopants, so we
encourage experimental tests with this alloy.
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ABSTRACT
Metallic Mg anodes are incompatible with conventional electrolytes, such as Mg(BF4)2 or Mg(ClO4)2, due to the formation of a passivation
layer that blocks the transport of Mg ions, thus limiting the selection of electrolytes and cathodes. Alloying anode materials for Mg batteries,
such as Sn and its intermetallics, have recently been proposed as a new class of anode materials for Mg-ion batteries to address the issues
of incompatibility with the conventional electrolytes. However, the large changes in the volume of the Mg–Sn alloy during cycling lead to
poor Coulombic efficiency and rapid capacity degradation. The underlying reasons for how the structural changes hamper electrochemical
performance remain unclear. In this work, we perform a theoretical study of the Mg–Sn alloys to have a deeper insight into the alloying
process and the phase transformation in the Sn anode. This work is the first in-depth computational study that combines density functional
theory and cluster expansion to investigate the phase transition process in the Mg–Sn system that includes Mg2Sn, α-Sn, and β-Sn structures.
We considered three possible routes for the transformation pathway from Mg2Sn to β-Sn: Mg2Sn→ α-Sn→ β-Sn, Mg2Sn→ β-Sn, and Mg2Sn
→ amorphous phase → β-Sn. Our study shows that the transformation of Sn between its α- and β-phases hinders the alloying process. This
hindrance, together with the amorphization of the alloy, is revealed to be the key factor to understand the poor electrochemical performance
of the Mg–Sn alloy.

© 2022 Author(s). All article content, except where otherwise noted, is licensed under a Creative Commons Attribution (CC BY) license
(http://creativecommons.org/licenses/by/4.0/). https://doi.org/10.1063/5.0087046

I. INTRODUCTION

Li-ion batteries (LIBs) are currently the dominant energy stor-
age technology used in electric vehicles and portable electronic
devices. LIBs still face challenges in meeting future energy stor-
age requirements due to limited mineral resources (e.g., Li and Co)
that could lead to an increase in prices and geopolitical tensions.1–4

As a result, next-generation batteries based on naturally abundant
materials are in demand, driving current research toward alterna-
tive battery chemistries. Rechargeable magnesium batteries (RMBs)
are one of the promising post-Li-ion batteries. Mg is abundant in
nature and safe for the environment. The divalent Mg2+ cations
give an attractive theoretical volumetric energy density of 3833 mA
h/ml,5 which is around two times that of Li. Metallic Mg can be
used as an anode for RMBs since it does not suffer from the dendrite

formation6–8 problem that affects the usage of metallic Li anodes in
lithium batteries.

The metallic Mg anode suffers from two major limitations.
The first issue is the incompatibility of the metallic Mg anode with
conventional electrolytes, such as Mg(BF4)2 or Mg(ClO4)2; a passi-
vation layer that forms at the electrode–electrolyte interface blocks
the transport of Mg ions, preventing reversible plating and strip-
ping from taking place.9,10 The passivating layer consists of insoluble
magnesium salts/halides formed as a reaction product of metal Mg
and anions, such as ClO4 and BF4,11 which got deposited on the Mg
anode surface. The formation of the Mg-ion-blocking passivating
layers can be prevented by using electrolytes with tetrahydrofuran
(THF) and Grignard Mg salts, although they can only be operated
within a narrow electrochemical window,10,12,13 limiting the use of
many high-voltage cathode materials. The second limitation of the
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Mg anode is the brittleness of the Mg metal, which makes it difficult
to be drawn into thin foils to be used as an anode in battery appli-
cations. Lightly doped Mg alloys can increase the ductility, but care
should be given to ensure that the added dopants do not adversely
affect the electrochemical properties.14

The alloying anode materials for Mg batteries, such as Sn,15

In,16 Pb,17 Bi,18 and their intermetallics, have recently been proposed
as a new class of anode materials for Mg-ion batteries to address the
issues of incompatibility with the conventional electrolytes. These
alloying anodes are shown to be compatible with a wide range of
conventional electrolytes and are less susceptible to the passivation
layer formation.15,19,20 Among the alloying anodes, Sn appears to be
a promising anode because of its high gravimetric capacity, ductil-
ity, and low intercalation voltage.15 A theoretical study by Wang
et al.21 indicated that Sn has a relatively low migration barrier for
Mg2+ ions, making it a competitive anode for RMBs.

Sn exists in two allotropic forms: α- and β-Sn. The ground-state
structure of Sn is a face-centered cubic (fcc) with a diamond crystal
structure known as a α-Sn phase, which is a zero-gap semiconduc-
tor.22 At a transition temperature of 13 ○C, α-Sn transforms into the
β-Sn phase, a body-centered tetragonal (bct) metal.23 Most exper-
imental studies of Sn are based on the β-Sn phase as it is the stable
phase at room temperature. The β-Sn structure becomes Mg2Sn with
the fcc structure upon magnesiation.15

Significant volume change during charge and discharge is a
known issue of Sn.11,24 The structural distortion due to the volume
change leads to poor Coulombic efficiency and rapid capacity degra-
dation.25 The underlying reasons for how the structural changes
hamper electrochemical performance remain unclear. Singh et al.15

indicated that amorphization, accompanied by the structural trans-
formation, hinders a complete extraction of Mg2+ from Mg2Sn,
which leads to poor Coulombic efficiency and fast capacity fade. The
first step of improving the performance of the Sn anode is to gain an
in-depth understanding of the phase transformation process during
charge and discharge, which can be used for designing future anode
materials.

The aim of this study is to investigate the phase transformation
from pure Sn (bct) to Mg2Sn (fcc) on magnesiation. While the β-
Sn and Mg2Sn are the only two known crystalline phases during the
cycling of the Sn anode, no detailed information is available for the
transformation from bct to fcc structures. This study investigates
the relative thermodynamic stability of the bct to fcc phase at inter-
mediate magnesiation levels. The cluster expansion (CE) method
coupled with first-principle density functional theory (DFT) calcu-
lations have been proven to predict the structures formed during
the battery charging and discharging.26–28 Previous CE study on
Mg–Sn alloys only considers hcp and fcc structures29 while over-
looking the bct structure, which is known to be the most stable phase
for pure Sn.23 The present work is the first theoretical study that
includes the missing bct structure in the phase analysis. The hcp
phase has not been considered in this study as it is not present dur-
ing the charge–discharge process of the RMBs. Two CE models are
developed to determine the most thermodynamically stable phase at
different Mg concentration levels by comparing the formation ener-
gies of bct and fcc structures. In addition, we simulated the voltage
profile using Monte Carlo (MC) simulations to gain more insights
into how the thermodynamic stability of the materials is related to
their performance.

II. METHOD

First-principles calculations based on DFT were employed to
calculate the total energies of all structures. DFT calculation results
are used to train CE models, and all of the calculations were per-
formed using the Vienna Ab initio Simulation Package (VASP).30,31

The Perdew–Burke–Ernzerhof (PBE) parameterized generalized
gradient approximation (GGA) functional was employed to describe
the exchange and correlation effects, and the projector augmented
wave (PAW) method was used to account for the core–valence
interactions.32,33 A plane-wave basis set with a cut-off energy of
520 eV is used for the calculations. The Brillouin zone is integrated
with the k-point mesh generated using the Monkhorst–Pack scheme
with a k-point density of 4 per Å−1.34 The convergence threshold
for electronic degrees of freedom was 10−6 eV, and the interatomic
forces were set to 10−2 eV Å−1 for the structural relaxation.

We developed two separate CE models for α-Sn and β-Sn sys-
tems, where both of them are trained using corresponding DFT
calculations. For simplicity, we refer to α-Sn and β-Sn systems
as fcc and bct structures, respectively, based on their parent lat-
tice structures. The energies from the first-principles calculations
were then used to build the CE model to explore the configura-
tional space more effectively. The CLuster Expansion in Atomic
Simulation Environment (CLEASE) package was used to gener-
ate training structures for DFT calculations and to construct the
CE model by fitting the effective cluster interactions (ECIs).27 The
training structures were generated systematically using different
generation schemes provided in the CLEASE package. The first set
of structures was generated using a random generation method.
The subsequent structures are generated to ensure that energetically
stable structures are included in the training set while the configu-
rational space is sufficiently explored. Two generation schemes are
employed for this work: a probe structure35,36 scheme was used to
generate structures that differ the most from the existing training set
in the database and the ground-state structure generation scheme
based on simulated annealing was used to include low-energy
structures.37

A template lattice structure describing the substitutional dis-
order is needed to construct a CE model. A structure with a space
group 216 [shown in Fig. 1(a)] is used to represent fcc structures
(α-Sn and Mg2Sn) as it is the common subgroup with the highest
symmetry for the space groups of Mg2Sn (space group 225) and
Sn (space group 227). The structure becomes α-Sn when 4b and 4c
Wyckoff positions are occupied by Sn and vacancy, respectively. The
Mg2Sn structure can be realized using the template when 4b and 4c
positions are occupied by Mg. The charging procedure can be mim-
icked by letting the 4b sites be occupied by either Mg or Sn, while the
4c sites are occupied by either Mg or vacancy. A total of 200 struc-
tures are generated for the fcc structures while applying the above
site constraints. The 200 structures consist of structures with a con-
ventional cell (1 × 1 × 1 cell consisting of 12 atoms), 2 × 1 × 1 cell (24
atoms), and 2 × 2 × 1 cell (48 atoms).

A template structure with space group 141 was used to con-
struct the CE model for bct structures [shown in Fig. 1(b)] as the
β-Sn phase has a bct crystal structure with the space group 141.
There is no imposed constraint for the occupation of the lattice sites,
which means any of the lattice sites can be occupied by either Mg or
Sn. It is known from experiments that the solubility of magnesium in
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FIG. 1. (a) Structures of Sn and Mg2Sn, which can be represented using a com-
mon template with space group 216. (b) Template with space group 141 for bct
structures.

bct Sn is very low.38,39 Therefore, we limited the magnesiation con-
centration in the bct structure to be up to 12.5% Mg to allow for a
thorough sampling at low Mg concentration. We generated 170 bct
structures with the Mg concentration below 12.5% to train the CE
model. The CE models for bct and fcc structures were constructed
using the maximum cut-off radii of 9, 9, and 7 Å for the two-body,
three-body, and four-body clusters, respectively. Two regularization
schemes, ℓ1 and ℓ2 types, are compared for its predictive power,
which is evaluated using leave-one-out cross-validation (LOOCV)
score.

One technical issue for constructing an accurate CE model
is the large lattice distortion after the structure relaxation, which
originates from the presence of vacancies or large mismatch in
atomic radii of elements that occupy the lattice. The lattice distor-
tions introduce “noise” in the CE model, which assumes an ideal
lattice structure. One strategy to alleviate the issue of lowered accu-
racy is to eliminate the heavily distorted structures.29,40,41 The lattice

distortion can be quantitatively measured using normalized mean
square displacement (NMSD), which is described as40

NMSD = MSD
V

2
3

, (1)

where V is the volume of the structure and MSD is the mean square
displacement calculated using

MSD = ∑atom∑X=x,y,z(X[ f ] − X[i])2

Natom
. (2)

X[f ] and X[i] are Cartesian coordinates of the final relaxed
structure and initial unrelaxed structure, respectively, and Natom is
the total number of atoms in the structure. The structures with a high
value of NMSD (i.e., heavily distorted structures) are removed from
the training set to construct a CE model without much distortion
noise.

Monte Carlo (MC) simulations were performed using the con-
structed CE model to investigate the relative stability of fcc and bct
structures and to obtain the voltage profile.28,42 We used canonical
MC at various fixed concentrations for the phase stability analysis.
The lowest energy structure for each concentration was obtained
using a simulated annealing technique. The starting temperature of
the MC simulations was set to 1010 K, which was gradually lowered
to 2 K. A 5 × 5 × 15 supercell consisting of 1200 atoms was used
for the fcc structures, while a 6 × 6 × 9 supercell consisting of 1296
atoms was used for bct structures.

The relative stability of the phases was investigated using
convex-hull analysis. The formation energy for the construction of
convex hull is calculated using the following equation:

Ef = EMgxSn − XMgEMg − XSnEα−Sn, (3)

where EMgxSn (0 < x < 2) is the total energy of the structure and XMg
and XSn are the concentration of Mg and Sn in the structure, respec-
tively. EMg and Eα−Sn are the energy per atom of pure Mg (hcp) and
α-Sn, respectively.

The open-circuit voltage (OCV) profile was obtained using
semi-grand canonical Monte Carlo (sgcMC) simulations. The
sgcMC has the advantage of controlling the concentration of the sys-
tem by imposing fixed chemical potential. Each trial move in sgcMC
simulation consists of selecting a random site and substituting the
site with a different element, which makes the concentrations of
species in the cell to fluctuate from one point to another. The cho-
sen value of chemical potential controls the average concentration
of species. The sgcMC simulations presented in this work require
two chemical potential values since there are two binary sub-lattices
in the simulation cell that consists of Mg–Sn and Mg–vacancy.
Throughout this work, the two sub-lattices were kept in internal
equilibrium by constraining the chemical potential of Mg to be the
same on both of the two sub-lattices. This constraint allows us to
control the Mg concentration by varying one chemical potential.
This chemical potential can be directly used to calculate the OCV
of the half-cell consisting of Mg and Sn electrodes (the Sn electrode
is the material under study, which is magnesiated up to Mg2Sn). The
OCV is calculated using the following formula:

OCV = −
μMgxSn

Mg − μMg

e
. (4)

APL Mater. 10, 071104 (2022); doi: 10.1063/5.0087046 10, 071104-3

© Author(s) 2022



APL Materials ARTICLE scitation.org/journal/apm

Here, μMgxSn
Mg (0 < x < 2) is the chemical potential in eV per Mg atom

in MgxSn (this is the chemical potential obtained from sgcMC), μMg
is the energy per atom of the pure Mg in the hcp crystal structure
calculated as −1.5095 eV, and e is the electric charge, which is 2 for
Mg2+ ion. The same settings were used for the simulated anneal-
ing for the sgcMC simulations, except for the use of a 10 × 10 × 10
supercell consisting of 12 000 atoms for simulating fcc structures.
The large supercell was used to allow the system to explore very
low magnesium concentrations as a dip in voltage is observed in the
experimental voltage profile at low magnesium concentrations.15

III. RESULTS AND DISCUSSION
A. Cluster expansion

As the first step of constructing the CE model, the relaxed struc-
tures from the DFT simulations are examined to determine their
NMSDs to quantitatively investigate their degree of distortion. The
lattice distortion of relaxed structures in the considered magnesium
range and their distributions are shown in Fig. 2. The Mg concentra-
tions ranging from 0% to ∼67% and from 0% to 12.5% are considered
for fcc and bct structures, respectively. It is noted that lattice distor-
tion is low in the vicinity of known stable concentrations (α-Sn and
Mg2Sn for fcc structures and β-Sn for bct structures). The heavily
distorted structures tend to be present in the concentration ranges
that deviate significantly from the known stable structures (i.e., α-Sn,
β-Sn and Mg2Sn). The inclusion of these heavily distorted structures
in the training set has been shown to have an adverse effect on the
predictive power of the CE model.29,40 In particular, Nguyen et al.40

demonstrated that the accuracy of the CE model improved when it
is trained with structures with the NMSD value of less than 0.1%.40

Of the 200 fcc and 170 bct structures, 106 fcc and 71 bct structures
had the NMSD values below 0.1%.

The effect of filtering out the distorted structures is verified by
comparing the performances of the CE models constructed with and
without the distorted structures. The performance is measured using
the LOOCV score, and the NMSD value of 0.1% is used as a thresh-
old to filter out the distorted structures. The LOOCV score of CE
models with and without distorted structures is given in Table I.
Two commonly used regularization schemes, ℓ1- and ℓ2-regularized
fits, are used for obtaining the LOOCV scores. The LOOCV score
of the fcc system improved substantially upon the removal of the
highly distorted structures; the LOOCV score improved from 24.95
to 6.59 meV/atom for the ℓ1-regularized fit and from 25.89 to
5.89 meV/atom for the ℓ2-regularized fit. The improved LOOCV
scores agree well with the findings of Nguyen et al.40 The differ-
ence in the LOOCV for ℓ1- and ℓ2-regularized fits is negligible, and
they deliver similar MC simulation results and convex hull diagram.
The key difference is in the number of ECIs used in the CE model.
The ℓ1-regularized fit yields a lower number of ECIs, leading to a
reduced computational time for the subsequent MC simulations.
Consequently, the CE model constructed using the ℓ1-regularized
fit was used for the subsequent MC simulations for the fcc
system.

No significant improvement in the LOOCV is found for the
bct system upon the removal of the distorted structures. Despite
the lack of significant change in the LOOCV score, it is observed
that the structures with high NMSD values relax into different space

FIG. 2. Distortion of the structures based on the normalized mean square
displacement (NMSD) values for the (a) fcc system and (b) bct system.

groups. The structures with high NMSD values are discarded from
the training set since the relaxed structures no longer correspond to
the original lattice model. In other words, we only used the struc-
tures in the training set that remain to have the same space group as
we specified. It is evident from Table I that the LOOCV score with
ℓ1 regularization is significantly higher than those with ℓ2 regulariza-
tion. Hence, the ECIs based on ℓ2-regularized fit is used for the MC
simulation of the bct system.

TABLE I. LOOCV score for the CE models of the fcc and the bct structures before
and after removing distorted structures. LOOCV scores with ℓ1- and ℓ2-regularized
fits are given for all models.

All structures Undistorted structures

No. LOOCV No. LOOCV
structures (meV/atom) structures (meV/atom)

ℓ1 ℓ2 ℓ1 ℓ2

fcc 200 24.95 25.89 106 6.59 5.89
bct 170 13.66 4.39 71 13.31 3.7
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B. Convex-hull analysis
The stable structures at different levels of magnesiation are

identified through convex-hull analysis. The convex-hull plot
obtained from DFT calculations without distorted structures for bct
and fcc structures are shown in Fig. 3(a), and the one from the
canonical MC based on CE models trained with this DFT dataset
is shown in Fig. 3(b). It can be seen from both convex-hull plots
that α-Sn (fcc) is more stable than the β-Sn (bct), which agrees
with experimental and theoretical studies that α-Sn is the stable
phase at low temperatures (temperature below 13 ○C).23,43 Further-
more, the fcc structures are energetically more favorable for the
entire magnesiation levels considered. The canonical MC simulation
for bct structures predicts a new phase when the Mg concentra-
tion is around 11% [Fig. 3(b)]. However, the relative energy of
this phase with respect to the fcc is high, which indicates that this
phase will not form at low temperatures. Jain et al.44 reported an
Mg9Sn5 phase to be thermodynamically stable. This phase is not
observed in our convex hull since we only considered the structures
in space groups 225 and 141. We calculated the formation energy
of this structure and observed that this structure falls on the hull
line. However, this structure is reported as a high temperature and

pressure phase and will not form under normal operating conditions
of batteries.45

The vibrational contributions should be added to the forma-
tion energies to compare the bct and fcc systems at temperatures
higher than 0 K. As the phonon calculations using DFT are compu-
tationally expensive, we include the vibrational contribution from
the study of Legrain and Manzhos43 on α-Sn and β-Sn based on
DFT and the harmonic approximation. They calculated the differ-
ence in vibrational contribution to energy between β-Sn and α-Sn
at transition temperature to be 0.024 eV/atom. The difference in
energy is subtracted from the energies of all the bct structures to
include the vibrational contributions effectively. This approximation
is valid since our training set consists only of low Mg concentration
structures and stays in the original parent lattice after discarding the
highly distorted structures.

The convex-hull plots after including the vibrational contribu-
tions to DFT and canonical MC results are shown in Figs. 3(c) and
3(d), respectively. The energies of α-Sn and β-Sn become almost
the same upon the inclusion of the vibrational contribution corre-
sponding to the transition temperature. The updated convex-hull
plots show that Sn and Mg2Sn are the two stable phases upon

FIG. 3. Convex hull from (a) DFT calculations, (b) canonical MC simulations, and (c) DFT calculations with 0.024 eV/atom subtracted from the energy per atom of bct
structures to include the vibrational contribution and (d) canonical MC based on the CE model trained with vibrational contribution added DFT dataset.
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alloying Sn with Mg. Furthermore, it can be seen from the convex-
hull plots that no other stable intermediate states are present during
the charging of the Sn electrode to Mg2Sn. The energies of fcc and
bct structures overlap slightly only when the Mg concentration is
very low, and the fcc structures become more stable as the Mg con-
centration is increased, indicating that bct structures are only stable
when the Mg concentration is negligible. The results indicate that
the nucleation of Mg2Sn (fcc) will take place upon adding Mg to
β-Sn. Legrain et al.46 showed that low-concentration doping of Mg
is unfavorable in both α-Sn and β-Sn, i.e., Mg prefers to segregate
when doped in low concentration in these phases. Although doping
of Mg is unfavorable in both phases, β-Sn exhibits lower defect for-
mation energy relative to that of α-Sn, indicating that doping in the
β-Sn phase is more stable. A similar trend can be observed in
the present study as the system at low Mg concentrations is above
the hull line [Figs. 3(b) and 3(d)], and the formation energies of low-
concentration Mg in β-Sn are lower than those of α-Sn. We only
considered the vibration contribution corresponding to the transi-
tion temperature 13 ○C, but a similar approach can be used to study
the phase transformation at higher temperatures. It is worth noting
that the energy difference between the α-Sn and β-Sn without any
vibrational contribution (ΔEα−β) is 0.026 eV/atom in our study. This
matches with the ΔEα−β value of 0.02–0.06 eV/atom reported in the
previous DFT studies.43,44 Legrain and Manzhos43 pointed out that
slight changes in the ΔEα−β can lead to a large difference in the tran-
sition temperature, and they obtained a ΔEα−β value of 0.04 eV/atom
using the GGA functional. The ΔEα−β value of 0.026 eV/atom calcu-
lated in the present study is slightly lower than the value reported in
their study. A larger ΔEα−β value will result in pushing the formation
energies of β-Sn in Fig. 3 upward, making it less stable compared to
the α-Sn.

C. Open-circuit voltage profile
The thermodynamic stability of the phases studied using the

convex-hull plots is directly related to the voltage profile of batteries.
The voltage profile obtained from the sgcMC simulation is shown
in Fig. 4. The voltage plateau at 0.15 V obtained from the sgcMC
matches the experimental value reported by Singh et al.15 In their
results, a slight dip in the voltage was observed at the beginning of
magnesiation, which could originate from the kinetics of the bct to
fcc transition. Since we only considered the thermodynamics of the
phase transformation, the dip is not observed in the simulated volt-
age profile. The flat voltage profile predicted by the MC simulations
indicates that the anode material is phase-separated during charging
and discharging.

The magnesium solubility in Sn is low,38,39 which could be a
possible cause of the formation of two phases rather than a solid
solution. The flat voltage profile is consistent with the convex-hull
analysis, where no phases other than Sn and Mg2Sn are observed.
The single-phase β-Sn becomes phase-separated between β-Sn and
Mg2Sn during charge. At the end of charging, the system becomes
a single-phase Mg2Sn. Some studies suggest that an amorphous
phase can form during the transformation from Mg2Sn to β-Sn upon
discharge.15,47 Some of the highly distorted structures discarded for
CE training had low formation energies that lie close to the convex
hull, indicating that the system could transform into an intermedi-
ate phase (possibly an amorphous phase as indicated in previous

FIG. 4. Voltage profile obtained from the semi-grand canonical MC simulation for
fcc structures. The dotted line is the experimental voltage profile from Ref. 15.

experimental studies) during the charging/discharging of the bat-
tery. A sufficiently slow discharge process can transform Mg2Sn to
β-Sn without losing its crystallinity. This transformation can hap-
pen via two possible routes. The first route is that Mg2Sn transforms
to α-Sn upon demagnesiation as they share a common parent lat-
tice with space group 216 [Fig. 1(a)], followed by a transformation
from α-Sn to β-Sn (i.e., Mg2Sn → α-Sn → β-Sn). However, it is not
clear whether α-Sn to β-Sn transformation is massive or martensitic.
Mitchell and Donnelly48 reported that the α to β transformation is
highly likely to be massive in nature due to the absence of a specific
orientation relationship. Ojima et al.,49 on the other hand, suggested
that the transformation is mainly massive but also martensitic. The
discrepancy indicates that a detailed study on the transformation
from α-Sn to β-Sn is required. The second route is a direct trans-
formation from the Mg2Sn structure to β-Sn upon demagnesiation
without an intermediate α-Sn (i.e., Mg2Sn → β-Sn). As shown in
Figs. 3(c) and 3(d), the low-concentration Mg structures in the β-
Sn phase has lower formation energies than those in the α-Sn phase,
indicating the feasibility of taking the second route of bypassing the
α-Sn phase entirely. We performed a DFT calculation to test the
thermodynamic feasibility of the direct transformation from Mg2Sn
to β-Sn. A full structure relaxation calculation was carried out on
a structure where all the Mg atoms in Mg2Sn are removed from
the cell, followed by a slight rattling of all the atoms. The struc-
ture relaxed to a tetragonal crystal structure, which is very similar
to pristine β-Sn. The current work focuses on the thermodynamic
stability of the phases present during the cycling of the Sn anode in
RMBs. Further work on the kinetics of these phases to understand
the transformation pathway is under way.

IV. CONCLUSION
We investigated the phase transformation of the Sn anode for

RMBs using two DFT-based CE models to analyze the energetics
of bct and fcc structures. This is the first time the energetics of
fcc and bct phases are evaluated in the same framework to study

APL Mater. 10, 071104 (2022); doi: 10.1063/5.0087046 10, 071104-6

© Author(s) 2022



APL Materials ARTICLE scitation.org/journal/apm

the phase transformation in Mg–Sn alloys. We performed canon-
ical MC to obtain the convex-hull plots and sgcMC to obtain the
open-circuit voltage profile. The phase stability analysis using the
convex-hull plots demonstrates that bct structures are only stable
at very low magnesium concentrations. The bct-Sn starts to trans-
form into Mg2Sn upon magnesiation. The voltage profile obtained
from sgcMC simulations shows the voltage plateau that is consistent
with the value reported in previous experiments. The flat voltage
profile obtained from sgcMC is consistent with the phase stabil-
ity analysis where the material remains phase-separated between
β-Sn and Mg2Sn during the charging and discharging of the bat-
tery. The highly distorted structures discarded in the CE model had
low formation energies, suggesting that the material could trans-
form into an amorphous phase during cycling. Our novel approach
considers the three possible routes for the transformation from
Mg2Sn to β-Sn in this study. The first route is the transformation
via an intermediate α-Sn phase (Mg2Sn → α-Sn → β-Sn). The sec-
ond route is the direct transformation from Mg2Sn to β-Sn (Mg2Sn
→ β-Sn). The third route is via an intermediate amorphous phase
(Mg2Sn → amorphous phase → β-Sn). Further study is needed
to understand the kinetic barrier and the phase transformation
pathways.
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Abstract

Rechargeable Mg-S batteries are attractive as next-generation energy storage devices due

to their high theoretical energy density and low cost. Charge transport within the redox end

products, i.e., MgS and MgS2, limits the performance of Mg-S batteries. However, the mech-

anisms of charge transport in MgS and MgS2, are not presently understood. The present study

uses first-principles calculations to evaluate the equilibrium conductivity associated with point

defects in MgS and MgS2, and their transport mechanisms. Doubly positive Mg interstitial and

doubly negative Mg vacancy are identified as the prevalent defects in MgS. Despite having a

high concentration, due to their high mobility, the contribution of these defects to conduc-

tivity is negligible. One of the dominant defects in MgS2, single electron polaron, exhibits

good mobility despite having low concentrations. Thus, increasing the concentration of single

electron polaron is the way to enhance conductivity in MgS2. The charge transport study at

non-equilibrium conditions using ab-initio molecular dynamics revealed that two single elec-

trons in MgS2, preferred to merge into form a double electron polaro
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Introduction

Rechargeable metal-sulfur batteries such as Li-S, Al-S, Mg-S, and Ca-S are receiving significant

interest as potential next generation batteries due to their low cost, environmental sustainabil-

ity and abundance of sulfur.1–4 In addition, metal-sulfur batteries offer high theoretical energy

densities owing to their use of metal as an anode and high-capacity sulfur as the cathode. Li-S

(2654 Whkg−1 and 2856 WhL−1) and Mg-S (1684 Whkg−1 and 3286 WhL−1) have the highest

energy densities among the most studied metal-sulfur batteries.1,5. Mg-S battery has the advantage

over the Li counterpart; in addition to the abundance and lower cost,1,6,7 the dendrite-free nature

of Mg makes it a safer alternative,8,9 attracting much attention as a next-generation battery. Mg-S

batteries have the potential to become a cost-effective, sustainable and safe alternative to Li-ion

and Li-S batteries.

Despite the promises of Mg-S batteries, it is not free of technical challenges that must be

overcome before being used in practical applications. One of the major challenges is the poor

cyclability of the sulfur cathode, where the magnesiation process upon discharge is not highly

reversible. More specifically, Mg2+ ions migrate from the Mg anode to sulfur cathode during dis-

charge, forming various high-order polysulfides (e.g., MgS8, MgS6, and MgS4), which get further

reduced to form the final discharge products, MgS and MgS2.10 The formation of these high-order

polysulfide intermediates occur at a fast rate due to their high solubility in the electrolytes.11 How-

ever, the further reactions to lower-order (poly)sulfides become slower as they start to precipitate

on the sulfur cathode.12 Furthermore, these low-order (poly)sulfides have exhibit low Mg2+-ion

diffusivity, leading to a large overpotential at the trailing end of the charging process, as well as

limited reversibility to high-order polysulfides and sulfur during charge.13 Thus, understanding

the charge transport properties in MgS and MgS2 is very important in designing an efficient Mg-S

battery with long cycle life.

Presently, the charge transport mechanism in MgS and MgS2 is not fully understood. Although

few experimental and computational studies exist for MgS, the study of charge transport in MgS2 is

left unexplored. Most experimental studies on the charge transport in MgS have been performed at
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temperatures above 900 K.14,15 The conductivity at room temperature is more important for battery

applications. Presumably, the lack of conductivity measurement of MgS around room temperature

stems from the difficulties in determining its low conductivity due to its insulating nature. Several

computational works also investigated the charge transport in MgS. Puntambekar et al. computed

the activation energies for the diffusion of Mg2+ (2.6 eV) and S2 – (3.4 eV) ions in MgS using an

empirical interionic potential model.16 Using density functional theory (DFT), Chen et al. calcu-

lated the diffusion barrier of 1.2 eV for Mg2+ ions in MgS.17 These studies mainly focused on

the ionic transport, and only little effort was devoted to studying electronic transport. The present

study aims to elucidate the charge transport mechanism in MgS and MgS2 using first-principles

DFT calculations at the hybrid functional level of theory. More precisely, we study the ionic and

electronic conductivity arising from the migration of charged point defects and polaronic defects

(electron and hole polarons), respectively. The formation energies and equilibrium concentration

of several point defects and polarons are calculated to identify the dominant defects. Further, the

diffusion barrier for the prevalent defects are evaluated using nudged elastic band (NEB) method.

The calculated energy barrier is then used to estimate the maximum thickness of MgS and MgS2

layers to achieve practical discharge rates. The transport mechanism under the non-equilibrium

conditions during the battery operations, i.e., the injection or extraction of polarons and Mg2+

from the cathode, is also investigated using ab-initio molecular dynamics (AIMD).

Methodology

Computational details

All of the first-principle DFT calculations were performed using Vienna Ab initio Simulation Pack-

age (VASP).18,19 The commonly used PBE functional20 is known to severely underestimate the

bandgaps of semiconductors and insulators, as well as not predicting the charge localization reli-

ably (i.e., the charges are often delocalized).21 Therefore, we used the screened hybrid functional

of Heyd–Scuseria–Ernzerhof (HSE06)22,23 for the calculation of formation energies and diffusion
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barrier for the defects. The α value was set to 0.40 (i.e., incorporating 40 % exact exchange) to

reproduce the bandgap values of GW-level calculations, which is known to be more accurate.24 All

of the calculations used a plane wave basis for the electronic wave functions with a cut-off energy

of 520 eV, and the projector augmented wave (PAW) method was used to account for the core-

valence interactions.25 All calculations are spin polarized, and the atomic positions are relaxed

until the forces acting on each atoms are less than 1× 10−1 eVÅ−1. The convergence threshold

for electronic self-consistent loop was is set to 1×10−6 eVÅ−1.

The calculations for the bandgap, dielectric constant and chemical potential are performed with

primitive unit cells. For these systems, the Brillouin zone was sampled with a dense Γ-centered

k-point mesh with a minimum k-point density of 4 per Å−1. The defect and mobility calculations

were carried out using a 2×2×2 supercell of the conventional cell with single Γ-centered k-point.

Defect formation energy

The likelihood of the defect formation was evaluated using the formation energy, E f , of a defect,

X . The E f of X in charge state, q, was calculated according to

E f (Xq) = E(Xq)−E0 −∑niµi +qε f +EFNV. (1)

E0 and E(Xq) and represent the total energy of the pristine cell and the computational cell contain-

ing a point defect in charge state q, respectively. ni is the number of atoms of species, i, removed

while creating the defect, X . The value of ni becomes negative when a species is removed from the

cell during the defect creation. µi denotes the chemical potential of species i, which is determined

by the phases that are in thermodynamic equilibrium with the material under study at 0 K. ε f is the

equilibrium Fermi energy of electrons, and EFNV is the Freysoldt-Neugebauer-Vanderwall (FNV)

correction for charged systems.26 The FNV correction requires a dielectric constant of the mate-

rial under investigation, which is calculated using self-consistent response of the material to a finite

electric field. The computed dielectric constant of MgS and MgS2 are 10.4 and 11.2, respectively.
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The Python Charge Defects Toolkit (PYCDT) package27 was used to generate the input struc-

tures and VASP settings files for the point defect calculations. The input structures for the polaronic

defect calculations, on the other hand, were prepared manually by distorting the local surrounding

of the region where polaron localization is as it is often . To localize polarons in DFT calculations,

typically, it is necessary to prepare the structures by manually distorting the local surroundings of

the region where polaron localization is anticipated.

The concentration of defects, c(Xq), was calculated using

c(Xq) = N exp
(
−E f

kBT

)
, (2)

where N is the number of equivalent sites of the defects, kB is the Boltzmann constant and T is the

temperature in kelvin. The mobility of defect, µ , was calculated using

µ =
νqa2

kBT
exp

(
−Eb

kBT

)
, (3)

where ν is the attempt frequency of the hopping, a is the hopping distance and Eb is the diffu-

sion barrier. The attempt frequency, ν , was taken as 1× 1013 s−1 for both S and Mg.28 a is the

distance between the initial and final points of the defects taken from DFT. The diffusion barrier

is calculated using nudged elastic band (NEB)29 method implemented in the atomic simulation

environment (ASE) package.30

Molecular dynamics

The dynamics of the low energy barrier defects were analyzed using AIMD simulations. The

dynamics of the defects in non-equilibrium conditions is evaluated using AIMD simulation. The

molecular dynamcis (MD) calculations were performed in a canonical ensemble (NVT) at 350 K,

which is maintained by Langevin thermostat as implemented in ASE. The MD simulations used

the same VASP settings as static DFT calculations for defect formation, except for the use of the

PBE functional to keep the computational cost of the MD calculations reasonable. The simulation
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is run with a time step of 1 fs and equilibriated for a time period of 0.5 ps for all cases, unless it is

explicitly mentioned otherwise.

Results and discussion

Figure 1: The crystal structure of a) MgS and b) MgS2. Brown and yellow correspond to Mg and
S ions, respectively.

Crystal structure and bandgaps

The crystal structures of MgS and MgS2 are illustrated in Fig. 1. The MgS exist as rocksalt crystal

structure (spacegroup Fm-3m) in which the Mg2+ cations are octahedrally coordinated by S2−

anions. The most stable structure for MgS2 is reported to be cubic pyrite structure (spacegroup

Pa-3).31 This is a modified rocksalt structure in which the S2− anions of the rocksalt structure

(MgS) is replaced by a S2−
2 dianions (S dimer). The calculated lattice constant value for MgS

using HSE06 is 3.66 Å, which matches well with the experimental value of 3.67 Å.32

MgS and MgS2 bandgaps were computed using DFT at three distinct levels of theory, namely

G0W0, GW0 and HSE06. The computed bandgaps are given in Table 1. It has been demonstrated

that the GW0 approach best describes the band gap of semiconductors and insulators.24 Thus the

α value of HSE06 (α=0.4) functional was calibrated to reproduce the GW0 bandgaps, and results
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in a bandgap of 4.49 eV and 4.34 eV for MgS and MgS2, respectively. Both MgS and MgS2

exhibits indirect bandgaps. Previous theoretical studies employing hybrid functional also reported

an indirect band gap in the range of 4.0 eV to 4.8 eV for MgS.33,34

Table 1: Calculated bandgaps for MgS and MgS2 with different levels of theory

Bandgap (eV)
MgS MgS2

HSE06 4.49 4.34
GW0 4.52 4.33
G0W0 4.29 3.88

Localization of polaron

Polarons are the localized charge of an electron or hole along with the induced polarization of

the surrounding lattice in the crystal (i.e., lattice distortion in the vicinity of localized charge). In

this work, we attempted to localize four types of polarons: single hole polaron (p1), double hole

polaron (p2), single electron polaron (p1−), and double electron polaron (p2−).

In MgS, we were only able to obtain p2. The sulfur atom in MgS has an oxidation state of

−2. Removal of 2 electrons from the system results in a p2 which changes the oxidation states

of two sulfur atoms from −2 to −1. Thus the ions experience weaker electrostatic repulsion,

resulting in the formation of a S-dimer. This can be seen in Fig. 2a that a S dimer is formed.

The original S – S interataomic distance of 3.65 Å is shortened to 2.3 Å in the presence of double-

hole polaron. The double-hole polaron is localized only when the system is relaxed from a initial

configuration in which one of the S-S bond is shortened. Without this initial distortion, it results

in the delocalization of the polaron in the crystal. The delocalization energy (i.e., the difference

in total energy between the structures with polaron delocalized and localized) for p2 in MgS is

calculated to be 0.21 eV. Previous study on MgO (which has a rocksalt structure similar to MgS)

demonstrated that a single hole polaron could be localized on the Mg atom.35 However, we could

not localize the single hole polaron as well as the electron polarons in MgS.

For MgS2, we could localize double-electron polaron and single-electron polaron. The addition
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of an electron leads to localization of the p1− on the sulfur dimer without any initial structural

distortion. The presence of p1− increases the S – S bond distance to 2.57 Å from 2.05 Å. Fig. 2b

shows the localization of p1− on the S dimer. The p2− formed by the addition of two electrons

increases the S – S distance significantly to 3.15 Å. This is illustrated in Fig. 2c. The formation

of p1− required a manual distortion of the initial structure. We observed that without this initial

distortion, the two electrons were localize as two separate p1− in the crystal structure.

Figure 2: Frontier orbital wave function of a) single hole polaron localized in MgS b) single elec-
tron polaron localized in MgS2, and c) double electron polaron localized in MgS2. The numbers
in the figure shows the S-S distance in Å

Defect formation energy

The formation energy of defects in MgS and MgS2 for different chemical potential is shown in

Fig. 3. The chemical potential varies with chemical environment of the system. i,e., the reservoir

from which the chemical potential taken can be defined as Mg rich region (S poor region) or Mg

poor region (S rich region). Based on OQMD database,36 the phases that are in thermodynamic

equilibrium with MgS at 0 K are Mg149S, and MgS2. While, the phases that are in thermodynamic

equilibrium with MgS2 are MgS and S. Thus, the limiting chemical potential value for calculating

defects in MgS are defined by the Mg149S – MgS region (Mg rich) and MgS – MgS2 region (Mg

poor). Similarly for MgS2, the limiting chemical potential is defined by the MgS – MgS2 (Mg rich)

and MgS2 – S (Mg poor) regions.
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A total of 69 charged defects including magnesium vacancies (VacMg), magnesium interstitial

(IntMg), sulfur vacancies (VacS), sulfur interstitial (IntS), hole polarons and electron polarons were

considered. The charge of the defects are given as superscript in their notation. The slope of

each line corresponds to charge state of that defect. We investigated 3 distinct interstitial positions

for the Mg and S interstials in MgS. However, the interstitial defect with low formation energies

are only shown in Fig. 3. The position of the equilibrium fermi level (E f ), which is indicated as

vertical dashed line in Fig. 3 is determined using the charge neutrality condition,∑ciqi = 0. The

defects with low formation energy at equilibrium fermi level is considered as the dominant defect.

The concentrations of the prevalent defects is given in Table 2.

Fig. 3a and Fig. 3b illustrate the formation energies of the defects in MgS for Mg149S – MgS re-

gion and MgS – MgS2 region, respectively. In both regions, Vac2−
Mg and Int2+Mg are the most favorable

charged defects and they exhibit low defect formation energies, result in a high defect concentration

of 9.78 cm−3 The equilibrium fermi level is located at the intersection of these two defects, since

the opposite charges of these two defects cancel each other out, resulting in the charge neutrality

condition. In MgS – MgS2 region, the defect with lowest formation energy is VacS0. However,

since the defect is neutral, it does not contribute to charge transport. Puntambekar et al. reported

that Vac2−
Mg is the predominant defect in MgS, which agrees with our observation.16

The defect formation energies of the defects in MgS2 for MgS-MgS2 and MgS-MgS regions are

shown in Fig. 3c and Fig. 3d. Both regions showcase analogous defect formation energy diagram

with VacS0 as the lowest formation energy defect. However, as stated previously, they have no

effect on charge transport due to the neutral charge. The p1− is the next dominant defect in MgS2

with a defect concentration of 3.48× 10−9 cm−3. Vac2−
Mg have a slightly greater defect formation

energy, which results in a rather lower defect concentration of 6.65×10−15 cm−3. The interstitial

defects in MgS2 exhibits very high formation energy.
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Figure 3: The defect formation energy for MgS and MgS2. The equilibrium Fermi energy is shown
with the dashed dotted line.

Mobility and conductivity

The energy barrier for the diffusion of most prevalent defects in MgS and MgS2 were calculated

using nudged elastic band method (NEB). Fig. 4a depicts the minimum energy path (MEP) for the

predominant defects in MgS. The calculated mobillity and conductivity values are summarized

in Table 2. Vac2−
Mg exhibits very high migration barrier, which is consistent with experiment.14.

Previous computational study using PBE functional estimated a migration barrier of 0.9 eV for the

diffusion of Vac2−
Mg.17 The use of different functional could be the cause of variance in migration

barrier compared to our study. The diffusion of Int2+Mg is also characterized by a high diffusion

barrier of 1 eV. Despite having high defect concentrations, the low mobility of the Int2+Mg and

Vac2−
Mg results in poor conductivity.

The MEP for the dominant defects in MgS2 is shown in Fig. 4b. Analogous to MgS, the Vac2−
Mg

migration barrier in MgS2 is also very high. The single electron polaron (p1−) exhibit low diffusion

10



Figure 4: The energy barrier for the prevalent defects in a) MgS, and b) MgS2. Frontier orbital
wave function of initial, transition, and final images of c) single hole polaron in MgS d) double
electron polaron in MgS2

barrier. The activation energy for the diffusion of p1− is 0.53 eV. In contrast to the hole polaron

in MgS, the electron polarons in MgS2 remained localized during migration. This is illustrated

in Fig. 4c. The relatively low energy barrier of p1− leads to a decent mobility. However, the less

concentration of these defect results in negligible conductivity.

Molecular Dynamics

So far, we have analysed the transport mechanism based on the intrinsic defects formed at equilib-

rium. However, during the practical battery operation the scenario is different, being the cathode

material out of equilibrium. During the charging of battery, electrons move from the external cir-

cuit to the cathode. Simultaneously, Mg ions from the electrolyte join the cathode. We employed
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Table 2: Defect concentration, energy barrier, mobility and conductivity for the most prevalent
defects in MgS and MgS2.

System Defects Defect concentra-
tion [cm−3]

Energy barrier
[eV]

Mobility
cm2/(Vs)

Conductivity
[Scm−1]

MgS
Vac2−

Mg 9.78 1.42 1.38×10−24 2.71×10−23

Int2+Mg 9.78 1.01 8.35×10−18 1.63×10−16

MgS2
Vac2−

Mg 6.651×10−15 1.73 1.18×10−29 1.58×10−43

p1− 3.48×10−9 0.53 1.06×10−9 3.69×10−18

different AIMD setups to comprehend the system’s dynamics in such a scenario.

Figure 5: Snapshot from MD of electron polarons in bulk MgS2

The Mg2+ ion from the electrolyte need two electrons from external circuit to compensate the

charge. Our initial AIMD setup aimed to determine whether electrons entering from the external

circuit prefer to exist as two single electron polarons or as a double electron polaron. The system

was initialized with two single-electron polarons localized in the bulk crystal structure. The size of

the bulk supercell is 2×2×2 of the conventional unit cell with 96 atoms. The snapshot from the

AIMD simulation after equilibration is shown in Fig. 5. During the equilibration, the S-dimers in

which the polarons were localized kept fixed. From the Fig. 5, it is clear that initially the electrons

exist as separated p1−. Then in the subsequent steps they merge to form p2−. Consequently, the

S – S distance of one S-S dimer shorten while the S – S distance of the other dimer increases. This

is consistent with our observation in the MEP for the p2−. So, we anticipate that the electrons ap-

proaching the cathode from the external circuit will readily combine and form p2−. For subsequent

simulations, we therefore assumed the electrons entering from the external circuit to be p2−.
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Figure 6: Snapshot from MD at 001 surface of MgS2

The second setup is to study the magnesiation in MgS2 surface. We used a slab structure of

001 surface of MgS2 with a vacuum of 15 Å and slab thickness of 18 Å. To localize the polaron,

the system is initiated in such a way that one of the S – S bonds at the bottom of the slab is broken.

A Mg atom is placed on top of the slab to investigate the effect of magnesiation at the electrode

surface. To compensate for the dipole moment from the Mg atom, dipole correction was applied

in the direction of the surface.

Fig. 6 depicts snapshots from the MD run. It can be seen that, the p2− is localized at the bottom

of the slab in the beginning. The charge is transferred to the surface on subsequent MD steps when

the Mg2+ begins to interact with the cathode. This is also reflected on the S – S distance of the S

dimers in which the charge is localized. The S – S distance of the S dimer at which the polaron

localized at the beginning of the simulation has been reduced from 3.6 Å to 2.1 Å. In contrast, the

interaction with Mg2+ increases the S-S distance of the S-dimer at the surface to 3.6 Å from 3.6 Å.

This implies the formation of MgS at the surface. During the MD run, no charge transport path
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was observed. When Mg2+ interacts at the surface, the localized charge from the bottom of the

slab abruptly of shifts to the surface. Probably, electron tunneling would have occured from the

bottom of the slab to the surface. Typically, tunneling occurs in materials with a thickness of less

than 5 nm. unneling happens in materials with a thickness less than 5 nm. But it is not feasible

to study such a big system with current setup. In a system large enough to prevent tunneling, we

could observe the transport path for the electron.

Figure 7: Snapshot from MD at 001 surface of MgS2

The third AIMD setup was designed to investigate the role of electrolytes in the magnesiation

of MgS2. The vacuum of the slab structure was filled with THF molecules, which are the com-

monly used electrolyte solvent in magnesium batteries. Using the GROMACS package,37 18 THF

molecules were added to match the empirical density of 0.88 gcm−3.38 A bottom layer of wide

gap semiconductor boron nitride (BN) was employed to prevent charge leakage from the slab’s

bottom to the electrolyte. Following the initial conjugate gradient relaxation, the electrolyte was

relaxed at 350 K for 0.5 ps keeping the crystalline part frozen. Except for the BN, the crystalline
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component was unfrozen and relaxed for another 1 ps to allow for cathode - electrolyte interaction.

Fig. 7 shows the snapshot from MD run. The observation is similar to what we saw in the previ-

ous MD simulation without the electrolyte. The electrolyte seemed to have no direct effect on the

magnesiation process, according to our MD simulation.

Conclusion

Elucidating the charge transport mechanism in MgS and MgS2 is very essential in developing ef-

ficient RMBs. We performed a theoretical investigation of charge transport in these materials,

evaluating the contribution of several defects to the conductivity in the material. In MgS, we iden-

tified Vac2−
Mg and Int2+Mg as the prevalent defects. These defects show a relatively high concentration

in the material. However, due to their poor mobility, the contribution of these defects to the con-

ductivity of material is negligible. We identified that p1− and Vac2−
Mg are the prevalent defects in

MgS2 . The concentration of these defects appears to be quite high. Although the concentra-

tion of p1− is low, their mobility is sufficient to allow them to traverse the MgS2 deposit under

practical battery conditions. Consequently, the strategy to enhance the conductivity in MgS2 is to

increase the concentration of p1−. We also performed ab-initio molecular dynamics to understand

the charge transport in non-equilibrium conditions. Our results indicate that two p1− in MgS2

prefer to combine and form a p2−.
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