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“The brain is a world consisting of a number of unexplored

continents and great stretches of unknown territory.”

Santiago Ramón y Cajal





Preface

The project “Enabling multimodal whole-brain investigation for drug discovery”

was conducted from December 2018 to December 2021 at the Section for Visual

Computing, Department of Applied Mathematics and Computer Science, Technical

University of Denmark (DTU) in collaboration with the Department of Computa-

tional Biology, Gubra ApS and the Danish Research Centre for Magnetic Resonance

(DRCMR), Centre for Functional and Diagnostic Imaging and Research, Copen-

hagen University Hospital Amager and Hvidovre. The project was performed in

fulfillment of the requirements for obtaining a Doctor of Philosophy (PhD) within

the topic of biomedical image analysis. The project was supervised by Professor

Anders Bjorholm Dahl (main supervisor, DTU), Jacob Hecksher-Sørensen (main

supervisor, Gubra ApS), Associate Professor Tim B. Dyrby (co-supervisor, DTU

and DRCMR) and Casper Gravesen Salinas (co-supervisor, Gubra ApS). The work

presented in this thesis was financed by Innovation Fund Denmark and Gubra ApS.

The experimental part of the project was carried out at Gubra ApS, DRCMR, and

The 3D Imaging Centre, DTU while image processing was conducted at Gubra ApS

and DTU. An external research stay was conducted in a form of digital collaboration

with BrainGlobe initative.
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Summary

3D imaging modalities enable preclinical rodent brain imaging for investigating dis-

ease mechanisms and developing effective therapies. One of the major challenges in

the neuroimaging field has been the integration of data from in vivo magnetic reso-

nance imaging (MRI) and ex vivo light sheet fluorescence microscopy (LSFM). And

although several computational tools are available for processing LSFM datasets,

there is still room for improvement to enable automated, unbiased, and accurate

analysis of LSFM-imaged whole brain volumes. This PhD project addressed these

issues by developing a multimodal mouse brain atlas, a LSFM-based rat brain at-

las and a voxel-wise statistical analysis pipeline to facilitate analysis and bridging of

whole rodent brain datasets. The multimodal mouse brain atlas bridges MRI, LSFM

and Allen Institute’s Common Coordinate Framework version 3. Additionally, it in-

cludes a skull-derived stereotaxic coordinate system, which connects every voxel in

atlas templates to spatial positions in living mouse brains. The applicational value of

established atlas resources and the analysis pipeline was demonstrated by character-

izing and comparing LSFM-imaged brain activity patterns induced by six different

body weight-lowering drugs. The screening study identified a set of brain regions,

which may play a key role in appetite and body weight regulation by investigating

shared and distinct features of drug-induced activation patterns. Outcomes of this

PhD project allow high-throughput, unbiased investigation of complex processes as

well as drug effects in whole rodent brains, and support anti-obesity drug discovery

programs by identification of activity signatures in response to body weight-lowering

drugs.
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Resumé

3D- imaging modaliteter muliggør præklinisk rekonstruktion af hjerner fra mus og

rotter med henblik p̊a undersøgelse af sygdomsmekanismer og udvikling af effektiv

behandling. En af de største udfordringer inden for neuroimagingomr̊adet har været

at integrere data fra in vivo magnetisk resonansbilleddannelse (MRI) og ex vivo

light sheet fluorescensmikroskopi (LSFM). P̊a trods af at flere beregningsværktøjer

er tilgængelige til behandling af LSFM-datasæt, er der stadig plads til forbedringer

for at muliggøre automatiseret, unbiased og nøjagtig analyse af LSFM-afbildede

hjernevolumener. Dette ph.d.-projekt adresserede disse spørgsmål ved at udvikle et

multimodalt musehjerneatlas, et LSFM-baseret rottehjerneatlas og en voxel baseret

statistisk analysepipeline for at lette analyse af og skabe bro mellem datasæt af

hjerner fra gnavere. Det multimodale musehjerneatlas bygger bro mellem MRI,

LSFM og Allen Institutes Common Coordinate Framework version 3. Derudover

inkluderer det et kranie-deriveret stereotaksisk koordinatsystem, som forbinder hver

voxel i atlas templates til rumlige positioner i levende musehjerner. Værdien af de

etablerede atlas og tilhørende analysepipeline er demonstreret ved at karakterisere

og sammenligne LSFM-afbildede mønstre i hjerneaktivitet induceret af seks forskel-

lige lægemidler som reducerer kropsvægt. Screenings studiet identificerede et sæt

hjerneregioner, som kan spille en nøglerolle i regulering af appetit og kropsvægt ved

at undersøge fælles og unikke træk ved lægemiddel-inducerede aktiveringsmønstre.

Resultaterne af dette ph.d.-projekt giver mulighed for high throughput, objektiv un-

dersøgelse af komplekse processer s̊avel som effekter af lægemidler i hele hjerner af

gnavere og understøtter programmer til at identificere fedmereducerende signaturer

for hjerneaktivering som bliver aktiveret n̊ar kropsvægten reduceres.
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Introduction

1.1 Motivation

Neurological disorders are considered a major cause of disabilities and reduced life

expectancy in the world today. Such diseases affecting the central and peripheral

nervous system include brain cancers, neurodegenerative diseases, multiple sclerosis,

stroke, brain and spinal cord injuries, epilepsy, migraine, and infections attacking

the nervous system. It has been suggested to add obesity to the list of brain diseases

as there is a growing evidence for interplay between neural and metabolic systems

[Bri+10; Cha+11; Ern+09; Jol+12; SMS13]. According to the Global Burden of

Disease Study 2019, neurological disorders are the second leading cause of deaths

(circa 12 million per year globally including obesity related deaths [GBD19; Wor21])

after cardiovascular diseases. Due to their chronic course and in majority of cases

increasing severity, neurological disorders pose considerable burden to patients, their

families as well as society.

Despite extensive research on neurological disease mechanisms, to date no cure ex-

ist for many of them (e.g., Parkinson’s disease [AO20], Alzheimer’s disease [VS20],

stroke [PC21]). One reason for this is the extreme complexity of the brain, which

structural and functional relationship is far from understood. Even though modern

neuroimaging techniques have greatly expanded our knowledge on basic aspects of

neuronal specialization and network architecture, it is still a challenge to unfold

the dynamic processes of the brain due to inherent limitations of the modalities.

Non-invasive imaging modalities such as magnetic resonance imaging (MRI) and

positron emission tomography (PET) enable ex vivo and longitudinal in vivo mea-

surements of human and animal brains. However, biological information in their

image volumes is encoded in indirect measures and resolution does not provide cel-

lular resolution [Sym+04; Dav+20; Wan+20a; Wei+16]. In contrast to MRI and
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1.1. Motivation

PET, histology enables visualization of molecular markers in micrometre scales.

Histological techniques enable cellular resolution but their invasive character and

tissue processing protocol make them unsuitable for in vivo whole-brain imaging,

but also induce changes in tissue morphology complicating spatial localisation of sig-

nals [Man+20; Ert+12; Per+21a]. Lack of information in either spatial or temporal

domains can, however, be overcome by integrating neuroimaging datasets across

scales and modalities. Currently, very few frameworks are available for studying or

combining multimodal information [Mac+04; Gou+19; Sto+18; Pat18]. Develop-

ment of standardized frameworks is fundamental for revealing the function of the

brain and accelerate the translation of findings from preclinical research to clinical

setups by enabling validation of MRI and PET measures against molecular markers.

Studies of brain activation in response to different challenges or administration of

substances, is a common practice in preclinical pharmaceutical research for iden-

tifying key areas of the brain involved in biological mechanisms. Histology-based

activation studies rely on the detection of single cells expressing the transcription

marker c-Fos (i.e., a rapidly expressed protein upon stimulation activating down-

stream processes in the cell), counting of activated cells in their respective brain

regions and performing statistical testing between control and treatment groups at

regional level [Asi+95; Sor+07; Tót+18]. The 3D histology technique, light sheet

fluorescence microscopy (LSFM) of optically cleared and fluorescently labelled tis-

sue, enables researchers to image a whole brain at once [Ued+20]. Compared to 2D

histology, LSFM benefits from optical sectioning that preserves tissue integrity and

enables high-throughput data collection. Application of LSFM for activation studies

has been previously demonstrated in regional manner [Ren+16]. However, existing

digital atlases [Wan+20b] are based on different imaging modalities, and using these

modalities for regional parcellations leads to inaccuracies in LSFM-imaged brains.

Additionally, a region-wise approach does not provide access to detailed character-

istics of activation signals inside regional delineations. To enable accurate analysis

of neuronal activation at a whole-brain and local level, it is essential to improve ex-

isting analysis pipelines with LSFM-based atlases and voxel-wise statistical analysis

techniques.

The work done in the present PhD project addressed the issues related to the lack

of integration between multimodal datasets and analysis of whole-brain activation

profiles in response to stimuli by creating dedicated tools for automated computa-

tional analysis of whole-brain datasets. Developed tools were implemented in image

analysis pipelines for investigating the role of brain in appetite and body-weight reg-

2



1.2. Scientific aims

ulation, thereby supporting Gubra’s efforts in drug discovery for treating obesity.

1.2 Scientific aims

The PhD project had the following three objectives:

1. Creation of a multimodal atlas tool for enabling integration of in vivo/ex vivo

MRI- and ex vivo LSFM-imaged rodent whole-brain datasets. The atlas tool

should allow to overlay MRI- and LSFM-imaged brain volumes in the same

template space, include detailed region delineations for quantitative analysis

of extracted signals and provide stereotaxic coordinates for linking every voxel

in an imaged brain volume to spatial positions in living mouse brains.

2. Expansion of the standard image analysis pipeline used to quantify brain activ-

ity in LSFM-imaged brain samples by voxel-wise statistical analysis approach

for complementing existing region-wise approaches.

3. Application of the developed atlas resources and improved image analysis

pipeline for identifying whole-brain networks involved in appetite and body-

weight regulation. The experiment involved screening of activation signatures

induced by pharmaceutical compounds with documented clinical effect on

body-weight reduction.

1.3 Contributions

The outcome of the PhD project is documented in three peer-reviewed and published

articles and one manuscript in preparation. The results have also been presented at

two international conferences listed below.

1.3.1 Publications

Publication A

Johanna Perens, Casper Gravesen Salinas, Jacob Lercke Skytte, Urmas Roostalu,

Anders Bjorholm dahl, Tim B. Dyrby, Franziska Wichern, Pernille Barkholt, Niels

Vrang, Jacob Jelsing, Jacob Hecksher-Sørensen. An Optimized Mouse Brain Atlas

for Automated Mapping and Quantification of Neuronal Activity Using iDISCO+

and Light Sheet Fluorescence Microscopy. Neuroinformatics 19, pp. 433-446, 2021.

3



1.4. Thesis outline

Manuscript B

Johanna Perens, Casper Gravesen Salinas, Urmas Roostalu, Jacob Lercke Skytte,

Carsten Gundlach, Jacob Jelsing, Niels Vrang, Jacob Hecksher-Sørensen, Anders

Bjorholm Dahl, Tim B. Dyrby. Multimodal 3D mouse brain atlas framework with

skull-derived coordinate system. In preparation, 2021.

Publication C

Johanna Perens, Jacob Lercke Skytte, Casper Gravesen Salinas, Jacob Hecksher-

Sørensen, Tim B. Dyrby, Anders Bjorholm Dahl. Comparative study of voxel-based

statistical analysis methods for fluorescently labelled and light-sheet imaged whole-

brain samples. 2021 IEEE 18th International Symposium on Biomedical Imaging

(ISBI), peer reviewed proceedings, pp. 1433-1437, 2021.

Publication D

Henrik H. Hansen, Johanna Perens, Urmas Roostalu, Jacob Lercke Skytte, Casper

Gravesen Salinas, Pernille Barkholt, Ditte Dencker Thorbek, Kristoffer T. G. Rig-

bolt, Niels Vrang, Jacob Jelsing. Whole-brain activation signatures of weight-lowering

drugs. Molecular Metabolism 47, 101171, 2021.

1.3.2 Conferences

INCF Neuroinformatics 2019

Johanna Perens, Casper Gravesen Salinas, Jacob Lercke Skytte, Urmas Roostalu,

Anders Bjorholm dahl, Tim B. Dyrby, Pernille Barkholt, Katrine Fabricius, Jacob

Jelsing, Jacob Hecksher-Sørensen. A Dedicated Light Sheet Fluorescence Microscopy

Atlas for Mapping Neuronal Activity and Genetic Markers in the Mouse Brain.

Poster presentation, University of Warsaw, Poland, 2019.

1.4 Thesis outline

This thesis consists of six chapters. Publications A, C, D and manuscript B can be

found in appendix with publications. The current chapter introduced the problem-

atic and formulated scientific objectives of the project. The second chapter gives

an overview of the brain anatomy, neuroimaging modalities and image processing

techniques. Chapters three to five describe how image processing was implemented

for integrating and analyzing neuroimaging datasets through computational tools

4



1.4. Thesis outline

developed during the PhD project. The fifth chapter demonstrates applicability of

the developed tools. Limitations of the tools and future work is described at the end

of chapters three, four and five. The sixth and last chapter concludes the thesis by

summarizing the outcomes of the PhD project and discussing the potential impact

of the work.
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Investigating the brain

2.1 Gross anatomy

The brain together with spinal cord forms the central nervous system of an organism.

An average human brain consists of 86 billion neuronal and 85 billion non-neuronal

cells whereas an average mouse brain has 71 million neuronal and 38 million non-

neuronal cells [HML06; Her09]. Brain tissue can be divided into two classes - grey

matter and white matter. Grey matter areas consist of neuronal cell bodies, un-

myelinated neuronal projections and dendrites. In contrast to grey matter, white

matter is rich in myelinated axons and contains relatively few cell bodies. Non-

neuronal cells of the brain are glial cells (astrocytes, oligodendrocytes, microglia,

polydendrocytes and ependymal cells), which regulate neuronal metabolism, insu-

late projections, provide protection and regeneration, and secrete cerebrospinal fluid

[WKP10a]. While processing of the information, received either from a peripheral

sensory input or other neurons in the brain, takes place in grey matter, white matter

tracts facilitate long-range communication between grey matter neurons. Segrega-

tion of the brain tissue into grey and white matter has been shown to be the optimal

configuration for the brain to benefit from high synaptic density and shortest delays

in information transport [WC05].

Mammalian brains are divided into two topologically almost symmetric hemispheres,

which communicate via the corpus callosum, the largest axonal bundle in the brain.

The brain is highly organized allowing parcellation of the tissue into regions based

on the cellular and functional characteristics (Figure 2.1). Major regions of the brain

include cerebrum, cerebellum, and brain stem. The cerebral cortex is organized in

layered and columnar arrangements, responsible for sensory information processing,

bodily movements, communication, memory, and emotions [JMP18]. The cerebral

nuclei coordinate behaviour based on associations, decisions, emotions, and reward

7



2.1. Gross anatomy

[BB19; Smi+09; MT91; BC12]. The cerebellum is a lobural brain structure shown

to be indirectly involved in processes governed by other brain regions by monitoring

and fine-tuning executed actions to match expectation (e.g., planning, execution and

learning of movements, and communication through language) [DAn18]. The brain

stem consists of the interbrain, the midbrain, and the hindbrain. The interbrain’s

thalamic area is responsible for transmission of sensorymotor signals and cognitive

control [HK17] while the hypothalamic area regulates hormonal processes and cir-

cadian rhythm. [XD17]. The midbrain accommodates dopaminergic system of the

brain which plays a role in motivating behaviour, learning through associations and

reward, memory processing, and regulation of emotions [BR16]. The hindbrain con-

nects to and exchanges information with the spinal cord and regulates autonomic

functions of the body including respiration, energy homeostasis and cardiovascular

physiology [SG09].

Figure 2.1: Mouse brain parcellated into five main regions. Regions are surface rendered

and visualized on an average MRI brain template in top and sagittal view. Region par-

cellations were obtained from Mouse Brain CCFv3 developed by Allen Institute of Brain

Science [Wan+20b; Don08]

8



2.2. Experimental methods in neuroscience

2.2 Experimental methods in neuroscience

Various methods have been developed for studying cellular distribution, processes,

architecture, and functional aspects of cellular populations in the brain. Experi-

mental techniques for probing the brain can largely be divided into invasive and

non-invasive techniques. Invasive techniques involve extraction of brain tissue from

the skull or manipulation of neuronal populations within the skull in vivo, whereas

non-invasive neuroimaging techniques allow repeated measurements of the brain

without opening or introducing instruments inside the skull.

Many invasive methods involve preparation of extracted tissue for optical imag-

ing with different light and fluorescence microscopy techniques [WKP10b]. His-

tochemical and immunohistochemical staining of sectioned or intact tissue is used

to study cellular distribution utilizing antibodies, in situ hybridization or chemical

dyes. Hodology focuses on revealing structural connections between neurons via

tract tracing with dyes, microbeads, and viruses. Cell and tissue cultures isolated

from their natural environment are used to characterize cells, their interactions with

other cells and response to experimental conditions in detail. Further techniques

from molecular genetics include introduction (knock-in) or disabling (knock-out) of

genes for studying their role biological role, optogenetics for manipulating neuronal

activity with light, and DREADDS (designer receptor exclusively activated by de-

signer drugs) for manipulating neuronal activity with special ligands.

Non-invasive neuroimaging techniques probe different physical characteristics of the

tissue and therefore, provide images with unique contrast mechanisms. X-ray com-

puted tomography (CT) collects x-ray absorption profile of the head from different

angles and thus, measures tissue density [KLG16]. In contrast to CT, magnetic

resonance imaging (MRI) does not use ionizing radiation but magnetic fields in

combination with radiofrequency pulses to exparencite certain types of atoms in the

tissue for acquiring an image volume [YDP18]. The tissue contrast in MRI images

is an indirect measure related to density and relaxation time of exparencited atoms.

In addition to structural information, MRI allows also functional measurements of

brain activity, perfusion, magnetic susceptibility and diffusion characteristics. Fur-

ther functional imaging techniques include single-photon emission CT (SPECT),

positron emission tomography (PET) and a relatively new technique called photoa-

custic tomography (PAT). SPECT and PET both utilize radiolabelled molecules

for investigating blood flow, neuronal activity, metabolism as well as distribution

of radioactively labelled drugs [NGS20]. PAT operates through detection of acustic

9



2.2. Experimental methods in neuroscience

waves in optically exparencited tissue and is sensitive to hemodynamic changes re-

lated to brain activity [Zha+18].

Electrophysiology includes a collection of techniques which can be performed either

in a non-invasive or invasive manner. These techniques are applied for investigating

neural processing and communication by recording neuronal activity in the resting

state or in response to an external stimulus. Signal propagation inside the neurons

is taking place through voltage changes in cell membrane which induce measurable

currents and magnetic fields. Invasive electrophysiology techniques record neuronal

firing via electrodes inserted (e.g., patch clamp method) into or attached to isolated

neurons in situ [LL11]. Non-invasive electroencephalography (EEG) and magne-

toencephalography (MEG), are neuroimaging methods used to record activity of

neuronal clusters via electrodes mounted on the scalp [Bai17; FT19].

The following sections explain the neuroimaging methods used in this PhD project

in more detail.

2.2.1 Micro-computed tomography

Computed tomography (CT) is a X-ray imaging technique suitable for visualizing

mineralized tissue in 3-dimensions. CT measures attenuation of X-rays - electro-

magnetic waves with wavelengths in range of 10 pm to 10 nm - upon passing a

specimen from several angles. Attenuation occurs through the photoelectric effect,

coherent scattering, and incoherent scattering when X-rays interact with the tissue

[Cie11b]. The photoelectric effect involves absorption of X-ray photons by atomic

electron shells resulting in release of electrons and secondary X-ray photons emitted

by electrons occupying the empty vacancies in lower shells. Secondary X-ray photons

can be differentiated from the illuminating X-rays by their distinctive wavelengths.

Scattering takes place when X-ray photons are deflected from their original path,

and in case of incoherent scattering lose energy, due to interactions with electrons.

The total attenuation of the incident X-rays, which is a combination of the three

effects, is dependent on density and thickness of the substance. Because of low and

relatively homogeneous absorption of X-rays by soft tissue, radio-opaque contrast

agents need to be used to investigate microstructure of soft tissue, for example the

brain [Cre+08].

X-rays were first reported by Wilhelm Conrad Röntgen in 1895 and triggered a

rapid adoption of 2D X-ray imaging in the medical field [Cie11a]. However, lim-
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itations of 2D imaging could not be solved before the development of computers,

although several attempts for receiving volumetric information of the tissue were

made. Reconstruction of 3-dimensional CT volumes became possible in 1960s when

Allan MacLeod Cormack and Godfrey Newbold Hounsfield through theoretical cal-

culations, experimental setup, and help from first computers realized the concept of

computed tomography. Following the first CT-scan of a patient in 1971, fast progress

was made in improving the setup in terms of scan time and resolution. Today, clin-

ical CT scanners generate volumetric images with voxel sizes in millimetre-range

while micro-CT system for high-resolution imaging of tissue specimen or small ani-

mals achieve voxel sizes in the micrometre-range [Rit04].

Components of the micro-CT setup include an X-ray source, a metal filter, a ro-

tating sample holder, and a X-ray detector [AWB15]. X-rays are generated by ac-

celerating electrons towards an anode by applying a high voltage to the X-ray source.

Upon collision with the anode, electrons produce X-ray radiation in different wave-

lengths. The radiation spectrum is filtered to fit the X-ray energies to the substance

of interest for creating optimal contrast. In order to obtain a magnified image of

the specimen, a cone-shaped beam, optical magnification or Bragg diffraction can be

used for illuminating the sample [Rit04]. Attenuated X-ray profiles are acquired and

converted into visible light by fluorescent crystal plates, fluorescent granule screens

or fluorescence-doped fiber optics. Finally, the light is converted into electrons by

a charged-coupled device (CCD) array detector to form an image. Specimens are

radiated under multiple angles and for every angle an attenuation profile is acquired.

For every 2D slice of the volume, attenuation profiles are summarized in form of a

sinogram which is a linear transform of the original volume [AWB15]. 2D slice of

the specimen can then be reconstructed from attenuation profiles by inverse Radon

transform obtained via filtered back projection.

In the current PhD work, a micro-CT scanner ZEISS XRadia Versa XRM-410 was

used for collecting image volumes of mouse skulls in order to create stereotaxic co-

ordinate system for the multimodal atlas. ZEISS XRadia Versa XRM-410 setup is

composed of a cone beam for illuminating and magnifying the sample, a scintilla-

tor for converting X-rays to light, a secondary optical magnification system and a

CCD detector. Skull volumes were obtained from mouse heads perfusion fixated

with neutral buffered formalin (NBF), post-fixed in NBF for 4 days and washed in

phosphate buffered saline (PBS) for 3 weeks. Image volumes were acquired from

1601 projections of PBS immersed specimens, with voltage of X-ray source set to

50 kpV (Figure 2.2).
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Figure 2.2: A raw mouse skull volume obtained with micro-CT shown in side and top

view. The skull volume has an isotropic voxel size of (22 µm)3. The image volume was

acquired at The 3D Imaging Center (3DIM), Technical University Denmark.

2.2.2 Magnetic resonance imaging

3D magnetic resonance imaging (MRI) is widely used in the clinic due to its non-

invasive character and ability to provide high contrast images of soft tissue, including

the brain. The method utilizes nuclear magnetic resonance (NMR) to induce a sig-

nal in the tissue [Dra57]. NMR can only be induced in atomic nuclei with non-zero

spin (implying also non-zero magnetic dipole moment), i.e., nuclei with odd number

of neutrons and/or protons. As hydrogen atoms (protons) have non-zero spin and

water molecules are highly abundant in soft tissue, they are commonly stimulated

to induce NMR in soft tissue. For inducing NMR, an unidirectional, homogeneous

magnetic field is applied resulting in splitting of nuclear energy niveaus (Zeeman

splitting) and precession of nuclear magnetic dipole moment about the direction

of the magnetic field (Larmor precession). Nuclear resonance can be observed by

radiating atoms with energy matching the energy difference of the splitted niveaus

(radiofrequency range for 1-10 tesla magnetic fields) resulting in magnetic dipole

moments to move out of alignment with the magnetic field and synchronize their

precession phases. Exparencited nuclei return to their ground state as a result of

relaxation processes by emitting detectable electromagnetic waves.

The NMR phenomenon was discovered by Isidor Rabi in 1938 and the first NMR

spectrometer was built in 1950s after Felix Bloch and Edward Mills Purcell demon-

strated the effect in different solids and liquids [Rab+38; Bec+12; Blo46; PTP46].
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However, for producing 2D and even 3D images of tissue, a system for spatial encod-

ing of the signal needed to be developed. The problem of spatial encoding was solved

in 1973 by Peter Mansfield and Paul Lauterbur, who introduced spatial variation in

the main magnetic field in form of additional magnetic fields [Lau73]. The secondary

magnetic fields produce gradual change in the main magnetic field, which alters the

local resonance frequency and phase enabling to encode information on spatial lo-

cation. Introduction of gradient systems paved the way for rapid development of

clinical, high-field MRI scanners in 70s and 80s [Bec+12]. Today, in addition to clin-

ical applications, MRI is also widely used in preclinical research with ultra-high field

strengths necessary for high-resolution imaging of small animals. Furthermore, MRI

scans have become an essential part of PET measurements for allowing anatomical

localisation of signals from radiolabelled molecules.

Contrast in MRI images originates from several mechanisms - density of protons,

spin-lattice (thermal) relaxation and spin-spin (inter-nuclear) relaxation [NR99].

Both relaxation types are exponential processes and can be described by relaxation

times T1 and T2, respectively. Although intensity in MRI images is always a com-

bination of proton density and relaxation processes, contrasts can be suppressed

by choosing scan parameters according to certain rules. Unsuppressed contrast is

said to provide the most ”weight” to the image. As composition of molecules varies

in organs, local differences occur in hydrogen density and T1/T2 relaxation times

inducing contrast between tissue structures. Exception is bony tissue which appears

dark in MRI images due to its low content of hydrogen atoms.

In addition to structural proton density-, T1- and T2-weighted images, MRI al-

lows to measure diffusion characteristics of the tissue. As diffusion of molecules in

extracellular and intracellular compartments of the tissue is restricted by cell com-

ponents and membranes, its directionality can be used to reveal microstructural

features of the tissue. Especially white matter tracts exhibit highly asymmetric

shapes forcing molecules to diffuse in restricted, anisotropic manner. In diffusion

MRI, random movement (Brownian motion) of hydrogen atoms is measured. For

producing diffusion-weighted images, diffusion-sensitizing gradients with opposing

polarity are applied [CP19]. Diffusion-sensitizing gradients do not affect stationary

molecules, but cause magnetic dipole moments of hydrogen atoms to dephase as

diffusing molecules experience different magnetic fields during their movement. The

vector sum of all magnetic dipole moments is the final measured signal and phase dis-

persion due to varying diffusion trajectories results in rapid signal decay. Diffusion-

sensitzing gradients measure the extent of diffusion in the applied direction. For col-

13



2.2. Experimental methods in neuroscience

lecting 3-dimensional information on diffusion characteristics, diffusion-sensitizing

gradients need to be applied in several directions. From diffusion-weigthed images,

a tensor describing the direction and magnitude of diffusion can be derived. The dif-

fusion tensor can further be used to calculate fractional anisotropy, radial, axial and

mean diffusivity (also called apparent diffusion coefficient), but also to reconstruct

a map of white tracts in the brain.

(a) T2-weighted (b) Diffusion encoding dir. 1 (c) Diffusion encoding dir. 2

Figure 2.3: Raw brain volumes obtained with MRI. Representative slices from raw

volumes are shown in coronal (upper panel) and sagittal (lower panel) view. a) Structural

T2-weighted image with isotropic voxel size of (78 µm)3, b-c) Diffusion-weighted images

with isotropic voxel size of (125 µm)3 obtained at different diffusion-sensitizing gradient

directions. The image volumes were acquired at Danish Research Centre for Magnetic

Resonance (DRCMR), Copenhagen University Hospital Amager and Hvidovre.

A MRI scanner consist of a superconducting coil for generating a strong main

magnetic field, gradient coils for spatial encoding of the signal, a transmit coil

for electromagnetic stimulation, a receiver coil for signal detection, shim coils for

realizing a homogeneous main magnetic field, and a controller software [YDP18].

Field strengths of the main magnetic field used for human imaging range from 1.5

to 7 tesla, while field strengths used for preclinical imaging range from 7 to 21

tesla [Dum+18; Wan+20a]. Magnetic fields produced by gradient coils have usually

strengths in millitesla range. Transmitter and receiver coils come in different de-

signs. Their design is chosen based on the brain size, as smaller coils achieve higher

signal-to-noise (SNR) ratios.

The mouse brain images acquired in this PhD project were collected with a preclini-

cal Bruker BioSpec 7 tesla scanner equipped with a cryogenic dual transmit/receive
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surface coil CryoProbe from Bruker and Paravision controller software. Cryogenic

coils reduce temperature-related noise in acquired images and improve thereby SNR

about 2.5 times compared to normal room temperature coils. Preparation of brain

samples was performed according to [Dyr+11] and included perfusion fixation with

NBF, extraction of the skull with brain, immersion-fixation in NBF for four days

and washing of specimen from excess fixative 2-4 weeks in PBS. Brain samples were

washed from excess fixative and imaged in skulls to minimize susceptibility arti-

facts. The specimen were placed in a PBS-filled tube for imaging. MRI imaging

was carried out on brains in skull and involved acquisition of T2-weighted structural

and diffusion-weighted scans using gradient echo and spin echo radiofrequency pulse

sequences, respectively (Figure 2.3).

2.2.3 Light sheet fluorescence microscopy

Light sheet fluorescence microscopy (LSFM) is a high-speed, high-resolution mi-

croscopy technique enabling detection of chemically labelled molecular markers or

pharmaceutical compounds in 3D. It relies on fluorescence for signal detection. Flu-

orescent molecules become exparencited from ground state to energetically higher

state by absorbing photons with energy equal to the energy difference of the states.

Molecules fall back to their ground state on a time scale between 0.5 to 20 ns and

release energy in form of light. As a small part of the energy is also transferred to

molecules nearby nonradiatively, also as heat, the released energy is smaller (i.e., the

wavelength is longer) than then absorbed energy (i.e., photons with shorter wave-

length). LSFM can be performed both in vivo and ex vivo, but in order to image

fluorescence deep in the specimen, tissue needs to have a low content of pigment nat-

urally or made transparent through clearing [Ert+12; Ren+14; Sus+14; Chu+13;

Bec+12]. Ex vivo LSFM can be considered a histological method as molecular mark-

ers or labelled tracers are visualized according to same principles as in 2D histology

with the difference that treatment is applied on intact samples. In addition to fluo-

rescent molecules, LSFM enables imaging of tissue structure in certain wavelengths

(optimal excitation wavelengths between approx. 480 and 630 nm) due to naturally

occurring fluorescent components of the tissue (e.g., collagen, elastin) [Mon05].

The first known concept of light sheet microscopy was published in year 1902 where

gold particles were visualized by light passing through a slit aperture [SZ02]. The

same method was also used in photomacrography in the 1960s for studying superfi-

cial features of objects [McL64]. However, decades passed by before the light sheet

microscopy found application again in 1993. Inspired by photomacrography, Voie
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and colleagues developed a technique called orthogonal-plane fluorescence optical

sectioning (OPFOS) which setup resembles today’s LSFM system [VBS93]. They

applied OPFOS for exploring fluorescently labelled and cleared intact cochlear sam-

ples and layed thereby the foundation for 3D histology.

LSFM operates by collecting a stack of optically sectioned 2D images from a spec-

imen [CGD19]. Optical sectioning is realized by illuminating a thin plane in the

specimen with a sheet-shaped light beam and capturing emitted light from the sec-

tion with a camera orthogonal to the illuminating beam. Optical sectioning enables

imaging of intact specimens while minimizing photobleaching and background noise.

Sheet-shaped light beams can be produced in different ways, for example by send-

ing light through cylindrical lens or scanning a laser beam horizontally through

the specimen. Light used for excitation is either generated by a diode laser or by

band-pass filtering a white light laser in order to adjust its spectral range to the

excitation spectra of the fluorophore. Emitted light is filtered through a band-pass

before reaching the camera to remove non-specific signal.

Axial resolution (z-dimension) of the image volume is defined by the light sheet

thickness. However, light sheets are not perfectly planar but exhibit hyperbolic

shape with Gaussian profile [Fan+21]. The thickness of the light sheet’s waist de-

pends on the numerical aperture while the range of approximately planar beam waist

is proportional to the squared sheet thickness. This implies that a suitable balance

between the light sheet thickness and its planar range must be found depending on

the size of the specimen and necessary resolution to resolve features of interest. To

achieve approximately homogeneous axial resolution for large specimen, image vol-

umes are acquired by moving the beam waist in discrete steps or continuous sweep

mode horizontally through the sample.

LSFM images used in this PhD project were acquired with LaVision Ultramicro-

scope II (Milteny Biotec, Bergisch Gladbach, Germany). The setup included a white

light laser, a dual-sided light sheet system, cylindrical lenses, filter cubes, objective

lenses, a chamber with sample holder, and a sCMOS camera. The dual-sided light

sheet system had three light sheets at each side for reducing shadowing artifacts.

Cylindrical lenses were used for light beam shaping and filter cubes for band-pass

filtering of excitation and emission light. The samples were imaged in dibenzyl ether

(DBE). Imspector software was used to set up the scan and define the acquisition

parameters. Preparation of mouse and rat brain samples involved perfusion fixation

with NBF, immunohistochemical staining against neuronal activation marker c-Fos
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in case of pharmacological studies and clearing according to the iDISCO protocol

[Ren+14]. Brain volumes were acquired in the channel specific to tissue autofluores-

cence (excitation 560 ± 20 nm, emission 650 ± 25 nm) and in case of pharmacological

studies, also in the c-Fos specific channel (excitation 630 ± 15 nm, emission 680 ±
15 nm) (Figure 2.4).

(a) Autofluorescence (b) c-Fos

Figure 2.4: Raw brain volumes obtained with LSFM. a) Fluorescence emitted by en-

dogenous molecules, b) fluorescence emitted by cells expressing transcription factor c-Fos

in response to drug administration. Brain volumes show maximum projection of the signal

in horizontal view. Data was collected with the in plane voxel dimensions 4.8 µm x 4.8

µm, axial voxel dimension of 3 µm, and 10 µm step size in z. The image volumes were

acquired at Gubra ApS.

2.3 Role of imaging in drug development

Drug development is a long process which takes approximately 10 years from target

identification until approval by regulatory authorities [GR17]. The process involves

several phases: target discovery, drug discovery and screening to identify most potent

compounds, testing of compounds in preclinical animal experiments, three phases of

clinical trials in humans and finally post-approval surveillance studies. As the cost

of the experiments increases with each phase, it is beneficial to identify the com-

pound with the most suitable characteristics early on and cancel further experiments

with less prospective candidates. Neuroimaging modalities provide an opportunity

to characterize, screen, and optimize pharmaceutical drugs effectively, which is why

they are widely used in both preclinical and clinical studies.
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As described in chapter 2.2, neuroimaging methods provide information in differ-

ent means, scales and temporal resolution. Due to its invasive character, LSFM

is most suitable for ex vivo preclinical studies. Nevertheless, LSFM supports drug

discovery efforts at several levels. A way to identify brain access and distribution

of a compound, is to measure the intensity of a fluorophore-labelled compound in

different brain regions post administration [Gab+20; Sec+14]. For identifying brain

regions stimulated by the drug, changes in brain activation can be detected by flu-

orescently labelling neurons expressing c-Fos protein and comparing c-Fos+ neuron

counts between the compound-treated and control groups (showing baseline activ-

ity) [Kja+19; Sal+18; Sko+21; Han+21]. The protein product of the c-Fos gene

triggers down-stream processes in nervous system and is detectable between 20 and

90 minutes post stimulation [Per+16]. Detection of protein or gene expression via

fluorescently labelled antibodies can be further applied to visualize distribution of

certain neuronal cell types or receptor populations [Roo+19; Gab+20; Guo+19].

Through co-localization analysis of compounds, brain activity, cell types and recep-

tor distribution it is possible to gain detailed insight into exposure, target engage-

ment and efficacy of a given drug.

Furthermore, the high resolution of LSFM can be used to investigate changes in

vasculature, neuronal projections or pathologies in disease and therapy. Vascular

labelling can be used to study vascularization of tumor bearing brains and response

of vascular branching to different treatments [Bre+16]. Labelling of neuronal pro-

cesses provides an opportunity to compare structural connectivities of a healthy

brain to a brain affected by stroke or a neurodegenerative disease [Gou+19]. Effect

of a drug to Alzheimer’s or Parkinson’s disease can be revealed by detecting and

counting pathological formations in the brain such as beta-amyloid plaques or α-

synuclein accumulations before and after treatment [Lie+16; Hob+20].

Contrary to LSFM, MRI and PET enable non-invasive imaging in vivo, and are

therefore applicable for both preclinical as well as clinical studies. Biodistribu-

tion studies with PET involve labelling of the compound with a positron-emitting

radiotracer and measuring its concentration-time course in brain tissue. Biodistri-

bution studies allow assessment of blood-brain-barrier penetrance, accumulation in

desired and undesired brain areas, amount of free (available for target binding),

and non-specificly bound entities of the drug [GR17]. PET studies of target occu-

pancy require development of target-binding radioligands which are then engaged in

competition experiments with the unlabelled drug. Target occupation experiments

conducted over a range of different drug doses provide evidence on biodistribution,
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affinity of the drug to the target, and potential drug dose for maximizing efficacy

[MJ04]. Furthermore, PET allows visualization of pharmacodynamic processes in

response to drug administration such as brain activity, metabolism, neurotransmis-

sion, neuroinflammation (i.e., microglial activation), and pathologic protein depo-

sitions (e.g., beta-amyloid plaques and tau) via variety of radioligands [GR17; MJ04].

However, PET comes with certain limitations related to radioactive load, image

resolution, uni-channel approach (only one tracer can be imaged at once), lack of

structural information, and shortage of radioligands due to difficult production pro-

cess [LJ00]. Several of these limitations can be compensated with MRI. Combination

of PET and structural MRI enables identification of brain areas in which radiotracer

signal is observed. Furthermore, structural MRI biomarkers reflecting pathology of

a disease, can be used as a measure of drug efficacy. Simultaneous imaging of

biodistribution and brain activity via PET and functional MRI, respectively, allows

to reveal dynamic relationship between drug-target interactions and stimulated pro-

cesses in the brain [MJ04]. Functional MRI measurements in combination with drug

administrations have been termed pharmacological MRI and can also be carried out

independently of PET [LJ00]. Pharmacological MRI relies on longitudinal measure-

ments of brain activity upon pharmacological stimulus and may involve different

competition studies as well as cognitive tasks [Jen12]).

In this PhD project, LSFM-imaging in combination with fluorescent labelling of

c-Fos expressing cells was applied to reveal commonalities and discrepancies in neu-

ronal activity patterns of different body weight-lowering compounds.

2.4 Brain atlases

Brain atlases are essential tools in neuroscience and are used to localize signals mea-

sured in imaging experiments and for navigating the brain during surgeries. Main

components of an atlas include a brain template, region delineations and a coordi-

nate system. Brain templates are based on modality-specific structural images of

an individual or population-averaged brain. Population-averaged brain templates

represent the mean morphology of the species more precisely than a template based

on an individual brain, as the chosen animal may be an outlier [Kov+05]. Region

delineations parcellate the brain into subvolumes derived from the cellular, biochem-

ical or physical information of the tissue. Region delineations are drawn manually

by experts and collected into one annotation map. While region delineations allow
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coarse navigation through the brain, subregional accuracy can be achieved with fine-

gridded coordinate systems. Surgical, so-called stereotaxic coordinate systems are

cartesian coordinate spaces with an origin either on the brain or skull surface [FP97;

Xia07; Cha+07]. Reference points, one for origin and at least one for determining the

angle of the brain, are derived based on structural landmarks, which show consistent

locations across individuals of the same species. Stereotaxic coordinate systems rely

on skull landmarks called bregma and lambda, as they are visually detectable on top

of the skull and do not require removal of the skull plate or imaging for identification.

Many mouse brain atlases exist, for both 2D and 3D imaging modalities, however

only few of them contain brain templates from several modalities [Joh+10; Mac+04;

Pat18]. This is because atlases are commonly used to interpret data collected with

the same modality as the atlas template. In order to provide sufficient structural in-

formation for navigation, atlases may contain multiple templates based on different

staining, molecular labelling or signal induction techniques available for the imaging

modality. For example, templates of 2D histological atlases visualize cytoarchitec-

ture by cresyl violet (Nissl) or acetylcholinesterase staining and myeloarchitecture

by myelin basic protein immunolabelling [FP97; Don08]. MRI atlases include brain

templates exhibiting different signal weightings and parameters derived from dif-

fusion measurements as they distinguish between topological characteristics of the

brain tissue in different manner [Joh+10; Agg+09; Chu+11]. Brain templates of

fluorescence microscopy atlases rely solely on tissue autofluorescence collected in

red wavelengths [Wan+20b].

Region boundaries of the atlases are derived from inter-tissue contrast visible in

brain templates. Histological atlas templates exhibit cellular resolution and allow

better divisions of the brain than MRI templates. Fine-scale structural differences in

the brain tissue can be incorporated to region delineations by collecting additional

information from transgenic mouse models, immunohistochemical labelling, viral

tracing and in situ hybridization experiments [Wan+20b]. As region delineations

are derived from modality specific-information and the definition of the borders is

relatively subjective, boundaries of brain regions can vary between different brain

atlases [Cho+19].
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Figure 2.5: Brain template and annotation volume of AIBS CCFv3. Brain template (left)

is based on tissue autofluorescence and shown in horizontal slice view. Region delineations

are shown both in horizontal view (middle) and in volumetric format (right). Adapted

from [All17].

The most well known and used histological atlases for mice include the Mouse Brain

in Stereotaxic Coordinates by Franklin and Paxinos (FP MBSC)[FP97], and the

Mouse Brain Common Coordinate Framework by Allen Institute of Brain Science

(AIBS CCF) [Wan+20b; Don08]. Both the FP MBSC and AIBS CCF version 1 are

based on 2D histological sections of one representative mouse brain and provide users

with a stereotaxic coordinate system. Coordinate systems of both atlases are derived

from bregma and lambda landmarks which are extrapolated from positions of needles

inserted through the skull before extracting the brains for sectioning. In contrast

to the AIBS CCF version 1 and FP MBSC, the latest AIBS CCF, version 3 (AIBS

CCFv3), relies on population-average 3D mouse brain volume constructed from se-

rial two-photon tomography (STPT) imaged mouse brains (Figure 2.5) [Wan+20b].

They have become standard atlases in the histological field due to their detailed

region delineations - AIBS CCFv3 includes over 600 and FP MBSC over 800 brain

regions. The AIBS CCFv3 is especially valued for its high-resolution (isotropic 10

µm and 25 µm) volumetric template, which allows mapping of datasets acquired with

different 3D imaging modalities and connection to comprehensive AIBS’ databases

such as gene expression [Lei+07] and tract tracing experiments [Kua+15; Oh+14].

Also several MRI atlases have been established for mouse brains [Agg+09; BAJ07;

Cha+07; Chu+11; Kov+05; Ma+05; Ma+08; Dor+08]. Resolution of brain tem-

plates provided by the MRI atlases range from 21.5 µm to 100 µm and number of

region delineations from 9 to 62 structures, showing that the AIBS CCFv3 is clearly

superior to MRI atlases in terms of resolution and number of delineated brain re-
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gions. However, MRI atlas templates are almost exclusively generated from in situ

(i.e., in-skull) imaged brains mimicking in vivo situation more closely than brain

templates of histological atlases based on extracted mouse brains. Furthermore,

CT-imaging of the same skulls enables identification of reference landmarks and

generation of a stereotaxic coordinate system for MRI atlases [Agg+09; Cha+07;

Xia07].

Until now, the AIBS CCFv3 template has been used as a standard brain for aligning

and analyzing LSFM-imaged brain samples [Ren+16; Gou+19; Für+18]. However,

LSFM-imaged samples differ morphologically from the AIBS CCFv3 template as

well as in vivo/in situ brains due to the sample processing protocol causing the

tissue to deform inhomogeneously depending on the used tissue clearing technique

(e.g., iDISCO shrinks whereas CLARITY and CUBIC expand the tissue [Wan+18;

TYL21]). Therefore, accurate definition of regional borders has been erroneous for

some brain regions and identification of spatial locations in in vivo brain difficult for

signals observed in LSFM-imaged brains. In order to mediate precise mapping of

LSFM-imaged brains, deformations need to be unfolded by finding an optimal align-

ment strategy to the AIBS CCFv3 and establishing a link to in vivo coordinates

through a skull-derived stereotaxic coordinate system. Murakami and colleagues

have already shown that dedicated alignment strategies with the AIBS CCFv3 allow

creation of atlases with an LSFM-based template and accurate region delineations

for mapping LSFM-imaged CUBIC-X processed brains [Mur+18].

2.5 Image processing

3D imaging modalities may generate hundreds of gigabytes of data per study and

require therefore computational algorithms to process, analyze, and integrate infor-

mation in image volumes. The current chapter introduces image processing concepts

relevant for multimodal atlas creation and analysis of neuronal activity datasets col-

lected with LSFM. The first section focuses on alignment of intra- and inter-modal

3D image volumes. The second section describes detection of activated neurons.

And the final, third section visits statistical analysis strategies used to evaluate

registration accuracy and compare LSFM-imaged activity patterns of control and

drug-treated groups.
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2.5.1 Image registration

Acquisition of images takes place in specimen’s native space Σ ⊂ R3 - every spec-

imen is oriented in a certain direction in 3-dimensional space and exhibit unique

morphology. Image registration is a procedure for aligning images of two specimen

(or of the same specimen acquired under different circumstances) into one com-

mon space by matching orientations and structural features of the images voxel-

by-voxel. During registration, the reference image F(x) is kept fixed and the

moving image M(x) is transformed into the space of the reference image (x de-

notes voxel coordinates of an image). Formally, voxels are displaced by d(x) dur-

ing transformation T(x) = x + d(x) yielding the spatial mapping of two images

T : ΣF ⊂ R3 → ΣM ⊂ R3 (note that mathematically transformation is defined from

fixed to moving image to ensure that all voxels in a fixed imaged will be mapped to

and holes will not occur in the final registered image).

Mapping of one image to another can be seen as an optimization problem where

a cost function is to be minimized [Kle+10]. The optimization algorithm requires

a number of components for performing registration such as a geometrical transfor-

mation, a similarity metric, an optimization model, and a regularization parameter.

The geometrical transformation defines the type of displacement applied to voxels,

the similarity metric quantifies the alignment quality, and the optimization model

describes the iterative strategy for minimizing differences between the two images.

A regularization parameter determines the extent of deformation allowed to be ap-

plied to the moving image.

There exist several types of geometrical transformations including rigid, affine and B-

spline (i.e., basic spline) transformations [Wu+16]. A rigid transformation involves

only translation and rotation, but an affine transformation combines anisotropic

scaling and skewing with a rigid transformation. While rigid and affine transfor-

mations perform global, linear displacements of voxels, a B-spline transformations

introduce local, non-linear deformations to the image. For B-spline transforma-

tions, a regular grid, with defined number of control points and spacing between the

points, is superimposed on the fixed image. During registration process, the grid

is deformed via local displacements of control points based on a multi-dimensional

cubic B-spline polynomial while the control points act as parameters in the B-spline

model. Generally, the rigid transformation is used to align images of the same spec-

imen collected with the same imaging modality, the affine transformation to align

images of the same specimen acquired with different modalities, and the affine to-
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gether with B-spline transformation to align images of different specimen.

For evaluating registration accuracy, a suitable similarity measure needs be cho-

sen depending on the modality and protocol used to acquire the moving and fixed

image. Similarity metrics which perform sufficiently well for images showing similar

intensity distributions (i.e., obtained with exactly the same modality and proto-

col) are mean squared difference and normalized correlation coefficient. However,

for aligning moving and fixed images acquired with different imaging modalities, a

more sophisticated measure needs to be applied. In this case, the mutual informa-

tion metric can be used which quantifies how well intensities in one image have been

matched with the intensities in the other image (in other words intensity correspon-

dence) [KMG12]. Mathematically, the mutual information measures entropy (i.e.,

dispersion) of the 2D joint histogram describing probability distribution functions

of the image pair.

The optimization algorithm aims to minimize a cost function containing a dissim-

ilarity (negative similarity) measure and a regularization term. Both dissimilarity

and regularization terms are accompanied by coefficients describing the weight of

dissimilarity against regularity. The regularization term is usually penalizing large

deformations, gradients or curvature, and is therefore often based on first or second

order spatial derivatives of the transformation. Minimization of the cost function

is performed in an iterative manner by applying initial transformation parameters,

calculating a cost function, and updating the optimization model to receive new

transformation parameters. The process will be repeated until an optimum of cost

function or another stopping criterion (e.g., decrease in cost function, change of pa-

rameter vector, number of iterations) is reached [Kle+10].

In this PhD project, the mutual information metric was used for both intra- and

inter-modality registrations. Generally, multi-resolution affine and B-spline regis-

trations were performed at four increasing resolution levels. An exception was the

mapping of CT-imaged skulls with MRI-imaged brains of the same animals which

was performed via uni-resolution rigid and multi-resolution affine transformations.

A standard gradient descent approach was utilized as an optimization strategy and

further registration parameters (e.g. a gain factor controlling the step size) were

chosen based on the extent of deformation needed for alignment. Registrations were

performed with Elastix software [Kle+10; Sha+14].
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2.5.2 Detection of activated neurons

LSFM provides high-resolution 3D image volumes of c-Fos expressing cells (proxy

for neuronal activity). The c-Fos protein is a transcription factor located in the

cell nuclei and the fluorescent labelling is therefore confined into spherical shapes,

enabling relatively simple algorithms to identify single activated cells. In case of

cytoplasmic labelling, it is a lot more challenging distinguishing individual neurons

due to their inter-connected, irregular shapes. In this PhD project, an adapted

ClearMap cell detection algorithm was used [Ren+16] to compare neuronal activa-

tion between drug-treated animal groups and control animal groups.

The cell detection algorithm is visualized in Figure 2.6. The first step of the al-

gorithm involves 2D slice-by-slice affine registration of autofluorescence and c-Fos

specific channels. This is necessary due to possible channel shifts occurring dur-

ing scanning, which can affect atlas registration and filtering of non-specific signals.

After channel alignment, both channels undergo slice-wise background filtering by

morphological opening with a disk element and subsequent intensity thresholding.

The background filtered c-Fos signal is then divided by the background filtered

autofluorescence to suppress the signal appearing in both channels. This signal is

believed to be related to lipofuscin deposits in the tissue, and not neuronal activa-

tion [Di 15]. Next, local intensity peaks are identified in the corrected c-Fos specifc

volume via a sliding maximum filter cube, and considered to be cell candidates.

Cell candidates are used as input for seeded watershed segmentation, from which

the final true cells can be found by filtering away too small or large cell candidates.

The parameters of the filter cube need to be adapted to the voxel size of the LSFM

scan to resolve single nuclei in an optimal way. Also, parameters related to the

background thresholding of autofluorescence and c-Fos specific volumes need to be

fine-tuned for individual studies due to signal variance related to laser calibrations,

animal batches, chemicals or slight changes in sample treatment. Parameters used

for watershed segmentation depend on the size as well as density of the identifiable

objects and may need to be adjusted for other marker types. The final cell seg-

mentation volume is a binary volume where every detected cell centre (one voxel)

exhibits a unit value.

There are different strategies to evaluate the detected c-Fos+ cells and compare

the activation between different study groups (described in section 2.5.3), but they

all involve alignment of individual specimen volumes with an atlas. In the frame-
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work of this PhD project, a LSFM-based atlas with AIBS CCFv3 annotations was

generated for facilitating accurate and reproducible mapping of LSFM volumes. For

comparing the control and treatment group in regional level, the LSFM atlas is

registered to individual cell segmentation volumes. As cell segmentation volumes

do not contain structural information, autofluorescence volume of the same animal

is used as a reference volume. Prior to registration, autofluorescence volumes need

to be pre-processed by bias field correction, enhancing contrast, and normalizing

intensity distributions. Post registration, segmented cell centres are counted within

every region delineation in the atlas annotation volume. Finally, region-wise statis-

tical analysis is conducted to reveal the effect of the treatment.

Figure 2.6: Different steps of cell detection algorithm. Left image in the upper panel

shows raw signal of c-Fos specific channel. Right image in the upper panel visualizes

potential c-Fos+ cell candidates (red crosses) overlaid on a background corrected c-Fos

channel. Left image in the lower panel depicts watershed segmentations of true c-Fos+

cells and right image in the lower panel shows the final detected c-Fos+ cells (red crosses)

on a background corrected c-Fos channel.

Another strategy allows to reveal the local, voxel-level effects of a treatment com-
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pared to the control conditions. It involves mapping of individual cell segmentation

volumes to the LSFM atlas via pre-processed autofluorescence volumes. To visual-

ized increases and/or decreases in activation in response to treatment, group average

heatmaps can be generated. This can be done by creating spheres of uniform value

centered on detected c-Fos+ cells, while summing the values of overlapping spheres

in individual heatmaps and averaging heatmaps of the animals in the same study

group. By subtracting group average heatmaps from one another, up- and downreg-

ulation of c-Fos expression can be determined at voxel-level. Furthermore, heatmaps

can also be utilized for conducting voxel-wise statistical analysis. In that case, atlas

registered cell segmentation volumes will be smoothed by a Gaussian kernel, where

an optimal kernel size can be found using a bootstrap approach [Van+18], yielding

a density estimate of the activated cells.

2.5.3 Statistical analysis

During this PhD project, different statistical analysis methods were applied for com-

paring registration of LSFM-imaged samples with existing and developed atlases,

but also for revealing the effect of pharmacological treatment on neuronal activity

patterns. The current section introduces the fundamentals of hypothesis testing

with Normally as well as not Normally distributed data, and multiple comparison

corrections.

In statistical analysis, hypothesis testing is used to determine the likelihood of

difference between populations based on a certain parameter [JT05]. It involves

postulation of two statements, a so called null hypothesis and an alternate hypoth-

esis. Null hypothesis (H0) states that the population parameters are equal, whereas

the alternate hypothesis (Ha) states that the population parameters are different.

In this PhD project, the parameter which was used to compare populations was the

group mean value of the measured metric and the alternate hypothesis was two-

sided (i.e., mean of one population can be lower or higher than the mean of the

other population). Next, an appropriate test statistic and significance level α are

chosen to decide if the null hypothesis should be rejected or retained. Significance

level describes probability of rejecting the null hypothesis in case it is true (type

I error). It is common to choose α = 0.05 allowing 5% possibility that difference

between population parameters is found even though the opposite is true. The de-

cision whether to reject or retain H0 is made based on the value computed by test

statistic. The value of test statistic is connected to a probability (p-value) of receiv-

ing a population mean different to another population mean, if H0 is true. If the

27



2.5. Image processing

probability is lower than the significance level, the null hypothesis can be rejected

due to evidence for Ha. It is important to keep in mind that there is a certain

probability to accept H0 in case it is false (type II error). Type II errors can be

reduced by expanding the sample size or increasing the significance level.

When multiple statistical tests are conducted simultaneously, it becomes more likely

to incorrectly reject H0. Consequently, it becomes necessary to reduce the error rate

for obtaining more trustworthy results. Common methods for reducing type I error

is to control either the family-wise error rate (FWER) or the false discovery rate

(FDR). The Bonferroni method, which controls the FWER and does not allow any

type I errors at all, creates a more stringent significance value by dividing α by the

number of conducted statistical tests [Dun61]. In contrast to FWER, FDR does

allow type I errors, but reduces their proportion relative to true positives. FDR can

be controlled via the Benjamini-Hochberg method, which implements an adjusted

p-value, called a q-value, for every test [BH95]. q-values are calculated by multi-

plying the rank of the p-value (when ordered in increasing order) with a percentage

of allowed type I errors within H0-rejected results and dividing by total number of

tests. All conducted tests with smaller p-value than q-value are considered signifi-

cant.

To compare the means of two populations, the Student’s t-test can be used, while

for three or more populations, analysis of variance (ANOVA) can be applied. Both

approaches assume that the data follows a continuous or ordinal scale, is Normally

distributed, and exhibits equal variance. However, count data, such as number of c-

Fos expressing cells, is typically left-skewed and includes positive integer datapoints.

For count data it is more appropriate to assume it follows a negative binomial dis-

tribution. This can be carried out using generalized linear models [MT10]. In order

to model count data according to a negative binomial and compare number of acti-

vated cells per brain region between the control and drug-treated groups, generalized

linear models (GLMs) were used. GLM is a generalized form of linear regression.

It has three elements: a linear predictor, a probability distribution and a link. The

linear predictor is a linear combination of a variable x and parameter b, the proba-

bility distribution describes randomness in the observable variable y and the link is

a function connecting predictor with the probability distribution. Appropriate link

function for the negative binomial distribution is the logit function and the model

is called logistic regression. Both Student’s t-tests and ANOVA hypothesis testing

can be performed in GLM models via likelihood ratio tests, which determines how

much variance in the overall dataset is described by e.g. a drug treatment effect.
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However, the likelihood ratio test does not reveal the treatment groups which are

the drivers of a potential significant treatment effect.

To identify the groups giving rise to the overall treatment effect, a post-hoc statis-

tical test, Dunnett’s test, needs to be performed [Dun55]. This involves calculation

of Dunnett’s critical value (based on the significance level, number of samples per

group, and in a GLM setting, the output from the likelihood ratio test), computation

of differences in means between the control and treatment groups and comparing

the Dunnett’s critical value to the group mean differences. In case group mean dif-

ference exceeds the Dunnett’s critical value, the drug effect of the treatment group

is declared significant.
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Generation of digital rodent brain

atlases for analyzing LSFM-imaged

brains

Digital brain atlases allow mapping of brain samples into a common reference space

for direct comparison and localization of measured signals. The AIBS CCFv3, a

histology-based mouse brain atlas, has been the preferred reference space for align-

ing LSFM-imaged mouse brain samples due to its volumetric brain template, de-

tailed brain region delineations and resources provided by AIBS [Wan+20b]. For

rat brains, no volumetric histology-based atlases are available to date. Alignment

of LSFM-based rat brain samples have been possible only through MRI-based at-

lases such as Waxholm Space (WHS) Sprague Dawley Rat Atlas [Pap+14; Ose+19;

Kjo+15]. However, brain templates generated from either STPT or MRI images dif-

fer from LSFM-imaged samples not only in terms of contrast, but also morphology

due to inhomogeneous deformations induced by tissue clearing media. Consequently,

accuracy of mapping LSFM-imaged samples to reference space are impacted, yield-

ing erroneous overlap of structural features of co-registered brains and region delin-

eations in brain volumes.

Different clearing methods cause the tissue to deform in a various ways - some

of them shrink (e.g. iDISCO) while others expand the tissue (e.g. CLARITY,

CUBIC) [TYL21]. In recent years, registration pipelines have been developed for

CLARITY-, CUBIC-, and UClear-processed LSFM-imaged mouse brains [Gou+19;

Mur+18; Uma+19]. They adopt different strategies for obtaining annotations from

the AIBS CCFv3 - Goubran and colleagues aligned CLARITY samples directly with

the AIBS CCFv3 template, whereas Murakami and colleagues developed CUBIC-

based template with annotations from the AIBS CCFv3, and Venkataraju with the
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3.1. LSFM-based mouse brain atlas (Publication A)

group created a brain template of UClear-cleared brains directly in the AIBS CCFv3

space. In order to facilitate analysis of iDISCO-processed rodent brain samples, this

PhD project aimed to develop a framework for fast and precise co-registration and

delineation of iDISCO-processed, LSFM-imaged rodent brain samples using existing

volumetric brain atlases.

3.1 LSFM-based mouse brain atlas (Publication

A)

The idea to create a mouse brain atlas based on a LSFM brain template emerged

from the observation that direct registration of whole mouse brain volumes with

the AIBS CCFv3 template worked well for some low-level brain regions (e.g., cere-

brum and cerebellum), but resulted in inaccurate structural overlap for others (e.g.,

hindbrain and interbrain). This indicated variable effect of iDISCO treatment on

brain regions and the necessity to facilitate mapping of low-level brain regions in-

dividually. The region-wise mapping strategy allowed to apply different degrees of

anisotropic scaling to individual areas via affine transformation for correcting the

regional shrinkage. Furthermore, a separate set of B-spline registration parameters

for every area enabled to optimize the extent of non-linear deformation to fine-

tune the structural overlap on a local level. By following the strategy for registering

LSFM-imaged brains to the AIBS CCFv3 it became clear that the method, although

accurate, is relatively laborious to use on newly acquired datasets. It required man-

ual annotation of low-level regions in all newly imaged iDISCO-processed brains.

A solution to the problem was found in a LSFM-based mouse brain atlas, which

includes a brain template exhibiting an average morphology of iDISCO-processed

brains and region delineations transferred from the AIBS CCFv3 via accurate region-

wise mapping.

The paper “An Optimized Mouse Brain Atlas for Automated Mapping and Quan-

tification of Neuronal Activity Using iDISCO+ and Light Sheet Fluorescence Mi-

croscopy” published in 2021 in Neuroinformatics journal (Publication A) describes

the creation of a LSFM-based mouse brain atlas, demonstrates improved mapping

capabilities, and exemplifies its use for whole-brain LSFM c-Fos studies. The LSFM

atlas (Figure 3.1) is based on 139 C57Bl/6J iDISCO-processed mouse brain vol-

umes of tissue autofluorescence and region delineations from the AIBS CCFv3. The

atlas is symmetric and has an isotropic voxel size of (20 µm)3. The brain tem-

plate was created by applying dedicated pre-processing algorithms for normalizing
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3.1. LSFM-based mouse brain atlas (Publication A)

signal intensities in autofluorescence volumes followed by iterative registration and

averaging scheme for generating the template of average morphology. Region delin-

eations were transferred from the AIBS CCFv3 by registering low-level brain areas

of the LSFM and AIBS CCFv3 atlas templates separately, applying obtained trans-

formation matrices to high-level region annotations and merging annotations in the

LSFM template space. The final annotation volume included 666 brain regions. The

LSFM-based atlas achieved more accurate whole-brain mapping of newly acquired

iDISCO-processed, LSFM-imaged brain samples than the AIBS CCFv3. The im-

provement in mapping was evaluated by comparing registration of LSFM-imaged

samples with the LSFM and AIBS CCFv3 atlases via intensity variance, landmark

distance and mapping of c-Fos expressing cells. Finally, applicational value of the

atlas was exemplified in a pharmacological study where response of lean and diet-

induced obese mice to body weight-lowering drug semaglutide was compared in

terms of neuronal activity.

Figure 3.1: LSFM-based mouse brain atlas. Region delineations are shown as an overlay

on tissue autofluorescence for a coronal (upper panel) and horizontal (lower panel) section.

Left column shows positions of depicted sections in the 3D template volume.
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3.2 LSFM-based rat brain atlas

Preclinical research involves also experimental studies in rats. They are often pre-

ferred to mice for conducting behavioural studies, stereotaxic surgeries or pharma-

cological experiments. This is related to their richer behavioural repertoire, higher

degree of similarity to humans, and a larger brain compared to mice. For pursu-

ing such experiments in combination with LSFM imaging, the work for creating a

LSFM-based rat brain atlas began during the course of this PhD project.

In contrast to mice, relatively few research groups have demonstrated successful im-

munohistochemical labelling and clearing of intact rat brain hemispheres [Ste+16;

Bra+19]. For creating a LSFM-based rat atlas, an iDISCO protocol with prolonged

dehydration and clearing steps was used to clear 12-week old Sprague Dawley rat

brains. To ensure proper clearing, penetration of labelling agents (few animals were

treated with liraglutide to induce c-Fos expression for protocol validation, data not

shown), and imaging feasibility, rat brains were halved before sample processing.

The cut was made few millimetres from the midline and the bigger hemisphere was

used for experiments. One brain was kept intact with the aim to use it as a ref-

erence brain, since shrinkage-mediated deformations were expected to occur near

the surface where the brain was cut. After processing of brain samples according

to the adapted iDISCO protocol, specimen underwent LSFM scanning in sagittal

orientation and tile modus. Tissue autofluorescence was collected in red channel

(excitation at 560 ± 20 nm, emission at 650 ± 25 nm).

Figure 3.2: LSFM-based rat brain template. Maximum projection of the whole brain

template is depicted on the left side in top view. 2D cross-sectional planes of the template

are shown in horizontal (middle), sagittal (upper right) and coronal (lower right) views.
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The LSFM-based rat brain template was created according to the same concept as

the mouse brain template. However, an additional registration step was introduced

between pre-processing and iterative averaging algorithms for removing leftover tis-

sue from the removed hemisphere and aligning structures near the brain midline.

The step involved two affine registrations of rat brain hemispheres with the reference

brain (one hemisphere was discarded before registrations) and trimming of excess

tissue in alternating order. The final rat brain template (Figure 3.2) was generated

from 7 high-quality rat brain hemispheres with an isotropic voxel size of (20 µm)3

and made symmetric by mirroring the existing hemisphere. Region delineations

were transferred to the LSFM-based rat brain template from the WHS rat atlas via

whole-brain multi-resolution affine and B-spline registration of the WHS template

to the LSFM-template. Due to relatively coarse region delineations provided by the

WHS Atlas, five additional brain regions were drawn manually by experts at Gubra

and combined with the transferred WHS annotation volume (Figure 3.3). The final

annotation volume included 169 brain regions.

Figure 3.3: LSFM-based rat brain atlas annotations. Manually drawn atlas regions

are depicted on the left side in rendered format. Full set of existing regions delineations

(WHS and manually drawn region delineations) of the LSFM-based rat atlas is shown

in the right image on a 2D cross-sectional plane in horizontal view. Region delineations

are visualized in different colors and overlayed on grayscale tissue autofluorescence image.

NTS: nucleus of the solitary tract, AP: area postrema, CEA: central amygdalar nucleus,

PB: parabrachial nucleus, ARH: arcuate hypothalamic nucleus.
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3.3 Discussion and future directions

The mouse and rat brain atlases presented in the previous sections are the first

reported LSFM-based rodent atlases for fast and accurate mapping of iDISCO-

processed brain samples. Brain templates of both atlases were generated from care-

fully chosen datasets containing intact samples with no cracks or missing areas and

minimum amount of imaging artifacts (e.g. shadows, reflections, bias field). Gen-

eration of the brain templates was made possible through high-throughput sample

processing and imaging workflow at Gubra providing large amount data with consis-

tent quality. Both brain templates reflect the average morphology of the respective

species and are not biased towards one individual brain, as iterative registration

and averaging algorithm utilizes average brain volumes as reference images during

alignment procedures (the first reference image is only used to establish common

orientation of the brain volumes).

Limiting factors of the established atlases are related to the imaging system, char-

acteristics of the animals, sample processing, and existing atlas resources. The size

of cleared rodent brains exceeded the working distance of the Ultramicroscope II

in all dimensions. This implied that whole brain volumes could not be captured

at once and dedicated imaging strategies needed to be introduced to create whole

brain templates for rodent brains. Two different strategies were used to create the

mouse and rat brain templates. For the mouse brain template, the samples were

imaged twice in horizontal view by flipping brains in dorsal-ventral axis. Subse-

quently, dorsal and ventral volumes were averaged, merged to a whole brain volume

and the final template was created by mirroring one of the hemispheres. For the

rat brain template, the samples were halved at the midline and one hemisphere of

every brain was imaged in sagittal view. Post averaging, the whole brain volume

was reconstructed by mirroring the existing hemisphere. Both strategies may in-

troduce image artifacts - strategy used for the mouse brain template results in less

distinct structural features in the area of volume overlap, whereas strategy used for

the rat brain template may cause slight distortions of structural features near the

midline of the brain. These artifacts can be overcome by microscope systems which

have a working distance over 1 cm and enable imaging of whole rodent brains at once.

It is also important to note that the LSFM-based mouse and rat atlases are suitable

for mapping lean, young adult animals of the same species. However, age, strain,

disease (e.g., a neurodegenrative disease), and changes in the tissue processing pro-

tocol may affect structural features of the brain as well as intensity distribution of
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LSFM-imaged brain volumes. At Gubra, we have observed changes in tissue mor-

phology and intensity in case of old and obese animals, but also when using different

fixatives or clearing protocols. Therefore, it is advisable to monitor registration ac-

curacy when experiment involves animals with different characteristics than the ones

used to create the brain templates. Poor registration accuracy indicates the need for

a separate brain template and a dedicated registration pipeline for obtaining region

delineations from established brain atlases.

In September 2021, another LSFM-based mouse brain atlas, named Princeton Mouse

Brain Atlas (PMA), was published by Pisano and colleagues [Pis+21]. The atlas

template is based on 110 iDISCO-processed, LSFM-imaged mouse brains and has

a voxel size of (20 µm)3. The atlas generation process resembles the pipeline used

to develop the mouse brain atlas presented here. However, there are two essen-

tial differences between the two atlases. First, Pisano and colleagues registered 109

brains to one reference brain using single iteration and computed voxel-wise median

of aligned brain samples. Secondly, region delineations from the AIBS CCFv3 were

mapped directly into the PMA template space via whole-brain affine and B-spline

registrations. These techniques fail to account for variability in mouse brain mor-

phology and do not ensure accurate delineation in hindbrain and interbrain areas.

In contrast to mouse brain atlas presented in this thesis, the PMA includes region

delineations for cerebellar regions missing in the AIBS CCFv3 annotation volume.

The current LSFM-based brain atlases include region delineations from the AIBS

CCFv3 and WHS Atlas. Recently, improved region delineations have been published

for mouse and rat brains. Chon and collagues have combined annotations from the

AIBS CCFv3 and FP MBSC while the WHS Atlas have been extended to 222 brain

regions in 2021 [Hum21; Cho+19]. In order to update region delineations of the de-

veloped LSFM-atlases, annotation volumes provided by Chon et al., the PMA, and

the WHS Atlas version 4 could be transferred to the LSFM-based brain templates in

the future. For achieving a more accurate overlap of region delineations with mor-

phology of the LSFM-based rat brain template, region-wise registration approach as

used for the generation of the LSFM-based mouse brain atlas or a Large Deforma-

tion Diffeomorphic Metric Mapping approach [Bra+19] should be implemented to

transfer region delineations to the LSFM-based rat brain template. Finally, anno-

tation volumes of both LSFM-based rodent brain atlases would greatly benefit from

smoothing of regional boundaries in 3D for correcting incorrectly assigned labels at

the borders of the annotation volumes [You+21].
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Bridging in vivo and ex vivo neu-

roimaging modalities

No neuroimaging modality alone is capable of providing all information measured

by individual techniques. The gap is especially big between longitudinal in vivo and

high-resolution ex vivo imaging techniques. Brain atlases are not only an excellent

strategy for integrating datasets, but also for facilitating inter-modality sharing of

information accessible to unique modalities (e.g., such as skull landmarks for CT or

individual tract-tracing in 3D histology) and regional divisions based on different

contrast mechanisms or conventions. Furthermore, atlases are expandable platforms

allowing introduction of new brain templates and can provide access to existing

modality-specific databases including but not limited to the AIBS’ connectivity at-

las and gene expression database [Kua+15; Lei+07; Oh+14]; Blue Brain’s cellular,

molecular and connectivity atlas [Erö+18; Shi+21; Rei+19]; ViBrism’s gene expres-

sion database [Mor+19] and The Mouse Connectome Project [Zin+14]. Motivated

by the same perspective on integrated atlases, combination of ex vivo 2D histology

and in situ 3D MRI has previously been performed by Johnson, MacKenzie-Graham,

Patel and their colleagues [Joh+10; Mac+04; Pat18] while bridging of different 3D

imaging modalities has been demonstrated by Goubran, Stolp, Murakami, Salinas

and colleagues [Gou+19; Sto+18; Mur+18; Sal+18].

4.1 Multimodal mouse brain atlas framework

(Manuscript B)

To date, no standard stereotaxic atlas and pipeline exist for integrating 3D histol-

ogy and MRI datasets. Although few stereotaxic atlases are available for mouse

brains [Agg+09; Don08; FP97], they are either based on 2D histological sections

and/or manually identified skull landmarks, making their accuracy suboptimal. To
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address this gap in neuroscience research, the PhD project aimed to create a digital

mouse brain atlas framework for bridging in situ MRI, ex vivo LSFM and the AIBS

CCFv3. The results of this work were summarized in the manuscript “Multimodal

3D mouse brain atlas framework with skull-derived coordinate system” (Manuscript

B, in preparation). The atlas framework connects three modality-specific template

spaces and provides users with a stereotaxic coordinate system as well as region

delineations from the AIBS CCFv3 in every template space (Figure 4.1). All atlas

volumes exhibit a consistent and isotropic voxel size of (25 µm)3. Brain template

and diffusion parameter maps available in MRI space are averaged from 12 struc-

tural and diffusion MRI datasets and include the following contrasts: T2-weighting,

fractional anistropy, axial diffusivity, radial diffusivity, and apparent diffusion coef-

ficient. Two further spaces are defined by the STPT-based and LSFM-based brain

templates from the AIBS CCFv3 and LSFM mouse brain atlases, respectively. The

brain templates are provided in their modality-specific spaces together with the de-

formation fields, which can be used for transferring datasets between the spaces.

The strategy of modality-specific spaces was adopted due to strong morphologi-

cal differences between the templates (especially MRI and LSFM). Brain templates

should be applicable for fast and accurate whole-brain registration of newly acquired

datasets. If all brain templates would have been brought into one common reference

space, region-wise registration would be necessary for every newly acquired dataset.

The stereotaxic coordinate system provided with the framework was generated from

CT-imaged skulls of the mouse brains included in the MRI-based brain template.

For this, CT skull volumes were aligned with their respective MRI brain volumes,

bregma and lambda landmarks were extracted from skull sutures in a semi-automatic

manner and transferred to the MRI template space. In the MRI template space,

landmark coordinates of individual animals were averaged. Average positions for

bregma and lambda were used to orient the MRI template to the flat-skull position

conventionally used in stereotaxic surgeries. In this orientation, a coordinate system

was generated with the origin at average bregma and grid spacing equal to 25 µm.

The stereotaxic coordinate system was transferred from the MRI template space to

other two template spaces by affine and B-spline transformations followed by re-

construction in 3D. The final orientation of the STPT- and LSFM-based templates

was realized by rotating the templates until similar y-coordinates (y-dimension cor-

responds to anterior-posterior axis) were found at the same coronal section.
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Figure 4.1: Multimodal mouse brain atlas. The top panel visualizes the three main brain

templates of the atlas. The second and third panel describe the transfer of the stereotaxic

coordinate system and region delineations from the AIBS CCFv3 to other template spaces.

The MRI and LSFM templates were generated during this PhD project while the STPT

template was adopted from the AIBS CCFv3.

The atlas framework was validated for mapping accuracy and coordinate consistency.

For validating mapping between the three template spaces, a random LSFM brain

volume was registered to the LSFM template and transferred to the AIBS CCFv3

and MRI template spaces via deformation fields. A similar process was repeated

for a random MRI brain volume in opposing direction. Registration accuracy was

validated visually using the checkerboard approach. Coordinate consistency was

also investigated visually by comparing if the same x-, y- and z-coordinates pin-

point identical anatomical structures in all template spaces. According to visual

inspection, cross-modal registrations result in satisfying structural overlap and the

stereotaxic coordinates mark identical anatomical structures in all template spaces.

4.2 In vivo validation of the stereotaxic coordi-

nate system

For validating, if coordinates of the multimodal atlas framework allow precise tar-

geting of brain structures in stereotaxic surgeries, a mock intracranial injection ex-

periment was performed. The injection accuracy was evaluated using LSFM. The

experiment was designed such that the coordinate accuracy of the multimodal at-

las could be compared to the coordinate accuracy of the FP MBSC atlas, which is

conventionally used to determine coordinates for stereotaxic surgeries. The study
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4.2. In vivo validation of the stereotaxic coordinate system

involved one young adult (7-weeks old) C57Bl/6J mouse who was intracranially in-

jected to substantia nigra (SN) of both hemispheres at the same flat-skull position.

Injection of the left hemisphere targeted the SN coordinate of the multimodal at-

las and injection of the right hemisphere the SN coordinate of the FP MBSC atlas

(coordinates are listed in Table 4.1 and visualized in the upper panel of Figure 4.2).

Coordinates determined for the SN in both atlas spaces pinpoint the same anatom-

ical site as closely as possible. To be able to see the needle path, 1 µl of fluorescent

microbeads (0.02 µm FluoSpheres™, Thermo Fisher Scientific, Massachusetts, United

States) was injected into the SN of both hemispheres. Subsequently, the brain was

intracardially perfused with NBF, dissected from the skull, and cleared according to

the iDISCO protocol. LSFM scans of the cleared brain were acquired in tissue aut-

ofluorescence (excitation at 500 ± 20 nm, emission at 545 ± 40 nm) and microbead

(excitation at 630 ± 30 nm, emission at 680 ± 30 nm) specific channels.

Atlas x-coordinate [mm] y-coordinate [mm] z-coordinate [mm]

multimodal atlas 2.0 -2.5 4.5

FP MBSC atlas 1.9 -2.8 4.1

Table 4.1: Coordinates of a target site in substantia nigra for performing intracranial

stereotaxic injections. Left hemisphere was injected to the coordinate defined by the

multimodal atlas and right hemisphere to the coordinate defined by the FP MBSC atlas.

x-coordinate determines the position at the lateral-medial axis, y-coordinate the position

at the anterior-posterior axis, and the z-coordinate the position at the dorsal-ventral axis.

Brain volumes obtained by LSFM were registered to the LSFM template space

of the multimodal atlas. Investigation of the microbead specific channel allowed to

determine needle paths in both hemispheres and the final injection sites (lower panel

of Figure 4.2). Needle paths revealed that the injection targeting the multimodal

atlas coordinate, hit the SN at the correct site, whereas injection targeting the

FP MBSC atlas coordinate hit a nucleus dorsal to the SN. Additionally, injection

targeting the FP MBSC atlas coordinate was located posterior to the injection

targeting the multimodal atlas coordinate. The difference between the injection

sites was compared quantitatively by recording the coordinates of the sites hit by

the needle tip (Table 4.2) in the multimodal atlas space. Coordinates hit by the

needle tip show that the final SN injection site differed 0.1 mm in the anterior-

posterior axis from the target site defined by the multimodal atlas. Comparison

of the coordinates hit by the needle tip show that the biggest difference in final

injection sites was in the dorsal-ventral axis and reached 1.1 mm. A coordinate
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4.2. In vivo validation of the stereotaxic coordinate system

Figure 4.2: Stereotaxic injections into substantia nigra of both hemispheres for compar-

ing coordinate accuracy of the multimodal and FP MBSC atlases. The two upper panels

visualize anatomical sites (red dot) which were targeted during stereotaxic injections. The

left column shows the target coordinate provided by the multimodal atlas and the right col-

umn the target coordinate provided by the FP MBSC atlas (http://labs.gaidi.ca/mouse-

brain-atlas) for the same anatomical site in contra-lateral hemispheres. The two lower

panels visualize the needle paths resulting from the injections (red) and final coordinates

hit by the needle tip (crosshair). The left column provides injection result for the target

coordinate from the multimodal atlas and the right column from the FP MBSC atlas in

the LSFM template space (grayscale).
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difference of 0.3 mm was recorded for the anterior-posterior axis and no coordinate

difference was found for the lateral-medial axis.

Injected hemisphere x-coordinate [mm] y-coordinate [mm] z-coordinate [mm]

Left hemisphere 2.0 -2.6 4.5

Right hemisphere 2.0 -2.9 3.4

Table 4.2: Coordinates hit by the needle tip during stereotaxic injections according

to the multimodal atlas. Left hemisphere was injected to the coordinate defined by the

multimodal atlas and right hemisphere to the coordinate defined by the FP MBSC atlas.

x-coordinate determines the position at the lateral-medial axis, y-coordinate the position

at the anterior-posterior axis, and the z-coordinate the position at the dorsal-ventral axis

These results may indicate that the multimodal atlas allows more precise targeting

of brain structures compared to the FP MBSC atlas. However, the current mock

study involved only one animal. As manual errors have a strong impact on the

final injection sites, similar study should be performed with multiple animals and

for several injection sites to gain statistical power for making a final conclusion on

coordinate accuracy.

4.3 Discussion and future directions

The established multimodal atlas framework utilizes multiple annotated template

spaces for mapping and integrating MRI and 3D histology datasets. The frame-

work allows to overlay experimental data from in vivo and ex vivo measurements,

or access data in open-access databases collected with MRI, STPT or LSFM imag-

ing systems. Furthermore, integration of datasets in one preferred template space,

enables to analyse information from one modality in relation to information pro-

vided by another modality. A standardized platform for combination of different

neuroimaging techniques is an essential step for facilitating deeper understanding of

information provided by modalities, biomarker validation, and synthesis of spatial

and temporal data. Furthermore, it supports translation of knowledge gathered via

preclinical studies to clinical settings as MRI is one of the standard techniques used

to image human brain in disease and therapy. In addition to cross-modal data inte-

gration, a stereotaxic coordinate system reflecting precise in vivo locations of brain

structures is of high value for neuroscience community. An anatomically accurate

stereotaxic coordinate system available for templates of multiple modalities enables

not only consistent reporting of results from neuroimaging studies, but also stereo-
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taxic targeting of brain structures identified in 3D imaging experiments.

Limitations of the current framework are related to its fixed voxel size, animals

used to create the templates, and available MRI templates. All brain templates

provided with the atlas have a voxel size of (25 µm)3. This voxel size was chosen

due to two reasons. Firstly, a fundamental concept of the multimodal atlas was to

connect templates of other imaging modalities with the original, unmodified version

of the AIBS CCFv3. The AIBS CCFv3 is available in two versions, with isotropic

voxel sizes of (10 µm)3 and (25 µm)3. As the coordinate system is defined based

on the voxel size, all templates of the framework need to be sampled to equal voxel

size to allow transfer of a coordinate system generated in one template space to

other template spaces. Therefore, either (10 µm)3 and (25 µm)3 were possible voxel

sizes for the multimodal atlas framework. Secondly, computer characteristics limit

the performance of processing algorithms in terms of available working memory and

speed. Images with voxel sizes in range (20-25 µm)3 have typically file sizes below

1 GB and can be processed relatively fast with mid-range computers, whereas pro-

cessing of images with (10 µm)3/voxel exceed 1 GB and consequent processing takes

significantly longer time. These reasons lead to the decision to use voxel size of (25

µm)3 for the brain templates part of multimodal atlas framework.

The stereotaxic coordinate system is a 4D matrix, which assigns x-, y-, and z-

coordinates (i.e., a coordinate vector) to every voxel in the template volume. x-

, y-, and z- coordinates reflect the distance from the origin, the average bregma

landmark, in all three dimensions. This means that a change in voxel size, changes

coordinates assigned to every voxel. Although re-sampling of the coordinate system

is possible in the MRI template space, re-sampling of the coordinate system in the

AIBS CCFv3 and LSFM template spaces is not straight-forward as they are warped

to match the anatomical features of the STPT- and LSFM-based brain templates

in a non-linear way. Therefore, if re-sampling of the multimodal atlas framework is

necessary to reflect a different voxel size than (25 µm)3, the coordinate system needs

to be generated in the re-sampled MRI template space and transferred to other re-

sampled templates of the multimodal atlas framework via dedicated registration and

reconstruction algorithms.

Brain templates of the multimodal atlas framework reflect an average anatomy of a

lean young adult (8-10 weeks old) C57BL/6J mice. However, the number of brain

volumes used to generate the templates, are highly variable - T2-weighted MRI

template is based on 12, the LSMF template on 139 and AIBS CCFv3 template on
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1675 mouse brains. At Gubra, we have previously observed that the quality of the

LSFM-based template brain improves significantly when increasing the number of

brain volumes included in the template from 10 to 100. The changes are especially

apparent for cerebellar areas, e.g., flocculus and paraflocculus. Also, image artifacts,

missing areas and edges affect the brain template based on 100 samples less than

the template based on 10 samples. However, the quality of the brain templates did

not improve visibly when number of brain samples included in the template was

increased from 100 to 200. Although brain volumes used to generate the MRI tem-

plate were acquired from brains in skull minimizing deformations occurring during

dissection and processing, morphological differences were observed in cerebellar ar-

eas of the MRI-imaged brains. Therefore, the quality of the MRI brain template

should be improved by increasing the number of brain samples in the averaged MRI

image volumes.

The developed multimodal atlas framework provides users with brain templates gen-

erated from image volumes of NBF-fixated brains. It has been previously shown,

that certain relaxation values and diffusion parameters are changed in MRI datasets

acquired from fixated brains compared to MRI datasets acquired from fresh brains

[Dyr+18; Sun+05; Hag+19]. Sun et al., and Haga et al., found that majority of dif-

fusion parameters showed differences between in vivo and ex vivo measurements of

the same brain samples. No differences were found for T2-weighting and fractional

anisotropy values in in vivo and ex vivo brain volumes. The changes were attributed

to fixative induced dehydration and temperature reduction. These results indicate

that the multimodal atlas framework could be complemented with additional aver-

age diffusion parameter maps based on in vivo diffusion MRI measurements.

In 2009, Aggarwal and colleagues published a MRI mouse brain atlas with stereo-

taxic coordinates for six developmental stages [Agg+09]. Although they used bregma

and lambda coordinates obtained from CT-imaged skulls to generate a stereotaxic

coordinate system, their image proccessing procedure differed from the pipeline used

in this PhD project. Aggarwal et al., aligned CT-skulls of individual brains such

that their manually defined bregma landmarks overlapped in space, registered in

vivo T2-weighted MRI image volumes with their respective skulls, and averaged the

aligned MRI image volumes. In parallel, a T2-weighted brain template accounting

for anatomical variability was produced from the same in vivo T2-weighted MRI im-

age volumes using the iterative registration and averaging algorithm. Subsequently,

the T2-weighted brain template and diffusion parameter maps from a high-resolution

ex vivo dataset were registered to the average T2-weighted image volume created in
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skull space. In contrast to Aggarwal and colleagues, in this PhD project bregma and

lambda points were not pinpointed manually but extracted by an semi-automatic

algorithm, aligned to the T2-weighted template space and averaged in the template

space. Furthermore, the diffusion parameter maps provided with the multimodal

atlas in T2-weighted MRI template space, reflect average diffusion characteristics of

multiple animals in contrast to Aggarwal’s atlas providing diffusion data for only

one animal.

The multimodal brain atlas is an expandable digital resource, which can be con-

nected to other brain templates based on other imaging modalities or tissue clearing

protocols. For example, brain templates based on two widely used clearing tech-

niques, CLARITY [Chu+13] and CUBIC [Sus+14], could be added to the framework

in the future. Furthermore, users of the multimodal atlas would greatly benefit from

a tractographic map which would allow investigations of structural connectivity in

a mouse brain. The diffusion MRI dataset, acquired during this PhD project, could

be utilized for reconstructing and aligning an average map of white matter tracts to

the MRI template space. Future work could potentially also involve a platform for

accessing the stereotaxic coordinate system. Currently, the coordinates are provided

with the atlas in 4D matrix format which can be accessed either computationally

or loaded as an additional channel in an image viewer e.g., ITK-SNAP [Yus+06].

This format is useful for image analysis but not comfortable for planning stereotaxic

surgeries. Therefore, a simple application with a user interface, which allows visual-

ization of the atlas templates and extraction of the stereotaxic coordinates for every

voxel, could be developed in the future.
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Evaluation of brain activity in re-

sponse to drug therapy

Investigations of neuronal activity offer insight into brain areas affected by a disease

or a pharmacological treatment. Traditional 2D histology has been used for decades

in preclinical research to map neuronal pathways by labelling and counting c-Fos

expressing cells in brain sections [Per+16]. Although 2D histology can be used to

identify single c-Fos expressing cells at high magnifications, manual sectioning and

cell counting limits the number of regions in which signal can be evaluated. LSFM,

however, allows imaging of all c-Fos expressing cells in whole brains offering an

opportunity to analyze neuronal activity in an unbiased manner and perform high-

throughput screening experiments [Ren+16]. In LSFM datasets, manual counting

of c-Fos cells becomes unfeasible and thus, requires automated algorithms for ex-

tracting information.

In neuronal activity studies, animals are divided into control and treatment groups

for comparing the effect of a stimulus to the baseline activity. Post in vivo phase

and LSFM imaging, automatic analysis of whole-brain samples is performed in three

stages: cell detection, atlas registration and statistical analysis. There are several

computational techniques to detect cells in 3D volumes [Sal+18; Ren+16; Tys+21;

Kru+21; Für+18]. In this PhD project, improved version of the ClearMap pipeline

[Ren+16] was used. Cell segmentation volumes are aligned with a mouse brain

atlas for evaluating signals from individual brains in a common reference space,

and dividing brain volumes into subvolumes according to region delineations. Here,

the LSFM-based mouse brain atlas (Publication A) was used to register cell seg-

mentation volumes without the need for manual intervention to achieve accurate

alignment. The last step involving statistical analysis is commonly performed in a

region-wise manner. Region-wise statistical analysis involves counting of detected
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5.1. Voxel-wise statistics for LSFM whole-brain samples (Publication C)

c-Fos expressing cells in every atlas-defined region and comparing the number of

activated cells per region between the treatment and control group. In addition to

region-wise statistical testing, this PhD project introduced a voxel-wise statistical

analysis approach, which is widely used in MRI and PET image analysis [Kly+18;

Whi09], for LSFM-imaged whole brain samples to reveal local treatment effects

within atlas-defined regions.

5.1 Voxel-wise statistics for LSFM whole-brain

samples (Publication C)

Region-wise statistical analysis of detected c-Fos expressing cells gives a global

overview of brain sites where brain activity differences between the control and

treatment group animals. However, c-Fos expressing cells are typically forming con-

fined clusters, so called activity hotspots. Region-wise analysis is not able to resolve

the distribution of activated cells inside the atlas-defined brain regions. Thus, it may

miss simultaneous activation of distinct neuronal populations within the same brain

region, or activation hotpots within larger brain areas due to extensive accumula-

tion of baseline activity. In contrast to region-wise statistical analysis, voxel-wise

statistics approach would allow to monitor distribution of c-Fos expressing cells

throughout the brain and resolve origin, shape, and spread of activated cell clusters.

Until now, voxel-wise analysis has not been part of the standard analysis pipeline

for evaluating distributions of activated neurons obtained with LSFM. The reason

for this is the sparsity of c-Fos expressing cells at microscopic resolution - c-Fos cells

do not overlap at voxel level due to biological variability between the animals. The

paper “Comparative study of voxel-based statistical analysis methods for fluores-

cently labelled and light sheet imaged whole-brain samples” published in 2021 in

peer reviewed Proceedings of IEEE 18th International Symposium on Biomedical

Imaging (Publication C) identifies the optimal pipeline for voxel-based statistical

analysis of 3D histological brain samples. The paper demonstrates implementation

of a pre-processing algorithm on LSFM whole-brain datasets of c-Fos expression for

enabling voxel-wise group comparisons, and the strength of a probabilistic threshold-

free cluster enhancement (pTFCE) technique by comparing six different methods of

voxel-wise statistical analysis.

The study was carried out on whole brain samples collected from vehicle and salmon

calcitonin (body weight regulating hormone) treated mice. The brain samples were
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stained for c-Fos expressing cells and imaged with LSFM. After detection of c-Fos+

cells and registration to the LSFM-based brain atlas, discrete cell segmentations

were filtered and converted into continuous signals. Continuous signals reflecting cell

densities at a voxel level were obtained by smoothing the volume with a Gaussian

kernel determined via bootstrap error minimization algorithm [Van+18]. There-

after, two-tailed Student’s t-test was performed in combination with different cor-

rection methods for multiple comparisons: Bonferroni method [Dun61], Benjamini-

Hochberg method [BH95], cluster size inference (CSI) [Bul+99], cluster mass in-

ference (CMI) [Bul+99], threshold-free cluster enhancement (TFCE) [SN09] and

probabilistic TFCE (pTFCE) [Spi+18]. The resulting voxel-wise p-value maps in-

dicated that the cluster- and TFCE-based methods are able to identify and resolve

the shape of drug-induced activity hotspots. It was also found that the CMI, CSI,

and TFCE require careful tuning of method-related parameters to detect all activa-

tion hotpots. Due to high robustness of the pTFCE to detect activation hotspots

without the need for parameter tuning and its ability to reveal signal differences

within the same activation hotspots, pTFCE was identified as an optimal approach

for voxel-wise analysis of LSFM-volumes labelled for specific cellular populations.

5.2 Effect of anti-obesity drugs on brain activity

(Publication D)

Obesity is a major health problem affecting hundreds of millions of people world wide

[Wor21] for which relatively few pharmaceutical treatments are available today. It

is widely accepted, that the brain is involved in food intake and energy expenditure

via complex interplay of hedonic and homeostatic mechanisms [Cle+17]. Extensive

efforts in developing effective anti-obesity therapeutics have resulted in pharmaceu-

ticals with various ways of action on central nervous system. Majority of them

function by decreasing the food intake [CRG18]. However, only very few existing

drug therapies promote significant weight loss while several compounds have been

found to cause severe side effects [DH12].

The paper “Whole-brain activation signatures of body weight-lowering drugs” pub-

lished in 2021 in Molecular Mechanism journal (Publication D) provides insight

into common and unique whole-brain activity patterns of different drug classes in a

comparative screening study involving six centrally acting anti-obesity drugs. The

study utilized a comprehensive image analysis pipeline composed of several process-

ing and atlas tools developed during this PhD project. The screening experiment
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involved 80 mice who were divided into 4 vehicle and 6 treatment groups. Animals

in treatment groups received an acute dose of one of the following compounds: lor-

caserin, rimonabant, bromocriptine, sibutramine, semaglutide and setmelanotide.

Mice were terminated 2 hours post dose, and dissected, iDISCO-processed brain

samples were LSFM-imaged to capture the c-Fos expression in whole mouse brains.

Followingly, the c-Fos expressing cells were segmented according to the improved

ClearMap cell detection pipeline and registered with the LSFM-based mouse brain

atlas. Comparison of the brain activity between the vehicle and drug treated groups

was performed via region- and voxel-wise statistical analysis techniques. Region-

wise statistical approach involved fitting of cell count data by GLMs, performing a

Dunnet’s test for each GLM, and correcting the results for multiple comparisons via

Benjamini-Hochberg technique. Voxel-wise statistical analysis utilized the pTFCE

method and the Bonferroni correction method at regional level to create voxel-wise

p-value maps. Also principal component analysis was carried out on count data

for visualizing similarity of brain activity patterns induced by different anti-obesity

drugs.

A web-based imaging data viewer (https://g3de.gubra.dk/) based on the LSFM-

atlas described in publication A, was set up for making 3D whole-brain activity

data available for browsing (Figure 5.1). The results indicated that majority of

anti-obesity drugs induce strong activation hotspots across the brain and exhibit

distinct activity patterns depending on the drug. Region-wise statistical analysis

revealed that four out of six drugs induced significant brain activity in approx.

100 atlas-defined brain areas while two showed significant activity in 55 or less re-

gions. Largest overlap in significant activity patterns were found in subregions of

the hindbrain, amygdala, hypothalamus, thalamus, and cerebral cortex. Voxel-wise

statistical analysis revealed drug-dependent differences of activation patterns in the

parabrachial nucleus (PB). Several distinct activated cell populations were found

in the PB for setmelanotide, semaglutide and bromocriptine, whereas rimonabant

activated large areas of the nucleus homogeneously. Features of the activity patterns

shared between the anti-obesity drugs may pinpoint brain sites playing a key role

in appetite regulation and body weight control.
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Figure 5.1: Open-access brain viewer for browsing LSFM-based whole brain datasets.

The viewer allows exploration of 3D mouse brain datasets in coronal slice view and in-

vestigate signals in atlas regions of interest. It is possible to view group-average data

side-by-side or as an overlay. Furthermore, the viewer allows to retrieve region-wise cell

counts for all study groups and compare the results statistically.
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5.3 Discussion and future directions

This PhD project improved and extended the standard ClearMap pipeline for an-

alyzing nuclear markers in whole LSFM-imaged mouse brains. The pipeline was

modified by replacing the AIBS CCFv3 atlas with the LSFM-based mouse brain at-

las (Publication A), adding pre-processing steps to improve atlas registration as well

as cell detection, and including an optional voxel-wise statistical analysis approach

(Publication C). The pipeline is almost fully automated, requiring only adjustment

of few cell detection parameters. It allows relatively fast sample processing (ap-

prox. 2.5 hours per sample) and produces consistent results, unless abnormally high

autofluorescence levels complicate the analysis. The improved pipeline enabled to

screen the effects of different anti-obesity pharmaceuticals for investigating neuronal

network involved in appetite and body weight regulation in an unbiased manner.

The improved pipeline is also applicable for studying other nuclear markers in mouse

brains.

Combination of the region- and voxel-wise statistical analysis approaches offers an

opportunity to obtain an overview of the treatment effect at different levels. The

region-wise approach provides information on global signal distribution while the

voxel-wise approach describes the exact location and topology of the hotspot. The

region-wise approach is dependent on atlas-defined regions. Signals which extend

several regions or lay at region boundaries, cannot be quantified accurately by the

region-wise approach. Such signal hotspots could be detected by the voxel-wise

statistics. The voxel-wise approach is especially useful for locating and identifying

distinct cellular subpopulations. Additionally, voxel-wise p-value maps can be used

to compare the degree of similarity between signal distributions induced by different

treatments. However, the voxel-wise approach is limited by signal density and is

highly sensitive to signal variance. Due to these reasons, the voxel-wise approach

should not serve as a replacement but complement to the region-wise statistics ap-

proach.

In this work, c-Fos expressing cells were detected by monitoring and filtering lo-

cal intensity maxima of the measured signal. The pipeline identifies cell candidates

in ventricular areas and near the tissue surface as false positives, and discards them

from statistical analysis. However, the algorithm lacks control over false positive cell

candidates within the tissue, for example in blood vessels and capillaries. This prob-

lem could be addressed by utilizing deep neuronal networks (DNN) for segmenting

vascular compartments and removing cell candidates within vascular segmentations.
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Alternatively, DNNs could be applied directly for filtering or detecting fluorescently

labelled cells [Tys+21; Kru+21]. Especially promising is the approach taken by

Tyson and colleagues, where DNN is trained to identify false positive cells from the

set of cell candidates detected by classical image processing techniques. This ap-

proach minimizes the number of manual annotations and computational resources

required for training.

Another aspect of the pipeline, which could be improved in the future, is registration

of broken or incomplete tissue. The current pipeline relies on the Elastix software

[Kle+10; Sha+14] for registering samples with the brain atlas. Although, a combi-

nation of affine and B-spline registrations works well with Elastix for intact samples,

the algorithm fails to map partial or damaged samples to whole brain volumes. This

is related to the algorithm trying to match the outlines of fixed and moving image

volumes. Branch and colleagues have proposed a solution to tackle this problem

[Bra+19]. Their algorithm relies on expectation maximization algorithm for ac-

commodating information on missing data and Large Deformation Diffeomorphic

Metric Mapping approach for performing registrations. This approach could be im-

plemented in the presented pipeline to minimize the number of discarded samples

and provide an option for partial sample analysis without manual optimization of

the atlas.

The setup of the LSFM screening study enabled identification of brain regions po-

tentially involved in appetite and body weight control. The results, however, reflect

only one time point in a time course of a pharmacological effect. The time course

of brain activity depends on pharmacokinetic and pharmacodynamic properties of

the drug but also on down-stream signaling [Jen12]. This implies that the brain

activation patterns are dynamic and unique for every drug. For investigating the

time course of brain activation triggered by a drug, a combined in vivo functional

MRI and ex vivo LSFM study could be designed. Combination of in vivo and ex

vivo 3D imaging techniques, would allow to monitor brain activation signatures over

time and utilize observed dynamics to determine time points at which whole-brain

c-Fos expression should be evaluated at high resolution. The established multimodal

mouse brain atlas would offer an opportunity to integrate, analyse and compare the

collected functional MRI and LSFM datasets.

Studies of brain activation via functional MRI or LSFM-imaging of c-Fos expres-

sion are useful for determining potential areas governing appetite and body weight

regulation, but lack the information on inter-regional relationships. In order to re-
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veal neuronal networks in which the brain regions operate, existence and strength

of structural connectivity between the regions should be investigated. This could

be done by accessing thousands of viral tract-tracing experiments in AIBS’ con-

nectivity atlas [Kua+15; Oh+14] or by reconstructing and accessing white matter

tractographic maps in the multimodal mouse brain atlas framework.
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Conclusion and outlook

This PhD project focused on the development of brain atlases and computational

pipelines for automated analysis of whole rodent brain datasets acquired with 3D

imaging modalities. The outcomes of the project include the multimodal mouse

brain atlas, the LSFM-based rat brain atlas, and the pipeline for voxel-wise sta-

tistical analysis of LSFM-imaged neuronal activity datasets. Applicational value

of the atlas resources was demonstrated by comparing LSFM-acquired whole-brain

activation profiles of six body-weight lowering drugs in order to reveal a brain-wide

network involved in appetite and body weight control.

The multimodal mouse brain atlas framework incorporates and bridges brain tem-

plates based on MRI, STPT, and LSFM in their modality-specific spaces. The MRI

and LSFM brain templates were created from 12 and 139 samples, respectively, while

the STPT brain template was imported from the AIBS CCFv3. The atlas provides

access to a skull-derived stereotaxic coordinate system and region delineations of

the AIBS CCFv3 in every template space. The atlas has an isotropic voxel size

of (25 µm)3 and includes 666 region delineations. Transfer of datasets between the

template spaces is realized by deformation fields. The multimodal mouse brain atlas

enables accurate co-registration, region delineation, and integration of MRI-, STPT-

and LSFM-imaged whole mouse brain samples for computational analysis. Further-

more, the atlas allows users to compare or perform combined analysis of in vivo/ex

vivo MRI and ex vivo LSFM measurements, for example to study the overlap of

activated brain regions measured by functional MRI and the distribution of a cer-

tain protein or a fluorescently labelled drug captured by LSFM. It is also possible

to import and overlay data from open-access databases (e.g., databases of AIBS

CCFv3 providing gene expression and viral tract-tracing datasets). The stereotaxic

coordinate system provided with the multimodal atlas could be used for precise re-

porting of observed signals or planning of stereotaxic surgeries.
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The established LSFM-based rat atlas was generated from seven halved rat brain

samples. Region delineation of the LSFM-based rat brain atlas were imported from

the WHS rat atlas and five additional regions were drawn in manually by experts

at Gubra. The atlas has an isotropic voxel size of (20 µm)3 and includes 169 region

delineations. The LSFM-based rat brain atlas allows co-registration and regional

delineation of LSFM-imaged rat brain samples for computational analysis.

An optimal approach for voxel-wise statistical evaluation of LSFM-imaged neuronal

activity datasets was determined by implementing and comparing six approaches for

statistical testing and multiple comparisons corrections. The final pipeline of the

voxel-wise statistical analysis includes the bootstrap error minimization algorithm

for determining parameters for pre-processing, the pre-processing routine to convert

cell segmentation volumes into cell density-like estimates, and the pTFCE approach

for statistical analysis. Probabilistic TFCE was found to be a robust method for

detecting significantly different signal clusters between study groups without com-

promising on spatial specificity. The voxel-wise statistical analysis pipeline comple-

ments the region-wise statistical analysis for characterizing measured LSFM-imaged

brain activity signals at a local level. This could be useful if the experiment aims

to identify certain neuronal subpopulations activated by the treatment.

The established mouse brain atlas resources and voxel-wise statistical analysis pipeline

were used in a screening study where whole-brain activation signatures of six anti-

obesity drugs were investigated using LSFM. The six compounds screened for ac-

tivity were lorcaserin, rimonabant, bromocriptine, sibutramine, semaglutide and

setmelanotide. The results from the region-wise statistical analysis indicate that

anti-obesity drugs exhibit highest similarities in activation patterns in the hindbrain,

amygdala, hypothalamus, thalamus and cerebral cortex. The voxel-wise statistics re-

vealed distinct activation patterns of anti-obesity drugs in the parabrachial nucleus.

These results contribute to the anti-obesity drug discovery efforts by pinpointing a

list of brain regions, which could be potential target areas for future body-weight

lowering compounds.

Rodent brain atlases and computational tools developed during this PhD project

aim to support the neuroscience community in investigating, understanding, and

developing effective therapies for CNS disorders. Therefore, atlas resources will be

made available via BrainGlobe Atlas API [Cla+20] for allowing researchers to per-

form computational analysis of 3D rodent brain datasets. The multimodal mouse
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brain atlas provides a basis for cross-modality integration and sharing of data. One

example for sharing experimental whole-brain LSFM data is the 3D data viewer

(https://g3de.gubra.dk/) developed by Gubra to provide access to full data packages

presented in publications. Furthermore, the atlas framework can be used to access

data in existing databases or to create databases by co-registering and presenting

data in the most suitable template space. One such database project, NeuroPedia

(https://www.neuropedia.dk/), will be kicked off by Gubra in December 2021. The

project aims to catalogue brain-wide maps of anatomical features, protein expres-

sion, neuronal activity, and neuronal projections, and make them available in the

LSFM template space via brain viewer allowing researchers from all over the world

to explore them interactively.
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Abstract
In recent years, the combination of whole-brain immunolabelling, light sheet fluorescence microscopy (LSFM) and subsequent
registration of data with a common reference atlas, has enabled 3D visualization and quantification of fluorescent markers or tracers
in the adult mouse brain. Today, the common coordinate framework version 3 developed by the Allen’s Institute of Brain Science
(AIBS CCFv3), is widely used as the standard brain atlas for registration of LSFM data. However, the AIBS CCFv3 is based on
histological processing and imaging modalities different from those used for LSFM imaging and consequently, the data differ in both
tissue contrast and morphology. To improve the accuracy and speed by which LSFM-imaged whole-brain data can be registered and
quantified, we have created an optimized digital mouse brain atlas based on immunolabelled and solvent-cleared brains. Compared to
the AIBS CCFv3 atlas, our atlas resulted in faster and more accurate mapping of neuronal activity as measured by c-Fos expression,
especially in the hindbrain.We further demonstrated utility of the LSFM atlas by comparing whole-brain quantitative changes in c-Fos
expression following acute administration of semaglutide in lean and diet-induced obese mice. In combination with an improved
algorithm for c-Fos detection, the LSFMatlas enables unbiased and computationally efficient characterization of drug effects onwhole-
brain neuronal activity patterns. In conclusion, we established an optimized reference atlas for more precise mapping of fluorescent
markers, including c-Fos, in mouse brains processed for LSFM.

Keywords Light sheet fluorescencemicroscopy . iDISCO . Tissue clearing . Brain atlas . C-Fos .Whole brain imaging

Introduction

Rodent models are important tools in preclinical drug devel-
opment for central nervous system (CNS) disorders (Bobela
et al. 2014; Esquerda-Canals et al. 2017; Leung and Jia
2016). A common method for characterizing central ef-
fects of potential novel therapies is to quantify

expression patterns of c-Fos, a proxy for neuronal acti-
vation (Dragunow and Faull 1989).

Recent advances in immunohistochemical methods and
optical clearing techniques have, together with ex vivo imag-
ing technologies such as light sheet fluorescence microscopy
(LSFM), enabled whole-organ imaging (Chung et al. 2013;
Ertürk et al. 2012; Jensen et al. 2015; Kjaergaard et al. 2019;
Renier et al. 2014; Rocha et al. 2019; Secher et al. 2014). As a
result, it is now possible to visualize c-Fos expression at the
single cell level in the intact adult mouse brain (Kjaergaard
et al. 2019; Nectow et al. 2017; Renier et al. 2016).

In recent years, automated image analysis algorithms have
been developed enabling 3D quantification of activated neu-
rons and their signal intensities in the adult mouse brain
(Detrez et al. 2019; Jensen et al. 2015; Liebmann et al.
2016; Nectow et al. 2017; Salinas et al. 2018; Schneeberger
et al. 2019). The first step of the analysis process is to register
LSFM imaging data onto a common reference brain which
contains annotated brain regions. Today, the most widely used
mouse brain atlas is the common coordinate framework
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version 3 (CCFv3), developed by the Allen Institute for Brain
Science (AIBS) (Allen Institute for Brain Science 2011, 2015,
2017; Kuan et al. 2015; Wang et al. 2020). For quantification
of fluorescent signals, registration is followed by cell detec-
tion, e.g. ClearMap, to segment and count c-Fos positive cells
(Nectow et al. 2017; Renier et al. 2016) or extract voxel in-
tensities (Salinas et al. 2018). Finally, the results can be
assigned to specific regions using the anatomical reference
atlases such as those provided by AIBS.

LSFM image processing pipelines have improved quanti-
tative whole-brain 3D imaging. However, the quality of the
LSFM results is highly dependent on sample processing and
the imaging methods applied. Whole-organ immunolabelling
requires lipid extraction to make the tissue permeable to anti-
bodies (Kim et al. 2018) and enable deep tissue imaging
(Vigouroux et al. 2017). In particular, myelin fibers which
are lipid-rich (Villares et al. 2015), are more likely to be af-
fected by lipid extraction, leading to non-uniform morpholog-
ical changes within the brain. Also, various clearing medias
have different chemical properties which will result in either
shrinkage or expansion of brain structures (Wan et al. 2018).
In contrast, the AIBS CCFv3 is based on vibratome-sectioned
and two-photon microscopy imaged brains. Consequently,
brains imaged with LSFM differ from the AIBS CCFv3 atlas
with respect to morphology and signal intensity. This affects
the registration accuracy and because the morphological
changes introduced by the sample processing are tissue-de-
pendent, some brain regions are more prone to erroneous
alignment than others. As result, subsequent data analysis re-
quires time-consuming validation and manual correction to
ensure accurate quantification. This is particularly relevant in
pre-clinical research where group sizes are often relatively
large in order to provide better statistical power.

In our experience, the hindbrain is particularly sensitive to
erroneous registration when cleared samples are mapped di-
rectly onto the AIBS CCFv3. High quality registration can be
achieved using a multi-regional approach where each larger
part of the brain, e.g. the hindbrain, is registered separately.
However, this procedure reduces analysis speed as initial seg-
mentation of the larger brain structures is required. We aimed
to preserve both data flow and quality by generating a refer-
ence template based on iDISCO+ processed and LSFM-
imaged mouse brains and aligning the AIBS CCFv3 with
the template through multi-regional registration.

The LSFM atlas enables fast brain-wide inter-modality regis-
tration of other LSFM samples. To confirm accuracy and demon-
strate the utility of the LSFM-based reference brain atlas, we de-
termined the c-Fos expression signature of semaglutide, a long-
acting glucagon-like peptide-1 (GLP-1) receptor agonist. The
LSFM atlas enabled precise mapping of semaglutide-induced c-
Fos expression in the mouse whole-brain. In addition to c-
Fos imaging, application of the atlas includes also map-
ping other fluorescent markers imaged by LSFM.

Materials and Methods

Animals

Male C57Bl/6 J mice were obtained from Janvier Labs (Le
Genest-Saint-Isle, France), and were maintained in standard
housing conditions (12 h light/dark cycle and controlled tem-
perature of 21–23 °C). Mice had ad libitum access to tap water
and regular chow (Altromin 1324, Brogaarden, Hørsholm,
Denmark) or high fat diet (60% fat, 21% carbohydrates,
19% protein; Ssniff Spezialdiäten GmbH, Soest, Germany).
The LSFM atlas was established based on analysis of 139
brains from 8 to 10 weeks old male chow-fed mice. The
pharmacology-induced neuronal activity study involved two
groups of lean mice and two groups of DIO mice. All groups
were aged matched (38 weeks) and consisted of n = 6. Lean
and DIO control group animals received phosphate buffered
saline with BSA, lean and DIO treatment group animals re-
ceived semaglutide (Ozempic®, Novo Nordisk A/S,
Bagsværd, Denmark) dose of 0.04 mg/kg. Both groups were
administered subcutaneously 5 ml/kg and the animals were
sacrificed 4 h post-dose. All animal procedures were conduct-
ed in compliance with internationally accepted principles for
the care and use of laboratory animals and were approved by
the Danish Animal Experiments Inspectorate (license #2013-
15-2934-00784).

Sample Preparation for Immunohistochemistry

Animals were transcardially perfused with heparinized PBS
and 40 ml of 10% neutral buffered formalin (CellPath,
Newtown, UK) under Hypnorm-Dormicum (fentanyl
788 μg/kg, fluanisone 25 mg/kg and midazolam 12.5 mg/kg,
subcutaneous injection) anesthesia. Brains were carefully dis-
sected and immersion-fixed in 10% neutral buffered formalin
overnight at room temperature on a horizontal shaker. Whole-
brain samples were washed 3 × 30 min in PBS with shaking
and dehydrated at room temperature in methanol/H2O gradi-
ent to 100% methanol (20%, 40%, 60%, 80%, 100% metha-
nol, each step 1 h). The brains were stored in 100% methanol
(VWR International A/S, Søborg, Denmark) at 4 °C until
further processing.

Whole-Brain Immunohistochemistry for Labeling of c-
Fos Positive Cells and Clearing

The iDISCO+ (immunolabeling-enabled three-dimensional
imaging of solvent-cleared organs) protocol was used for
whole brain immunolabelling (Renier et al. 2014, 2016).
Samples were washed with 100% methanol for 1 h and incu-
bated overnight in 66% dichloromethane/33% methanol
(VWR International A/S, Søborg, Denmark) at room temper-
ature. Then, samples were washed twice in 100% methanol
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for 30 min and bleached in chilled fresh 5% H2O2 (Acros
Organics, Fisher Scientific Biotech Line A/S, Slangerup,
Denmark) in methanol overnight at 4 °C. Subsequently, the
samples were rehydrated in methanol/PBS series (80%, 60%,
40%, 20% methanol with 0.2% Triton X-100 (Merck,
Darmstadt, Germany), each step 1 h) at room temperature,
washed in PBS with 0.2% Triton X-100 twice for 1 h at room
temperature and in permeabilization solution (PBS with 0.2%
Triton X-100, supplemented with 20% volume of DMSO
(Merck, Darmstadt, Germany) and 2.3% weight/volume gly-
cine (Merck, Darmstact, Germany)) for 3 days at 37 °C. For c-
Fos labeling, unspecific antibody binding was blocked in
blocking solution (PBS, 0.2% TritonX-100, 10% DMSO/6%
donkey serum (Jackson ImmunoResearch, Cambridgeshire,
UK)) for 2 days at 37 °C before incubated in the primary
antibody buffer (PTwH, 5% DMSO, 3% donkey serum,
0.2% of 10% NaN3 (Merck, Darmstadt, Germany)) for 7 days
at 37 °C. For visualization of c-Fos expression, rabbit anti-c-
Fos antibody (1:5000, Cell Signaling Technology,
Massachusetts, US, cat number #2250) was used. Following
incubation with primary antibody, the brains were washed in
PTwH (PBS, 0.2% Tween 20 (Merck, Darmstadt, Germany),
0.1% of 10 mg/ml heparin solution) for 1 × 10 min, 1 ×
20 min, 1 × 30 min, 1 × 1 h, 1× 2 h and 1× 2 days.
Subsequently, the brains were incubated in secondary anti-
body solution (PTwH, 3% donkey serum, 0.2% of 10%
NaN3) for 7 days at 37 °C with donkey anti rabbit Cy-5 anti-
body (1:1000, Jackson ImmunoResearch, Cambridgeshire,
UK, cat no #711–175-152) and washed in PTwH for 1 ×
10 min, 1 × 20 min, 1 × 30 min, 1 × 1 h, 1× 2 h and 1× 3 days.
For clearing, the brains were dehydrated in a methanol/H2O
series (20%, 40%, 60%, 80% and 100% methanol, each step
1 h) at room temperature, incubated in 66% dichloromethane/
33%methanol for 3 h at room temperature with shaking and in
100% dichloromethane twice for 15 min with shaking to re-
move traces of methanol. Finally, the samples were trans-
ferred to dibenzyl ether (Merck, Darmstadt, Germany) and
stored in closed glass vials until imaged with light sheet fluo-
rescence microscope.

Light Sheet Fluorescence Microscopy of Labeled and
Cleared Mouse Brains

All whole-brain samples were imaged in an axial orientation
on a LaVision ultramicroscope II setup (Miltenyi Biotec,
Bergisch Gladbach, Germany) equipped with a Zyla 4.2P-
CL10 sCMOS camera (Andor Technology, Belfast, UK),
SuperK EXTREME supercontinuum white-light laser EXR-
15 (NKT photonics, Birkerød, Denmark) and MV PLAPO
2XC (Olympus, Tokyo, Japan) objective lens. The samples
were attached to the sample holder with neutral silicone and
imaged in a chamber filled with dibenzyl ether. Version 7 of
the Imspector microscope controller software was used.

Images were acquired at 0.63 x magnification (1.2 × total
magnification) with an exposure time of 254.47 ms in a z-
stack at 10 μm intervals. Acquired volumes (16-bit tiff) had
an in-plane resolution of 4.8 μm and z-resolution of 3.78 μm
(NA = 0.156). Horizontal focusing was captured in 9 planes
with blending mode set to the centre of the image to merge the
individual raw images. Data was acquired in two channels,
autofluorescence and antibody-specific channel, because the
former provides information on tissue structure and the latter
on neuronal activity. Autofluorescence volumes were ac-
quired at excitation wavelength of 560 ± 20 nm and emission
wavelength of 650 ± 25 nm, laser power was set to 80%.
Fluorescently labelled c-Fos positive cells were captured
in a specific channel at excitation wavelength of 630 ±
15 nm and emission wavelength of 680 ± 15 nm, laser
power was set to 100%.

Image Processing for Creating the Mouse Brain Atlas

An average LSFM mouse brain volume was created from
139 individual mouse brain autofluorescence datasets by an
iterative multi-resolution image registration algorithm
(Kovačević et al. 2005; Kuan et al. 2015; Umadevi
Venkataraju et al. 2019). Pre-processing was initiated by
down-sampling to 20 μm isotropic resolution. N3 method
(Larsen et al. 2014; Sled et al. 1998; Van Leemput et al.
1999) was applied to correct intensity inhomogeneity.
Subsequently, the intensity histograms of the individual
volumes were normalized and, contrast adaptive histogram
equalization was performed (Fig. 1a, left). For generating an
average mouse brain template, a reference volume was ran-
domly selected as a starting point. Six iterative multi-
resolution registration steps – one affine and five B-spline
transformations were performed for the remaining samples
(Fig. 1a, middle). In the first step the brains were registered
to the chosen reference brain and in subsequent steps
aligned to the average of all brains from the previous step.

Due to the limit in scanning depth in the Z-dimension,
which is about 6 mm for our LSFM setup, about half a
millimetre of the dorsal cortex was not imaged. To produce
a template with full cortex, 15 additional image stacks of cor-
tices were acquired, pre-processed and aligned to the average
mouse brain volume. Subsequently, both volumes were
merged. Satisfactory axial symmetry was achieved by divid-
ing the template brain volume into three coronal slabs with
equal thickness and manually rotating them into correct posi-
tion. The final template was created by mirroring one hemi-
sphere to the opposite side and merging the hemispheres with
a sigmoidal blending function for receiving a symmetric tem-
plate brain (Fig. 1a, right) Additionally, a tissue mask and a
ventricular mask were added to the LSFM template from the
AIBS CCFv3 and manually adapted to fit the template.
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Brain regional annotations were transferred to the LSFM
template from the AIBS CCFv3 (Fig. 1b) (Allen Institute for
Brain Science 2011, 2015, 2017; Kuan et al. 2015;Wang et al.
2020). First, the mouse brain template of AIBS was registered
onto the LSFM template using multi-resolution affine and B-
spline registration. Subsequently, the registered AIBS CCFv3
template and its segmentations were divided into six parental
brain regions – cerebral cortex, cerebral nuclei, hindbrain,
cerebellum, septal regions and interbrain together with
midbrain. The parental regions were then separately reg-
istered to the corresponding areas of the LSFM tem-
plate. Manual corrections were performed for regions
near to ventricular system, such as AP and SFO.

Segmentation refinements were performed with micros-
copy image analysis software Imaris™ version 2
(Oxford instruments, Abington, UK). Image processing
was performed in Python and Elastix toolbox (Klein
et al. 2010; Shamonin et al. 2014) was used to imple-
ment the registrations. Detailed description of the atlas
creation procedure and full sets of parameters can be
found in the Online Resource 1.

Quantification of c-Fos Positive Cells

Neuronal activity was quantified by detecting and counting c-
Fos positive cells using an adapted ClearMap routine (Renier

AIBS CCFv3

a

b

Iterative normalization and averaging

.

.

A6 + post-processed

I1

I162

I1, pre-processed

A1

A4 A6 + post-processed

A2

Final template3D autofluorescence images

AIBS CCFv3

Final LSFM atlas

A6 + post-processed + segmentations

A6 + post-processed

Multi-regional 
registration

Fig. 1 LSFM-based mouse brain atlas. a) Generation of a brain
template based on the LSFM autofluorescence volumes of 139 mice
brains using an iterative registration and averaging algorithm. Raw light
sheet scans are annotated with Ix where x stands for the animal number,
and the intermediate average mouse brain volumes are annotated with Ay

where y stands for the iteration step. B) Transfer of brain region
segmentations from the AIBS CCFv3 to the LSFM mouse brain
template. Brain regions of the AIBS CCFv3 were mapped to the LSFM
template in six parts, e.g. cortex to cortex, hindbrain to hindbrain etc.
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et al. 2016). In brief, the volume pairs collected from the
autofluorescence and c-Fos specific channel were aligned
slice-by-slice using affine registration in 2D with mattes mu-
tual information as a similarity measure and background
subtracted through morphological opening using a disk ele-
ment. For removing false positive c-Fos signal originating
from increased tissue autofluorescence, a signal appearing
both in the autofluorescence and the c-Fos specific channel
was removed from the specific channel. For identifying c-Fos
positive cells, local intensity peaks were monitored bymoving
a filter cube over the specific channel volume followed by
seeded watershed for segmenting the c-Fos positive cells.
The initial parameters were taken from the original
ClearMap implementation (Renier et al. 2016) but optimized
to fit our data, being acquired under different conditions, in-
cluding image resolution. The size of the filter cube was set to
5x5x3 pixels for effectively detecting all possible c-Fos posi-
tive cell candidates. The third dimension of the filter cube was
chosen to be smaller than the first and second dimension of the
cube since z-resolution of the LSFM volumes was lower than
the in-plane resolution. The coordinates of the detected local
intensity peaks were used as seeds in watershed segmentation
with a background intensity cut-off of 800 and the resulting
segmentations were filtered by removing cell segmentation
regions smaller than 8 voxels and bigger than 194 voxels.
Following c-Fos positive cell detection in the specific channel,
the corresponding autofluorescence volumes underwent bias
field correction and contrast limited adaptive histogram equal-
ization (similar procedure as for the LSFM mouse brain tem-
plate creation). For quantifying the number of c-Fos positive
cells in individual brain regions, the LSFM atlas was aligned
to c-Fos specific channel volumes of individual mice over pre-
processed autofluorescence volumes and the number of c-Fos
positive was counted in every brain region. Heatmaps visual-
izing the density of the c-Fos positive cells were created by
mapping the specific channel volumes to the LSFM atlas
using the inverse transform, generating and summing the
spheres of uniform value and 20 μm radius around the centers
of the c-Fos positive cells (Renier et al. 2016). Image
processing and analysis was performed in Python. 3D
visualizations of heatmaps were created with microscopy
image analysis software Imaris™ version 2 (Oxford in-
struments, Abington, UK).

Statistics

For simplicity, 666 individual brain region segmentations of the
LSFM atlas were collapsed to their parental regions using the
hierarchy tree of the atlas ontology (Online Resource 2) resulting
in 284 regions in which the statistical analysis was performed.
For determining the difference in the c-Fos positive cell counts, a
generalized linear model was fitted to the cell counts observed in
each brain region in every animal group. A negative binomial

generalized linear model provided a suitable fit to our c-Fos cell
count data. For each generalized linear model, a Dunnett’s test
was performed. Statistical analysis for determining differences in
c-Fos expression between semaglutide and vehicle treated mice
involved p value adjustment using a multiple comparison meth-
od called false discovery rate. Statistical analysis of the data was
performed using R statistics library.

Further, all significantly regulated brain regions underwent
a two-step manual validation procedure for checking if the
used statistical model fits the data points, the significance of
the brain regions is not achieved due to outliers and the raw
signal is truly originating from the region. First, the fit of cell
counts to the generalized linear model was evaluated. This
was done by investigating deviance residuals and checking
if the residuals aligned with the assumptions of normality
and homoscedasticity. Furthermore, Cook’s distance was cal-
culated for each cell count data point in the model as a mea-
sure of model influence. Regions where the generalized linear
model showed severe violations of the assumptions, or the
model contained overly influential data points, were
discarded. Secondly, the remaining brain regions were visual-
ly studied for possible spillover signal from neighboring re-
gions. If the c-Fos response in a region seemed to originate
from the neighboring region, e.g. very few c-Fos positive cells
were observed only in the border areas of the region while the
neighboring areas were exhibiting very high signal, it was
declared as not significant.

Results

LSFM Reference Atlas of the Adult Mouse Brains

The standard way of aligning a LSFM scanned mouse brain
with the AIBS CCFv3 is to perform a single cross-modality
registration of the full brains by computing a global affine and
local B-spline transformation in a one-to-one manner
(Fig. 2a). However, an alternative strategy is to perform mul-
tiple registrations, where each of the major brain structures is
aligned individually (Fig. 2b). By comparing the two ap-
proaches we observed that multiple registrations yield higher
quality registrations in some parts of the brain, e.g. the area
postrema (Fig. 2c). However, aligning LSFM-imaged brains
using multiple registrations is time-consuming and require
both initial segmentation of the larger brain structures and
manual validation for each brain which is not compatible with
high-throughput analysis. Our solution to this dilemma was to
build an LSFM-based reference atlas by aligning the AIBS
CCFv3 to the LSFM-based mouse brain template through
multi-regional registrations. The present LSFM-based mouse
brain reference atlas can be used to analyze individual LSFM-
imaged samples directly by fast one-to-one registrations or for
improved alignment to the AIBS CCFv3 space if needed (Fig.
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2d). Regardless of computer performance we found that direct
alignment to the LSFM atlas improved the registration speed
for each brain sample volume by a factor of six.

An LSFM-based mouse brain reference atlas containing an
average anatomy template with corresponding brain region
annotations was created. The mouse brain template was gen-
erated from 139 3D autofluorescence-scanned brain volumes
by an iterative multi-resolution image registration algorithm
(Fig. 1a). Post-processing of the template involved refinement
of the axial symmetry to obtain a midline symmetric atlas

viewed from the coronal and horizontal orientation. The axial
resolution of the mouse brain template is 20 μm. Brain region
annotations for the LSFM template were imported from the
AIBS CCFv3 by image registration (Fig. 1b). The annotations
were imported as six separate pieces with manual corrections
to mitigate the challenge of cross-modality registration. The
final atlas contains 666 brain region segmentations with
anatomical nomenclature corresponding to the AIBS
CCFv3 (hierarchy tree of the atlas ontology in
Online Resource 2) (Dong 2008).

AIBS CCFv3 
template

ca bWhole-brain one-to-one 
registration

Cleared LSFM-
imaged brain

Multi-regional 
registration

Cerebral 
cortex

Cerebral 
nuclei

Septal 
regions

Mid- and 
interbrain

Hindbrain

Cerebellum

AIBS CCFv3
LSFM
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Multi-regional 
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(performed once)

Cleared LSFM-imaged brain (raw data)

AIBS CCFv3 registered to the 
cleared  LSFM-imaged brain

Multi-
regional 
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Whole-brain 
one-to-one 
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AP

APAP

AIBS CCFv3 
template

Example of one-to-one and 
multi-regional registration

Whole-brain one-
to-one registration

Whole-brain one-
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Fast
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accurate

Fast
accurate

d

Cleared LSFM-
imaged brain

Cleared LSFM-
imaged brain
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imaged brain

Fig. 2 Techniques for registering LSFM-imaged samples with the
AIBS CCFv3. a) Illustration of one-to-one registration between a cleared
LSFM-imaged sample and the AIBS CCFv3 template. b) Illustration of
multi-regional registration between a cleared LSFM-imaged sample and
the AIBS CCFv3 template, where the brain volumes have been divided
into six larger brain areas that are mapped individually. c) Example of the
registration quality in area postrema (AP) using either one-to-one or
multi-regional registration. d) Illustration of the registration flow de-
scribed in this manuscript. Using one-to-one registration for aligning
cleared LSFM-imaged samples with the AIBS CCFv3 is fast but inaccu-
rate in some brain regions like the AP. Multi-regional registration for

aligning cleared LSFM-imaged samples with the AIBS CCFv3 template
provides better accuracy but is relative slow compared to the one-to-one
registration. By generating a template from cleared LSFM-imaged brains
and registering the AIBS CCFv3 with it once using multi-regional regis-
tration approach we ensure good alignment accuracy between the two
templates. Subsequent registrations of cleared LSFM-imaged brains with
the LSFM template can then be done directly using fast one-to-one reg-
istrations. This way it is possible to achieve both fast as well as accurate
registration of cleared LSFM-imaged brains. Regardless of computer per-
formance the speed of analysis improved by a factor of six compared to
the multiregional registration
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Improved Registration of LSFM-Imaged Mouse Brains

To validate that the LSFM reference atlas improved alignment
of LSFM-acquired brain volumes, we tested alignment of ten
raw LSFM-imaged mouse brain volumes and compared the
results to alignment with the AIBS CCFv3 using identical
registration procedures. By computing the amount of defor-
mation needed to register each brain into the two atlases, we
evaluated the voxel-wise magnitude of displacement neces-
sary to convert the individual brain volumes to either of the
atlas template (Fig. 3a). As expected, the LSFM-imaged brain
volumes are less deformed when aligned with the generated
LSFM atlas compared to alignment with the AIBS CCFv3.
We found deformations ranging up to 13 voxels with the
AIBS CCFv3 compared to deformations ranging up to 8
voxels with the LSFM atlas. Furthermore, the volume of the
area affected by the deformation is smaller for the brains
aligned to the LSFM atlas compared to the brains aligned to
the AIBS CCFv3. The results show that deformations are
most pronounced in the midbrain and hindbrain (Fig. 3a)
and most likely the reflect they morphological changes
inflicted by tissue processing and clearing.

As the magnitude of the deformation is only an indicative
measure by which the registration quality cannot be fully
assessed, we further investigated the alignment quality using
a standardized metric called intensity variance developed by
the Non-Rigid Image Registration Evaluation Project
(NIREP) (Christensen et al. 2006). Intensity variance quan-
tifies how much the signal intensity differs per voxel between
the set of registered brain volumes and hence, estimates the
amount of noise in the data set. We therefore computed the
intensity variance for all brain regions using ten LSFM-
imaged mouse brains registered to both the LSFM atlas and
the AIBS CCFv3 (Fig. 3b). The mean intensity variance de-
termined for the six major brain volumes registered to the
AIBS CCFv3 was 17.42 for cerebral cortex, 19.09 for cerebral
nuclei, 21.77 for interbrain, 32.38 midbrain, 49.34 for cere-
bellum and 53.90 for hindbrain. In contrast, the mean intensity
variance computed for volumes registered to the LSFM atlas
was 19.00 for cerebral cortex, 16.01 for cerebral nuclei, 18.64
for interbrain, 24.13 for midbrain, 44.19 for cerebellum, 30.31
for hindbrain. To analyse these findings in more detail, the
intensity variance for all sub-regions within the six major
brain regions, were plotted in scatter plots with AIBS
CCFv3 values on the y-axis and LSFM atlas values on the
x-axis. As for the deformation (Fig. 3a), the most substantial
differences in intensity variance were observed in the mid-
brain and hindbrain. The improvement of the registration ac-
curacy using the LSFM atlas was particularly notable for hind-
brain due to significantly lower intensity variance for majority
of the sub-regions when LSFM atlas was used for registration.

To further compare the registration quality between the two
atlases, 27 landmarks were identified in both the LSFM and

the AIBS CCFv3 templates, as well as in the same ten indi-
vidual brain volumes which were previously used for registra-
tion evaluation (Fig. 3c; an atlas template containing the 27
landmarks together with the intensity variance map is
available at GitHub and the atlas coordinates for each
landmark can be found in the Online Resource 5). For the
placement of each landmark several factors were considered.
The landmarks should be: 1) easily recognizable in both the
AIBS CCFv3 and LSFM templates; 2) distributed brain-wide
such that several landmarks were located in cerebral cortex,
cerebral nuclei, interbrain, midbrain, hindbrain and cerebel-
lum; 3) distributed along the midline as well as in more lateral
parts of the brain; 4) placed in regions with increased local
intensity variance, if possible (Fig. 3b). Following the regis-
tration of the individual brains to the LSFM atlas and
the AIBS CCFv3, the Euclidean distance between the regis-
tered and atlas landmarks was calculated. Although this ap-
proach also reflects the inherent variation that occurs when
placing landmarks, it consistently showed more accurate reg-
istration when the LSFM atlas was used as a template.

Accurate c-Fos Quantification in LSFM-Imaged Mouse
Brains

For evaluating the performance of the LSFM atlas to assign c-
Fos positive cells to anatomical brain regions, we conducted a
separate experiment where we mapped the brains from
semaglutide-dosed lean mice onto the LSFM and AIBS
CCFv3 atlas, respectively, and compared the distribution
and number of c-Fos positive cells counted using each atlas
(Fig. 4a). The two atlases showed highly overlapping results
in the majority of brain regions. However, 11 regions showed
significant differences in the number of c-Fos positive cells
when comparing data analyzed with the two atlases (Fig. 4b-
c). Hence, to determine how registration accuracy impacts the
localization of c-Fos positive cells, we compared c-Fos signa-
tures in the hindbrain regions, i.e. the nucleus of the solitary
tract (NTS) and the dorsal motor nucleus of the vagus nerve
(DMX). According to the LSFM atlas, most c-Fos positive
cells were localized to the NTS (234 ± 38 cells) compared to
the DMX (144 ± 14 cells) (Fig. 4d). In contrast, the AIBS
CCFv3 revealed an opposite pattern (NTS, 95 ± 16 cells;
DMX, 205 ± 25 cells) (Fig. 4e). To clarify which atlas is more
accurate in the signal localization, we compared the raw mi-
croscope images to heatmaps representing c-Fos signal densi-
ty using either atlas (Fig. 4f). The autofluorescence intensity
of NTS is brighter than the intensity of surrounding tissue
making it easy to delineate and shows that the raw c-Fos signal
is indeed localized in the NTS, thus validating the LSFM atlas
mapping. Signal localization accuracy of the LSFM atlas was
also assessed for the other nine brain regions with conflicting
c-Fos data (data not shown). While improved c-Fos signal
localization by the LSFM atlas was confirmed for additional
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five regions (hypoglossal nucleus (XII), presubiculum (PRE),
nodulus (NOD), nucleus of the optic tract (NOT) and
postsubiculum (POST)). The AIBS CCFv3 performed better
in one region, flocculus (FL), while three regions (lateral part
of the central amygdalar nucleus (CEAl), parabrachial nucleus
(PB) and pedunculopontine nucleus (PPN)), could not be
properly evaluated because the ground truth could not be iden-
tified due to dispersed c-Fos signal.

C-Fos Detection in a Pharmacological Study

To exemplify the use of the LSFM atlas we performed a study
with the aim of quantifying c-Fos expression in mice dosed
with the GLP-1 receptor agonist semaglutide. Semaglutide
and vehicle was administered peripherally to lean and DIO
mice, and the c-Fos expression was evaluated 4 h post-
dosing (Fig. 5). When examining the raw LSFM volumes of
DIO mice we observed increased autofluorescence in both the
specific and the autofluorescence channel, which could poten-
tially lead to false positive c-Fos signals (Supplementary
Figs. ESM2 and ESM3). Increased autofluorescence in DIO
mice was present throughout the brain, but strongest in the
cerebellum (Supplementary Fig. ESM3). Since the increased
tissue fluorescence was apparent in both channels, but true
positive c-Fos signal was only present in the specific channel,

the autofluorescence channel was applied for correction in
whole-brain mounts in both lean and DIO mice
(Supplementary Figs. ESM2), resulting in significantly im-
proved signal-to-noise ratio specifically in DIO mice
(Supplementary Figs. ESM3). To identify the differences be-
tween the semaglutide and the vehicle dosed mice, average
signal heatmaps in semaglutide-treated lean and obese mice
were subtracted voxel-wise from the corresponding vehicle
control group (Fig. 5a, c) with statistical analyses on the raw
c-Fos positive cell counts (Fig. 5b, d). Compared to vehicle
controls, 9 brain regions were significantly regulated by
semaglutide treatment in both lean and DIO mice.
Semaglutide treated lean and DIO mice showed similar in-
creased c-Fos expression in the bed nuclei of the stria
terminalis (BST), paraventricular nucleus of the thalamus
(PVT), xiphoid thalamic nucleus (Xi), central amygdalar nu-
cleus (CEA), parabrachial nucleus (PB), nucleus of the soli-
tary tract (NTS) and dorsal motor nucleus of the vagus nerve
(DMX) compared to the vehicle treated controls.
Additionally, semaglutide treated DIO mice exhibited in-
creased c-Fos expression in the parataenial nucleus
(PT) and parasubthalamic nucleus (PSTN), whereas
semaglutide treated lean mice showed increased c-Fos
expression in the pedunculopontine nucleus (PPN) and
mediodorsal nucleus of thalamus (MD) compared to the
respective vehicle treated controls.

Discussion

We present here the generation of an LSFM-based mouse
brain atlas. Compared to the AIBS CCFv3 (Allen Institute
for Brain Science 2011, 2015, 2017; Kuan et al. 2015), the
LSFM reference mouse brain atlas provides more accurate
anatomical segmentation and quantitative detection of
immunolabelled markers in iDISCO+ processed and LSFM-
imaged mouse brains, exemplified by characterization of
whole-brain c-Fos responses to semaglutide treatment in both
lean and DIO mice.

To create an atlas template that is fully representative for
average brain anatomywe developed the LSFM atlas based on
the variational atlas algorithm previously described
(Kovačević et al. 2005; Kuan et al. 2015; Umadevi
Venkataraju et al. 2019). This algorithm avoids bias of the
template towards the shape of a single chosen reference brain
and accounts for morphological differences between the indi-
vidual brains.

In comparison with the AIBS CCFv3, the created LSFM
brain template resulted in registrations with lower amount of
deformation, and the intensity variance as well as landmark
distances showed improved alignment for LSFM-imaged
samples. This is particularly relevant for tissue samples im-
aged with LSFM since the samples have been cleared and/or

Fig. 3 Improved registration of LSFM-acquired brain volumes using
the LSFM atlas. a) Heatmaps illustrate the average magnitude of the
deformation resulting from the registration of ten random raw LSFM
brain volumes to the AIBS CCFv3 and to the LSFM atlas. b)
Registration using the LSFM mouse brain atlas enables improved
alignment between individual brains. Intensity variance, a measure for
registration performance, was calculated per brain region for the ten
random brain volumes aligned to the LSFM atlas and for the same ten
brain volumes aligned to the AIBS CCFv3. Highest intensity variance
was detected in both cases in ventricular and hindbrain regions (example
sections, left). Statistical analysis of the intensity variance was performed
using two-tailed Welch’s t-test and the resulting significant regions are
visualized in the scatter plot (right) along with the mean intensity variance
per major brain region for both atlases (denoted as mean IV). The results
indicate that the difference in intensity variance values was small for
cortical areas. However, majority of brain regions in cerebral nuclei,
interbrain, midbrain, cerebellum and hindbrain exhibited higher intensity
variance when the AIBS CCFv3 was used for registration compared to
when the LSFM atlas was used for registration. c) Registration of the ten
brain volumes was further evaluated using 27 landmarks distributed over
the whole brain (overview of the landmark positions, left). The landmarks
were divided between the six major brain areas in both atlases as well as
in the ten brain volumes. Distances between the corresponding landmarks
in the individual brains and the atlas templates were calculated after
registering the ten brain volumes to the LSFM atlas and the AIBS
CCFv3 (bar plot, right). For most landmarks, the calculated distances
are lower when the LSFM atlas is used as template. Significant differ-
ences in distances between the two atlases was consistently observed in
cerebral cortex and hindbrain. Two-tailed Welch’s t-test was applied for
determining statistical significance in landmark distances between the
atlases: ∗ for 0.01 ≤ p < 0.05, ∗∗ for 0.001 ≤ p < 0.01 and ∗∗∗ for
p < 0.001
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immunolabelled prior to scanningwhich affect brain morphol-
ogy by shrinkage/expansion and de-lipidation (Kim et al.
2018; Wan et al. 2018). Furthermore, the contrast within an-
atomical structures in the brain that are important for subse-
quent image registration differs between the AIBS CCFv3
template and brain processed for LSFM. These issues have
also been recognized by other researchers and a need for a
dedicated atlas for cleared LSFM-imaged brains has previous-
ly been highlighted (Umadevi Venkataraju et al. 2019).

In this study annotations from the AIBS CCFv3 were
mapped to the LSFM atlas template (Wang et al. 2020).
However, as annotation volumes are continuously refined
(Chon et al. 2019), these can also be aligned to the LSFM
template. The process of mapping annotations from an
existing atlas to the LSFM-template depends on cross-
subject cross-modality registration (i.e. different brain, differ-
ent microscope) which is difficult and often requires manual
corrections. With the respect to mapping annotations from the
AIBS CCFv3 to the LSFM-template, the main difficulty was
related to morphology differences in the hindbrain and ven-
tricular system. This was solved by stepwise mapping of the
annotations for larger parts of the brain such as the hindbrain,
together with manual corrections around the ventricular sys-
tem. Now complete, the LSFM atlas provides the benefit of
improved registration of other LSFM-samples together with
detailed brain region annotations.

Our results demonstrate that c-Fos signal distribution in
hindbrain regions is less accurately mapped using the AIBS
CCFv3 compared to delineation of signals using our LSFM
reference brain atlas. The large difference may be explained
by the high amount of lipid-rich myelin fibers in this part of
the brain (Smith 1973). As solvent-based tissue clearing
removes lipids, this could explain the difficulty of mapping
certain brain volumes to the AIBS CCFv3 which is based on
non-cleared tissue samples. In addition to the NTS and DMX,
we found improved signal localization using the LSFM atlas
in five other brain areas. In four of these areas the improve-
ment could be assigned to the detailed ventricular mask creat-
ed for the LSFM atlas. Because the AIBS CCFv3 template
depicts a narrower ventricular system compared to the LSFM
atlas template, this may have resulted in incorrectly assigned
c-Fos signal from the choroid plexus to nearby brain regions.
In the FL, the AIBS CCFv3 performed better than the LSFM
atlas. However, as the FL is often damaged or dislocated dur-
ing dissection of the brain this may impact the subsequent
mapping. In three brain regions we detected a significant dif-
ference in the mapping, but we were unable to determine
which of the two atlases performed best because the c-Fos
signal was too scattered.

In terms of c-Fos detection, DIO mice exhibited relatively
high unspecific background signals as compared to lean con-
trols, most likely attributed to lipid-associated autofluores-
cence. Lipid-containing residues of lysosomal digestion,
lipofuscins, have also been reported to increase during aging
and oxidative stress (Boellaard et al. 2004) leading to in-
creased autofluorescence (Cho and Hwang 2011; Di Guardo
2015; Schnell et al. 1999). When comparing the c-Fos activity
maps between lean and DIO mice we found that the response
to semaglutide looked overall similar in both phenotypes with
significant c-Fos activation in BST, PVT, Xi, CEA, PB, NTS
and DMX. Semaglutide is a glucagon-like peptide-1 (GLP-1)
analogue which has been shown to activate GLP-1 receptors
in the hypothalamus and brainstem (Secher et al. 2014) and
markedly stimulates c-Fos expression in mice (Kjaergaard
et al. 2019; Salinas et al. 2018). The observed c-Fos expres-
sion pattern observed in this study fits well with these previous
reports. Only slight differences were seen between lean and
DIO as exemplified by only DIO mice showed significantly
upregulated c-Fos expression in the PT and PSTN. It should
be noted that lean mice demonstrated a similar c-Fos expres-
sion pattern in these regions which, however, did not attain
statistical significance.

In this study a c-Fos was detected using a Cy5 labelled
secondary antibody. Consequently we used the 560 nm to
record the autofluorescence which is different from the map-
ping reported in the original ClearMap protocol (Renier et al.
2016). However, since the choice of fluorophores might vary
from study to study, we tested how the choice of autofluores-
cence impacts the subsequent mapping (atlas-registered

Fig. 4 Choice of brain atlas influences the number of c-Fos positive
cells per brain region. Comparison of number of c-Fos positive cells in
response to semaglutide treatment using the LSFM atlas and the AIBS
CCFv3. a) Average number of detected c-Fos expressing cells in every
brain region after registration to either the AIBS CCFv3 or the LSFM
atlas. Regions in which the c-Fos positive cells are differentially quanti-
fied are highlighted by a circle surrounding the data points. An average
cell count per group below ten is considered too low to judge. b) The bar
chart lists the brain regions and the correspondingmean log2 fold changes
of quantified c-Fos positive cells in these regions according to the p value.
Blue = higher with LSFM atlas, red = higher with CCFv3. NS stands for
not significant, ∗ for 0.01 ≤ p < 0.05, ∗∗ for 0.001 ≤ p < 0.01 and ∗∗∗ for
p < 0.001. c) Horizontally and sagittally depicted brain volumes highlight
the regions in which the c-Fos cells were differentially quantified while
using the LSFM atlas and the AIBS CCFv3 for the analysis (same colour
code as in b and c). See Online Resource 2 for full names of the brain
regions. d-e) Comparison of total number of c-Fos positive cells quanti-
fied in 3D-volumes of the nucleus of the solitary tract (NTS) and the
dorsal motor nucleus of the vagus nerve (DMX) using the LSFM atlas
and the AIBS CCFv3. DMX (blue) and NTS (grey) volumes of both
atlases in which the signal (glow colormap) was quantified is visualized
in 3D renderings. d) Quantification of c-Fos positive cells following reg-
istration of the LSFM atlas to the LSFM-acquired brain volumes showed
that in average 234 ± 38 c-Fos positive cells were found in the NTS and
144 ± 14 in the DMX. e) Quantification of c-Fos positive cells following
registration of the AIBS CCFv3 to the LSFM-acquired brain volumes.
Here the majority of the signal is found in the DMX. Quantification
revealed that on average 95 ± 16 c-Fos positive cells are counted in the
NTS and 205 ± 25 in the DMX. f) Comparing the raw data to the data in
alignment with atlases. DMX has a dense dark appearance compared to
NTS
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autofluorescence volumes can be found in Github). Although,
we obtained the best registration using the 560 nm channel to
record the autofluorescence, channels below 700 nm
worked as well. When reaching the NIR spectrum the
endogenous fluorescence become so weak it can no lon-
ger be used for registration.

The average brain generated in this study was created from
8 to 10 week old C57Bl/6 J male mice. Since factors such as
age, sex and strain are known to affect brain size and anatomy,
it is possible deviations from the average parameters may have
a slight impact on the overall quality of registration and quan-
tification. Indeed, we observed that obesity led to an unexpect-
ed increase in autofluorescence, presumably due to lipofuscin

accumulation. In this case it did not impact on the registration,
but it will always be important to consider the possibil-
ity that the choice of model may influence registration
and quantification.

In conclusion, we developed a dedicated reference atlas
allowing faster and more accurate mapping of iDISCO+ proc-
essed and LSFM-imaged whole mouse brains. In combination
with an improved c-Fos detection algorithm, our pipeline en-
ables for unbiased, automated and computationally efficient
quantitative analysis of drug-induced c-Fos expression in the
intact mouse brain. The LSFM atlas is highly applicable for
fast and precise mapping of fluorescent markers in both the
normal mouse brain and mouse models of CNS diseases as
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Fig. 5 Differentially regulated c-Fos expression in response to
semaglutide administration. Up (red) and down (blue) regulation of c-
Fos expression in a) semaglutide treated lean mice in comparison to
vehicle treated lean mice and c) in semaglutide treated DIO mice in
comparison to vehicle treated DIO mice. Differentially regulated brain
regions in response to semaglutide administration in comparison to

vehicle treatment and corresponding mean log2 fold changes of c-Fos
positive cells in these regions in b) lean and d) DIO mice. ∗ stands for
0.01 ≤ p < 0.05, ∗ ∗ for 0.001 ≤ p < 0.01 and ∗ ∗ ∗ for p < 0.001. P-values
were adjusted for multiple comparisons using the false discovery rate. See
Online Resource 2 for full names of the brain regions
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well for improved delineation of compound distribution in the
CNS imaged by LSFM (Liebmann et al. 2016; Roostalu et al.
2019; Salinas et al. 2018; Secher et al. 2014).

Information Sharing Statement

LSFM reference atlas files are freely accessible at https://
github.com/Gubra-ApS. Quantitative c-Fos data for all brain
regions is available as Online Resources 3 and 4. Source code
used for generating the LSFM reference atlas along with the
code for detecting and quantifying the number of c-Fos posi-
tive cells in LSFM mouse brain volumes is accessible at
https://github.com/Gubra-ApS.
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Image processing for creating the LSFM reference atlas: full description and 

parameters 

An average LSFM mouse brain volume was created from 139 individual mouse brain 

autofluorescence datasets (Kovačević et al., 2005; Kuan et al., 2015; Umadevi Venkataraju et 

al., 2019). Pre-processing was initiated by down-sampling of the raw autofluorescence volumes 

to 20 µm isotropic resolution which was performed in axial plane using linear interpolating 

splines and in z-direction by local averaging of voxels. N3 method (Larsen et al., 2014; Van 

Leemput et al., 1999) was applied to down-sampled images for correcting the bias field caused 

by inhomogeneous fixation, clearing or illumination of the sample.  Subsequently, contrast 

limited adaptive histogram equalization (CLAHE) was performed to achieve enhanced local 

signal contrast and higher visibility of different brain structures. CLAHE was carried out on 

2D-images from the bias-field-corrected brain volumes sliced in three orthogonal planes 

(kernel size 1/3 of image height by 1/6 of 2D-image width, clipping limit 0.01, 255 histogram 

bins) and its results were then averaged together with the input bias-field-corrected volume. 

Then, a randomly chosen reference volume was rigidly aligned to the AIBS CCFv3 for 

realizing its axial symmetry. Pre-processing was finalized by matching the cumulative intensity 

histograms of the individual volumes with the cumulative intensity histogram of the reference 

volume. 

 

To generate the average mouse brain template, a reference volume was selected for normalizing 

the individual brains in orientation, global size, gross shape and intensity. The algorithm was 

comprised of six iterative registration steps – one affine and five B-spline transformations. In 

the first step, all pre-processed mouse brain datasets were affinely registered to the pre-

processed and CCFv3-oriented reference image according to a multi-resolution strategy and 



the resulting datasets were intensity averaged to generate an initial intermediate average brain. 

In the second step, the linearly aligned images underwent B-spline registration to the first 

intermediate average brain at the lowest resolution level. Subsequently, an updated 

intermediate average brain was produced from the non-linearly registered images. The 

remaining steps were analogous to the second step with the only difference being the resolution 

level. The highest resolution was reached at the last B-spline registration step.  

 

Due to the limit in scanning depth in Z-dimension, which is about 6 mm for our LSFM setup, 

the acquired brain volumes missed about half a millimetre of the dorsal cortex. For producing 

a template with complete cortex, additional 15 autofluorescence volumes of cortices from the 

same animals were acquired, pre-processed and aligned through multi-resolution affine and B-

spline transformations to the cortex reference volume. Then, the normalized cortex 

volumes were averaged, and the result was aligned through multi-resolution rigid, 

affine and B-spline transformations to the average mouse brain volume missing the top part of 

the cortex.   Subsequently, the final mouse brain template was produced by matching the 

intensities of both volumes and combing them by blending the overlapping areas with a 

sigmoidal function. Satisfying axial symmetry was achieved by dividing the template brain 

volume into three coronal slabs with equal thickness and manually rotating them into correct 

position. Subsequently, the three slabs were merged together using the sigmoidal blending 

function. The final template was created by mirroring one hemisphere to the opposite side and 

merging the hemispheres with the sigmoidal blending function for receiving a symmetric 

template brain.  

 

The average LSFM mouse brain template was generated by registration steps which involved 

maximizing the mattes mutual information for fixed and moving image pairs. Multi-resolution 

strategy during affine registration was realized by increasing data complexity as well as 

transformation complexity throughout the 4 resolution levels. Data complexity was modified 

by smoothing and down-sampling (Gaussian pyramid scheme: σdata = 8/2, 4/2, 2/2, 1/2 voxels) 

whereas transformation complexity was modified by changing the spacing of the control points 

on the grid (σtransform = 100, 75, 50, 25 voxels). B-spline registrations were performed according 

to an uni-resolution strategy but by increasing the resolution with every B-spline registration 

step (σdata = 8/2, 4/2, 2/2, 1.5/2, 1/2 voxels, σtransform = 100, 75, 50, 35, 25 voxels.  Parameters 

were optimized for every registration procedure to achieve the best possible spatial alignment 

for fixed and moving volume pairs.  



 

Brain regions annotations were added to the LSFM template from the AIBS CCFv3. First, the 

mouse brain template of AIBS was registered to the LSFM template using multi-resolution 

affine and B-spline registration. Subsequently, the registered AIBS CCFv3 template and its 

segmentations were divided into six parental brain regions – cerebral cortex, cerebral nuclei, 

hindbrain, cerebellum, septal regions and interbrain together with midbrain. The parental 

regions were then separately registered to the corresponding areas of the LSFM template 

through affine and B-spline transformations and unified by filling in the border gap using 

distance map computation. This segmentation transfer approach led to misalignments in 

regions near to ventricular system, such as AP and SFO, which were therefore manually 

corrected. Further refinement of the segmentations was undertaken using Franklin and Paxinos 

mouse brain atlas for the ventral tegmental area (VTA) and the compact part of substantia nigra 

(SNc) as well as for the nucleus accumbens (ACB) which was divided into core and shell part. 

Segmentation refinements were performed with microscopy image analysis software Imaris™ 

version 2 (Oxford instruments, Abington, UK). Image processing was performed in Python and 

Elastix toolbox (Klein et al., 2010; Shamonin et al., 2014) was used to implement the 

registrations. 
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Abstract 

Magnetic resonance imaging and light-sheet fluorescence microscopy combined with 

immunohistochemistry and tissue clearing enable researchers to investigate the effect of a 

disease or a treatment to the brain non-disruptively. These imaging modalities provide 

complimentary information, especially when performed on the same brain in vivo and ex vivo, 

which could reveal yet undiscovered biological mechanisms and support translation to clinical 

measurements.  To enable integration of multimodal image analysis on mouse brains, we 

have developed a digital atlas framework. The framework includes brain templates based on 

different imaging modalities, brain region annotations from the Allen’s Common Coordinate 

Framework version 3, and a stereotaxic coordinate system. The two latter are available in all 

brain template spaces and deformation fields are provided for transferring datasets into 

preferred template spaces. The stereotaxic coordinate system was generated based on 

bregma and lambda landmarks acquired by X-ray micro computed tomography, allowing 

users to extrapolate coordinates from ex vivo modalities accurately to spatial positions in a 

living mouse brain. This new multimodal atlas framework allows for quantitative analysis 

across in vivo and ex vivo imaging modalities, consistently reporting of experimental results, 

and undistorted navigating in the brain during stereotaxic surgeries. 

 

 



 

1. Introduction 

Uncovering complex functions of the brain for understanding disease mechanisms and 

developing effective therapies requires a combination of multiple neuroimaging techniques. 

Integration of in vivo and ex vivo tissue probing modalities, such as magnetic resonance 

imaging (MRI) and histology, has therefore been attempted before as it would enable 

researchers to study both temporal changes in a living brain as well as molecular markers in 

the same tissue post-mortem (Breckwoldt et al., 2016, 2019; Doerr et al., 2017; Goubran et 

al., 2019; Johnson et al., 2021; Leuze et al., 2017; MacKenzie-Graham et al., 2004; Morawski 

et al., 2018; Nie et al., 2019; Purger et al., 2009; Stolp et al., 2018).  

MRI is a powerful imaging technique due to its non-invasive nature allowing repetitive 

scanning of human and animal tissue in vivo and ex vivo, with a wide range of contrast 

mechanisms and applications to e.g., visualize cellular structure, neuronal activity, neuronal 

wiring, blood vessels, blood flow, metabolism, infarction, and malignancy (Dyrby et al., 2018, 

2011; Matthews and Jezzard, 2004; Symms et al., 2004; Yousaf et al., 2018). Development of 

ultra-high field MRI has led to improved resolution enabling high-quality preclinical 

experiments (Dumoulin et al., 2018; Vaughan et al., 2001). However, detection limit in MRI is 

still in range of several tens of micrometres (N. Wang et al., 2020; Wei et al., 2016). While MRI 

provides structural and functional information of the tissue in indirect measures, fluorescence 

microscopy enables directly visualizing cellular structure and function in the scale of few 

micrometres. Recent progress in ex vivo 3D histology involving tissue clearing and fluorescent 

tagging of molecular markers, such as 3DISCO (Ertürk et al., 2012), iDISCO (Renier et al., 2014), 

CUBIC (Susaki et al., 2014), CLARITY (Chung et al., 2013), combined with light sheet 

fluorescence microscopy (LSFM) enables imaging of intact tissue and whole-organ specimen 

without disrupting their cytoarchitecture. Although LSFM lacks functionality to resolve 

longitudinal processes, it has become a widely applied imaging technique in preclinical studies 

for e.g., investigating gene and protein expression (Hansen et al., 2021; Kjaergaard et al., 

2019), cellular architecture (Di Giovanna et al., 2018; Friedmann et al., 2020), neural 

populations (Roostalu et al., 2019; Silvestri et al., 2015), and distribution of fluorescently 

labelled molecules (Gabery et al., 2020). 

Standard processing of neuroimaging datasets involves co-registration of individual brain 

volumes with a reference atlas for performing analysis across individuals, comparing study 

groups, and reporting findings (D. Friedmann et al., 2020; Kirst et al., 2020; Perens et al., 2020; 

Renier et al., 2016; Salinas et al., 2018; Todorov et al., 2020). Recently, efforts have been 

made to combine LSFM-imaging with other neuroimaging modalities either for obtaining 

high-quality region delineations from existing brain atlases (Goubran et al., 2019; Murakami 

et al., 2018; Perens et al., 2021; Stolp et al., 2018) but also for studying correlations of in vivo 

and ex vivo MRI-biomarkers (Breckwoldt et al., 2016, 2019; Doerr et al., 2017; Goubran et al., 

2019; Stolp et al., 2018). While Goubran and Stolp demonstrated benefits of LSFM-MRI 



integration for validating existing neuroimaging biomarkers (viral tract-tracing in comparison 

to diffusion MRI-based tractography, associations between cellular microstructure and 

diffusion characteristics), both Doerr and Breckwoldt showed applicational value of the 

multimodal approach by investigating innervation of implanted neurons (Doerr et al., 2017) 

and neoangiogenesis patterns of tumors (Breckwoldt et al., 2019, 2016) in mouse brains. 

Rodent brain atlas coordinates are instrumental tools in stereotaxic surgery procedures used 

for electrode implantation, injections of substances or regional ablations. Today, several brain 

atlases for adult mice are available, including histology-based mouse brain atlases (Chen et 

al., 2019; Chon et al., 2019; Dong, 2008; Franklin and Paxinos, 1997; Hof et al., 2000; 

Jacobowitz and Abbott, 1997; Kaufman, 1992; Rosen et al., 2000; Sidman et al., 1971; 

Valverde, 2004; Q. Wang et al., 2020), MRI-based atlases (Aggarwal et al., 2009; Badea et al., 

2007; Chan et al., 2007; Chuang et al., 2011; Chung et al., 2013; Dorr et al., 2008; Kovačević 

et al., 2005; Ma et al., 2008, 2005) and combined 2D histology and MRI-based atlases 

(Johnson et al., 2010; MacKenzie-Graham et al., 2004; Patel, 2018) but only three with skull-

derived stereotaxic coordinates (Aggarwal et al., 2009; Dong, 2008; Franklin and Paxinos, 

1997). While histology-based atlases exhibit high-resolution structural information and 

detailed region delineations (Dong, 2008; Franklin and Paxinos, 1997), their structures cannot 

be translated directly into in vivo space. For example, brain collection, processing, and 

sectioning is likely to introduce deformations leading to inaccuracies compared to in situ 

stereotaxic coordinates (Chan et al., 2007; Li et al., 2013). Another limitation of currently 

available stereotaxic atlases is the manual approach in identifying skull landmarks for 

determining the origin of the coordinate system and correct angle of the brain. To circumvent 

these limitations, objective and consistent detection of skull landmarks may be achieved by 

applying a standardized computational approach similar to the one developed by Blasiak and 

colleagues (Blasiak et al., 2010) and using population-averaged landmark locations for 

generating a coordinate system. 

To bridge the gap between microscopic and macroscopic imaging techniques while also 

enabling translation of findings from ex vivo datasets into in vivo space, we have developed a 

multimodal atlas framework. The framework includes MRI and LSFM brain templates, Mouse 

Brain Common Coordinate Framework (CCFv3) by Allen Institute of Brain Science (AIBS) with 

serial two-photon microscopy (STPT) brain template (Wang et al., 2020), and a stereotaxic 

coordinate system based on automatically detected landmarks on computed tomography 

(CT) -imaged skulls. The AIBS CCFv3 was chosen to bridge the LSFM and MRI templates with 

the aim to provide access to its comprehensive resources such as region delineations, gene 

expression database and tract-tracing experiments. Atlas resources will be made freely 

available via Github (https://github.com/Gubra-ApS/Multi-modal-mouse-brain-atlas) to 

enable adoption of multimodal approach in standardized computational image analysis 

pipelines. 

 



2. Results 

2.1 Concept of the multimodal atlas framework 

 

Fig. 1 Framework for a multimodal mouse brain atlas with a stereotaxic coordinate system. 

CT- and MRI-imaging of 12 mouse head volumes enabled generation of a high-resolution T2-

weighted ex vivo-in situ brain template with a coordinate system based on semi-automatically 

extracted skull landmarks. In order to equip brain templates of different imaging modalities 

with the same atlas functionalities, a skull-derived coordinate system was transferred from 

the MRI template to the AIBS CCFv3 and LSFM templates, and region annotations from the 

AIBS CCFv3 to the MRI and LSFM templates (latter described in (Perens et al., 2021)). 

Dedicated deformation field volumes were constructed to facilitate mapping of datasets 

between the three template spaces. All brain templates have an isotropic voxel size of (25 

µm)3 and are shown together in the figure with a CT-skull in the same scale. 

 

Multimodal atlases combine brain templates of different imaging modalities in one common 

space. For the multimodal atlas framework (Fig. 1), we chose another approach as whole-

brain samples for LSFM and STPT are extracted from skull, undergo chemical treatment 

(before LSFM) or sectioning (during STPT), resulting in considerable morphological differences 

compared to in vivo/in situ MRI-imaged brains. Therefore, the current atlas framework 

comprises of MRI-, STPT- and LSFM-based brain templates in their own respective 

morphological spaces. The MRI brain template was constructed from high-resolution T2-

weighted images of brains imaged in skull to mimic in vivo setting as closely as possible. The 



STPT- and LSFM-based brain templates were adopted from the AIBS CCFv3 (Allen Institute for 

Brain Science, 2017; Wang et al., 2020) and previously described iDISCO/LSFM-based atlas 

(Perens et al., 2021). All brain templates were resampled to isotropic voxel size of (25 µm)3. 

For enabling transfer of datasets from one template space to another, applicable mapping 

fields were constructed from deformations introduced when aligning the MRI and AIBS STPT-

based templates as well as the AIBS STPT- and LSFM-based templates. Here, the AIBS STPT-

based template served as an intermediate between the in situ MRI and ex vivo LSFM spaces. 

In addition to MRI-, STPT- and LSFM-based brain templates, the multimodal atlas framework 

includes average diffusion MRI parameter maps, detailed region delineations and stereotaxic 

coordinates in all template spaces. Brain region delineations were adopted from the AIBS 

CCFv3 and transferred to the other template spaces via mapping fields (the LSFM template 

already included the AIBS CCFv3 region delineations imported in a similar fashion in a previous 

work (Perens et al., 2021)). An anatomically accurate stereotaxic coordinate system was 

generated by computationally identifying standard reference landmarks in CT-imaged skulls 

and spanning out a coordinate system related to average bregma and lambda positions in the 

MRI space. Mapping fields were applied here to transfer the coordinate system to the AIBS 

STPT and LSFM spaces. 

2.2. Experimental design 

 

Fig. 2 Computational pipeline for generating a multimodal mouse brain atlas. The 

computational pipeline describes the architecture and order of the image processing steps 

for integrating information from CT, MRI, STPT-based AIBS CCFv3, and LSFM. Color-coding of 



the steps relates to the modality where information has been extracted from: purple denotes 

CT, green T2-weighted MRI, light green diffusion MRI, orange LSFM, and blue STPT. Edges 

connecting the pipeline nodes describe the nature of processing steps: arrow with continuous 

line indicates computation and application of a transformation matrix while arrow with 

dashed line stands for application of an already computed transformation matrix, arrow with 

several arrow-heads indicates region-wise mapping while arrow with single arrow-head 

stands for whole-brain mapping, and an edge with circular tip connects to the next 

intermediate result in the computation pipeline achieved by other means than registration. 

Roman numbers refer to the intermediate results of the processing pipeline shown in Fig. 3 

and 4. 

 

The pipeline for setting up multimodal atlas framework (depicted in Fig.2) can be divided into 

three main stages: data acquisition, sample level image processing and template level image 

processing. Data acquisition involved collection of image volumes from 12 mouse heads with 

micro-CT, MRI and LSFM while MRI comprised of T2-weighted structural and diffusion-

weighted scans. Initial processing at sample level included segmenting of brain tissue and 

cranial bone from the T2-weighted MRI scans. Brain tissue segmentations were used as masks 

to remove skull and superficial non-brain tissue from the T2-weighted images and skull 

segmentations served as proxies to mediate alignment of CT-imaged skull volumes to T2-

weighted MRI brain images of each individual mouse. Subsequently, exact locations of the 

reference landmarks, bregma and lambda, were identified from MRI-aligned CT skull surfaces. 

In parallel, diffusion tensors were reconstructed from diffusion-weighted MRI and parameter 

maps computed from diffusion tensors. Individual LSFM-imaged brain volumes underwent 

pre-processing similarly to previously published data (Perens et al., 2021).   

Processing at template level involved generation of T2-weighted MRI brain template by 

iterative multi-resolution alignment and averaging algorithm (Kovačević et al., 2005; Kuan et 

al., 2015; Umadevi Venkataraju et al., 2019). A chain of transformation matrices computed in 

the template creation process for aligning individual T2-weighted MRI images were applied 

to bregma and lambda of the same animals for transferring skull landmarks to an average T2-

weighted MRI template. Subsequently, an average location was determined for template-

aligned bregma and lambda landmarks followed by generation of a 3D coordinate system in 

the MRI space. Diffusion parameter maps of individual animals were transferred to an 

oriented T2-weighted MRI template and averaged. Finally, the T2-weighted MRI-, AIBS STPT- 

and LSFM-based brain templates were linked to each other by 4D deformation fields resulting 

from bi-directional alignment of the T2-weighted MRI- and AIBS STPT-based templates as well 

as the AIBS STPT- and LSFM-based templates. Region delineation from the AIBS CCFv3 and 

stereotaxic coordinates from the T2-weighted MRI templates were transferred to the other 

templates by applying deformation fields generated in the previous step. 

 



2.3 Multimodal imaging of a mouse brain sample 

In the current work, we demonstrate the feasibility of sequential imaging the same mouse 

specimen with three very different modalities while preserving tissue integrity, tissue contrast 

and achieving high-quality datasets. Raw micro-CT, MRI and LSFM image volumes of the same 

specimen are shown in Fig. 3a. The micro-CT-imaged skull volume was acquired with an 

isotropic voxel size of (22.6 µm)3, the T2-weighted MRI with (78 µm)3, the diffusion-weighted 

MRI with (125 µm)3 and the LSFM tissue autofluorescence with (4.8 µm)2 in plane and 10 µm 

axial voxel size. Coronal, sagittal and lambdoidal sutures were clearly visible on the micro-CT-

imaged skull surface. The T2-weighted MRI brain image showed strong contrast between the 

white and grey matter, no signal in the skull area, and high signal for the superficial tissues. 

Diffusion-weighted MRI exhibited high signal in areas with restricted diffusion perpendicular 

to the applied gradient direction (in total 60 gradient directions were applied) and no signal 

for skull and superficial tissue. LSFM volumes of tissue autofluorescence show high contrast 

between different tissue types, despite keeping the perfusion fixed brain sample in phosphate 

buffered saline for 2-4 weeks while performing micro-CT and MRI scanning. Transferring the 

micro-CT skull dataset to one of the T2-weighted MRI brains shows that a mouse brain fills 

tightly the inner volume of the skull (Fig. 3b).  

2.4 Establishing precise origin and orientation for a stereotaxic atlas 

Stereotaxic coordinate systems rely on anatomical landmarks on the skull surface which have 

a fixed geometric relation to underlying brain structures and have uniform locations across 

individuals. Standard cranial landmarks are bregma and lambda, located at the intersection 

of the coronal suture with the cranial midline and at the intersection of lambdoidal suture 

with the cranial midline, respectively (Blasiak et al., 2010; Franklin and Paxinos, 1997). Both 

reference points are necessary to navigate accurately in the brain as they define the origin of 

the coordinate system and orientation of the head used in stereotaxic surgery. Fig. 3c-d 

visualizes the procedure for semi-automatically extracting bregma and lambda landmarks 

from CT-imaged skulls. 

Skull sutures made of connective tissue appear as few millimeter deep grooves between 

cranial plates. Due to their different depth compared to the skull surface, the sutures can be 

identified by generating a depth image in the dorsal-ventral axis. Then, the skull is extracted 

from the depth image and the top part of the skull surface is projected onto 2D plane by 

saving the voxels with highest intensity in dorsal-ventral axis. In the projected image, skull 

sutures appear as void structures and can be manually segmented (Fig. 3c, left). Individual 

skull sutures were then fitted (Fig. 3c, middle) and coronal and lambdoidal suture junctions 

at the sagittal suture were computed to obtain xy-coordinates of the landmarks (Fig. 3c, right). 

z-coordinates were determined by locating the outer edge of skull surface at the xy-

coordinate in the dorsal direction (Fig. 3d). 

To generate a stereotaxic coordinate system, skull landmarks were aligned with an anatomical 

brain template. For this purpose, the T2-weighted MRI brain template created from 12 mouse  



 

Fig. 3 Automatic extraction of bregma and lambda from CT skull volumes. a) Raw images of 

the skull and brain from the same mouse acquired sequentially via CT with efficient isotropic 

voxel size of (22.6 µm)3, T2-weighted MRI with isotropic voxel size of (78 µm)3, diffusion MRI 

with isotropic voxel size of (125 µm)3 (shown for one gradient direction from 60) and LSFM 

with (4.8 µm)2 in plane and 10 µm axial voxel size. Both T2-weighted and diffusion MRI were 

acquired from a brain in the skull. Brains were dissected from skulls for iDISCO+ treatment 

and clearing before performing LSFM. b) A rigidly aligned CT-imaged skull (purple) to the T2-

weighted MRI brain image (grayscale) of the same mouse. c) Extraction and fitting of coronal 



(red), sagittal (blue) and lamboidal (green) sutures for determining x-y-coordinates for 

bregma (∆) and lambda (ο). Sutures were extracted from maximum projection images of skull 

surfaces by manually drawn suture masks while bregma and lambda were found by 

identifying intersection points of the individual suture fits. d) Determination of the z-

coordinate for bregma (∆) and lambda (ο) on top of the skull. Roman numbers indicate steps 

in the processing pipeline shown in Fig. 2 for which the result is shown. 

 

brain images was used (Fig. 4a). Before transferring individual bregma and lambda 

coordinates into the template space, the T2-weighted MRI template was refined by contrast-

enhancement and mirroring a hemisphere with highest quality, resulting in a symmetric atlas 

when viewed from coronal and horizontal orientations. Individual bregma and lambda 

coordinates where then averaged in the template space, followed by rotation of the T2-

weighted MRI template for aligning the average bregma and lambda landmarks to the same 

horizontal level (Fig. 4b). The final template-space coordinates for the average bregma were 

x = 227.00 ± 4.73 voxels, y = 270.00 ± 5.80 voxels, z = 16.00 ± 1.85 voxels and for the average 

lambda were x = 227.00 ± 3.32 voxels, y = 462.00 ± 1.87 voxels, z = 16.00 ± 1.00 voxels (Fig. 

4b-c).  The average distance measured between bregma and lambda landmarks of individual 

animals was found to be Δ(bregma, lambda) = 192 ± 5.94 voxels corresponding to Δ(bregma, 

lambda) = 4.80 ± 0.15 mm. 

2.5 Skull-derived stereotaxic coordinate system for MRI, AIBS CCFv3 and LSFM atlases 

A stereotaxic coordinate system was generated in the oriented T2-weighted MRI template 

space originating from the average bregma position according to the coordinate-convention 

followed by Paxinos and Franklin (Franklin and Paxinos, 1997) with isotropic step size of 0.025 

mm (Fig. 4e, left column). The coordinate-convention defines that the x-axis corresponds to 

medial-lateral axis, the y-axis to anterior-posterior axis, and the z-axis to dorsal-ventral axis. 

Additionally, the convention implicates the x-coordinates are positive for both hemispheres, 

y-coordinates are positive anterior to the origin and negative posterior to the origin, and z-

coordinates are positive ventral to the origin and negative dorsal to the origin. The resulting 

coordinate system was transferred to the AIBS STPT- and LSFM-based templates via pre-

computed deformation fields (Fig. 4e, middle and right columns). Both the AIBS STPT- and 

LSFM-based templates were reoriented to show comparable y-coordinate values for 

structures in the same coronal planes. Also, a volume with the original orientation of the AIBS 

CCFv3 with skull-derived coordinates was kept in the atlas framework. Conversion of the 

coordinate system to the AIBS STPT- and LSFM-based templates caused the coordinate 

system to deform when following the same anatomical structures as in the T2-weighted MRI 

template. Since this deformation of the coordinate system reflects the changes incurred 

during tissue processing it is barely visible in the AIBS space while the coordinates in the LSFM 

space exhibited non-equidistant spacing and extensive deformation (Fig. 4e).  

 



 

 

Fig. 4 Skull-derived coordinate system in MRI, AIBS CCFv3 and LSFM spaces. a) The MRI 



template created from 12 in-skull-imaged T2-weighted MRI images using an iterative 

registration and averaging algorithm. b) Position of the average bregma (∆) and lambda (ο) 

points in the MRI template space visualized in sagittal and 3D top view. The MRI template was 

oriented such that the average bregma and lambda points are on the same z-level (shown by 

the cyan dashed line). c) Variation in bregma and lambda positions of individual skulls shown 

as a standard deviation from the average bregma and lambda in x-, y-, and z-dimensions. d) 

Coronal slices of averaged diffusion tensor derived parameters created from 7 in-skull-imaged 

diffusion-weighted MRI images: fractional anisotropy (FA), B0, mean diffusivity (MD), radial 

diffusivity (RD) and axial diffusivity (AD). Intensity in FA maps was scaled to range [0,1] and 

intensity of MD, AD and RD to range [0,0.0006]. e) A coordinate system was created in the 

bregma-lambda oriented MRI template space with isotropic coordinate spacing of (25 µm)3  

and transferred to the AIBS CCFv3 and bregma-lambda oriented LSFM template spaces by 

applying transformation matrices from the whole-brain mapping between the MRI template 

and AIBS CCFv3 and region-wise mapping between the AIBS CCFv3 and LSFM template. The 

coordinate system is visualized in horizontal view for x-coordinates, coronal view for z-

coordinates, and sagittal view for y-coordinates. Color scale indicates coordinate values for 

every voxel and equidistant (step size 250 µm from origin) contour lines (black) indicate levels 

at which coordinate values are constant. Roman numbers indicate steps in the processing 

pipeline shown in Fig. 2 for which the result is shown. 

 

2.6 Integrating information between atlas spaces 

Conversion of data volumes between the MRI, AIBS CCFv3 and LSFM spaces is enabled via 

deformation fields provided together with the multimodal atlas. Deformation fields are 4D 

matrices describing the 3-dimensional movement of every voxel in a transferable data volume 

which can be applied to image volumes using a software for biomedical image registration 

(e.g., Elastix). Conversion of the skull-derived stereotaxic coordinate system to the AIBS CCFv3 

and LSFM spaces was performed using constructed deformation fields. Identical anatomical 

structures were found in the close proximity of the landmarks in the MRI-, AIBS STPT- and 

LSFM-based templates indicating correspondence of the skull-derived stereotaxic coordinate 

system in all three template spaces (Fig. 5a). For demonstrating mapping accuracy between 

the MRI-, AIBS STPT-, and LSFM-based templates, a random LSFM and T2-weighted MRI image 

was aligned to all three brain templates via deformation fields (Fig. 5b). Matching structures 

of every brain template with the overlayed sample volume suggest that the transfer between 

brain templates of the multimodal atlas is accurate. 

3. Discussion 

Recent progress in non-destructive neuroimaging methods and registration software has 

enabled sophisticated alignment strategies for establishing a multimodal mouse brain atlas 

framework with stereotaxic coordinates. In contrast to previously reported multimodal 

atlases, which combine brain templates from different types of imaging modalities and region 

delineation overlay in one reference space (MacKenzie-Graham et al., 2004; Nie et al., 2019; 



Purger et al., 2009), the multimodal atlas framework preserves the templates in their 

modality-specific space together with region delineations and stereotaxic coordinates. 

Deformation fields make it possible to move newly acquired datasets between the template 

spaces. The approach adopted in previously published research works for creating multimodal 

atlases, suits well for integrating modalities relying on similar sample processing protocols 

and thus, results in brain templates with comparable morphology, which do not require 

extensive deforming upon alignment. Alignment of such brain templates with newly acquired 

sample volumes, would not affect registration quality due to rather small morphological 

differences between the template and sample. However, processing of LSFM-imaged samples 

introduce morphological changes due to tissue shrinkage caused by clearing media (Qi et al., 

2019; Renier et al., 2016). Given the different morphologies, combination of MRI and LSFM 

brain templates would result in error-prone whole-brain mapping requiring laborious region-

wise registration procedures for aligning newly acquired samples with respective templates. 

This is avoided here, when using modality-specific spaces in the multimodal atlas. 

Angle and origin of the stereotaxic coordinate system generated for the multimodal atlas 

framework rely on standard skull landmarks bregma and lambda. In the past, few alternative 

landmarks have been proposed for navigating in murine brains. Chan and colleagues (Chan et 

al., 2007) suggested a new landmark pair consisting of the lambda suture junction and the 

rostal confluence of the venous sinus (RCS) anterior to bregma, as they showed not only less 

variability between specimen, but also between mouse strains compared to using paired 

bregma and lambda. Intersection point of the posterior edges of the cerebral hemispheres as 

an origin of a stereotaxic coordinate system for murine brains has also been proposed (Xiao, 

2007). As both landmark systems are not visually detectable from the dorsal skull surface and 

can only be visualized in an intersectional view of the imaged skull or brain, they require 

exposure of the brain or image-guidance during surgery. Stereotaxic surgeries of rodent 

brains are rarely performed with CT- or MRI-guidance, but emerging camera-guided robotic 

systems for intra-cranial surgeries (Ly et al., 2021) combined with neural networks (Zhou et 

al., 2020) could help to identify less variable cranial landmarks to potentially adopt additional 

anatomical reference points. 

In the current work, bregma and lambda landmarks were detected from CT-imaged skull 

surfaces by identifying intersection points of fitted cranial sutures. Similar to Chan and 

colleagues (Chan et al., 2007), we observed higher variance when identifying bregma 

coordinates compared to lambda coordinates in all three dimensions, which is in agreement 

with more variable shape and sharper angle between coronal sutures compared to 

lambdoidal sutures. Highest standard deviation from the mean coordinates was found in y-

dimension for both landmarks and reached maximally 145 µm. This could be attributed to the 

initial manual orientation of individual skulls into a flat-surface position for landmark 

detection, resulting in slightly different perspective to suture lines in the maximum-projection 

image of the skull surface. Identification of bregma and lambda coordinates from individual 

animals allowed to determine the mean distance between reference landmarks. Consistently  



 

Fig. 5 Correspondence of the coordinate system and accuracy of deformation field mapping 



between the MRI, AIBS CCFv3 and LSFM spaces. a) Two anatomical landmarks, one in the 

dentate gyrus (two upper panels) and one in the parabrachial nucleus (two lower panels), 

shown in the MRI, AIBS CCFv3, and LSFM template spaces in coronal and sagittal view. Purple 

crosshair indicates the spatial location of the exact same x-, y-, and z-coordinate in all three 

template spaces. b) Checkerboard representation of a randomly picked MRI- (upper panel) 

and LSFM-imaged (lower panel) brain sample registered to the MRI, AIBS CCFv3, and LSFM 

template spaces via constructed deformation fields. The mapped MRI- and LSFM-imaged 

samples are visualised in grayscale while the MRI, AIBS CCFv3 and LSFM templates are 

depicted in green, blue and orange color scales, respectively. 

 

approx. 0.6mm higher values for bregma-lambda distance were observed compared to 

reported values (Aggarwal et al., 2009; Franklin and Paxinos, 1997; Zhou et al., 2020). This is 

probably related to the parabolic fitting of coronal sutures in this work, causing bregma to 

move slightly anterior from the true intersection point of the coronal and sagittal sutures. 

The multimodal atlas framework has a fixed 25 µm isotropic voxel size. Re-sampling of the 

atlas to other voxel sizes can be accomplished by creating all templates with the new voxel 

size, calculating mapping fields between the templates, and aligning a newly generated 

coordinate system with updated grid-spacing with other templates. Assigning coordinate 

values at ventricle borders posed a challenge in bridging the different imaging modalities due 

to observed enlargement of ventricles in cleared brains. To overcome this, we used 

interpolation of coordinates from neighbouring regions. This can potentially result in minor 

inaccuracies, as one voxel in the MRI space can be mapped to several in LSFM space.  

 

 Multimodal 

atlas 

Franklin and 

Paxinos  

AIBS CCFv1  Aggarwal et. 

Al., 2009 

Age [weeks] 10 8-14 8 9 

Skull extraction no yes yes no 

Modality MRI 2D histology 2D histology MRI 

Sample 

treatment 

perfusion 

fixation 

perfusion 

fixation, frozen 

fresh-frozen perfusion 

fixation 

Width in x [mm] 10.2 9.2 10.6 10 

Length in y [mm] 14.3 15.0 15.0 14.3 

Depth in z [mm] 7.3 5.9 7.3 6.3 

Table 1. Dimensions of brain templates in existing stereotaxic brain atlases for C57Bl/6J mice. 

Dimensions describe the size of the brain template in 3-dimensions and are derived from 

stereotaxic grids overlayed with the template. x-, y- and z-axis correspond to medial-lateral, 

anterior-posterior and crania-caudal axes, respectively. Length of the brain in y-axis was 

defined as the distance between the tip of the olfactory bulb and the end of cerebellum. 



Measurements of the width, length and depth of the brain templates have an uncertainty of 

0.1-0.2 mm depending on the atlas. 

The skull-derived coordinate system allows for comparing the dimensions of the ex vivo-in 

situ-imaged T2-weighted MRI template to dimensions of other existing stereotaxic atlas 

templates (Table 1). Comparison of brain templates from different standard atlases reveals 

that width and depth of the Franklin and Paxinos atlas template is at least 1 mm smaller than 

that of the multimodal atlas MRI template. Furthermore, length of the AIBS CCFv1 and 

Franklin and Paxinos atlas template is 0.7 mm larger while depth of Aggarwal’s template was 

found to be 1 mm smaller compared to the respective dimensions of the multimodal atlas 

MRI template. Size discrepancies to the multimodal atlas MRI template can be related to age 

and biological variance between individual brains, since the T2-weighted template is based 

on population-averaged brain volume, whereas templates of the other stereotaxic atlases rely 

on single specimen. The possible reason for considerably smaller width and depth of the 

Franklin and Paxinos atlas template is due to fixation-related shrinkage of skull-extracted 

tissue (Lee et al., 2021). Increased length of the Franklin and Paxinos atlas and the AIBS CCFv1 

template could be caused by variations in microtome section thickness of a few-µm range 

accumulating for hundreds of collected sections.  

We and others have previously mapped brain-wide response to CNS drug treatment at high 

resolution using light sheet microscopy (Gabery et al., 2020; Hansen et al., 2021; Kjaergaard 

et al., 2019; Skovbjerg et al., 2021). These studies have revealed important insights into brain 

circuits influenced by drug treatment. Further analysis of these identified neuronal 

populations using e.g., brain site-specific drug application, viral tract-tracing for connectome 

studies or electrode implantation has been hampered by difficulties in transferring the 

coordinates from the LSFM space in vivo settings. First, the presented atlas framework allows 

identifying the exact spatial location of neuronal populations in vivo for performing accurate 

stereotaxic targeting. Secondly, compatibility of the LSFM space with the MRI and AIBS CCFv3 

space permits large-scale integration of LSFM-imaged neuronal populations with AIBS’ gene 

expression and connectivity atlases. The applicability extends also to other open-source MRI, 

STPT and LSFM datasets available at Neuroimaging Tools & Resources Collaboratory (NITRC) 

repository, OpenNeuro platform by Stanford Center for Reproducible Neuroscience, EBRAINS 

data repository. 

In summary, we have established a multimodal mouse brain atlas framework with a skull-

derived coordinate system, including ex vivo-in situ MRI-based, the AIBS ex vivo STPT-based, 

as well as ex vivo LSFM-based templates in modality-specific spaces, and deformation fields 

bridging the 3D whole-brain templates. The purpose of the atlas is to facilitate integrating and 

performing combined analysis of in vivo and ex vivo whole-brain datasets via co-registration. 

Also, the atlas provides stereotaxic coordinates more closely reflecting in situ coordinates for 

enabling anatomically more accurate data reporting and improve stereotaxic surgery 

procedures. The multimodal atlas framework is extendable with other brain templates (e.g., 

based on various MRI contrasts, clearing methods, imaging modalities), region delineation 



volumes (e.g., (Chon et al., 2019)), coordinate systems based on different origin (e.g., (Chan 

et al., 2007; Xiao, 2007)), anatomical  maps (e.g., vascular trees (Di Giovanna et al., 2018; 

Todorov et al., 2020), and structural connectivity (Friedmann et al., 2020).  

4. Materials and methods 

4.1 Animals and sample preparation 

Animal experiments were conducted in compliance with internationally accepted principles 

for the use of laboratory animals and approved by Danish Animal Experiments Inspectorate 

(license #2013-15-2934-00784). Male C57Bl/6J mice (n=12) were obtained from Janvier Labs 

(Le Genest-Saint-Isle, France) and housed in controlled environment (12h light/dark cycle, 

21±2˚C humidity 50±10%) with ad libitum access to tap water and chow (Altromin 1324, 

Hørsholm, Denmark). 10-week old mice were sacrificed via transcardial perfusion of 

heparinized phosphate buffered saline (PBS) and 40 ml of 10% neutral buffered formalin 

(CellPath, Newtown, UK) while under 2-4% isoflurane/O2 (Attane Vet., ScanVet Animal Health, 

Fredensborg, Denmark) anaesthesia. Mouse skulls were removed and cleaned from 

superficial tissue, then post-fixed in 10% neutral buffered formalin for four days at 4˚C and 

washed to remove excess fixative in PBS/NaN3 for 2-4 weeks until CT and MRI. After CT and 

MRI imaging, brains were carefully dissected from skulls and processed according to iDISCO+ 

(immunolabeling-enabled three-dimensional imaging of solvent-cleared organs) protocol 

(Renier et al., 2014) as described in (Perens et al., 2021) using reagents from the same 

vendors. In contrast to the original iDISCO+ protocol, no antibodies were included in the 

staining buffers. 

4.2 Data acquisition 

4.2.1 Micro-computed tomography (micro-CT) 

For obtaining bregma and lambda locations from skull surface, 3D mouse skull volumes were 

imaged using high-resolution micro-CT. Bregma and lambda are visually detectable landmarks 

on the skull, which are conventionally used to navigate in the brain of a living mouse, for 

example during stereotaxic surgeries. Image volumes were acquired with ZEISS XRadia Versa 

XRM-410 scanner at the 3D Imaging Centre, at Technical University of Denmark, by collecting 

1601 projections of the skull with exposure time of 2s per projection and tube voltage set to 

50 kVp. Resulting skull volumes exhibited isotropic voxel size of (22.6 µm)3. 

4.2.2 Magnetic resonance imaging (MRI) 

Ex vivo-in situ MRI mouse brain scanning was done at the Danish Research Centre for 

Magnetic Resonance using a 7.0 T Bruker Biospec preclinical MRI system equipped with a 

maximum strength of 660 mT/m. Transmit/receive used a dual cryogenic radiofrequency 

surface coils optimised for mouse brain MRI (CryoProbe, Bruker Biospin MRI GmbH, Ettlingen, 

Germany). The imaging protocol included a 3h-long high-resolution structural T2-weighted 

MRI and a subsequent 13h-long diffusion-weighted scan. For acquiring the T2-weighted MRI, 

a True 3D FISP sequence (i.e., gradient balanced steady-state coherent sequence along three 



axes) was used with the following settings: flip angle = 30˚, TE = 2.5 ms, TR = 5.1 ms, number 

of repetitions = 1, number of averages = 60, bandwidth = 12 5kHz, image size  = 256 × 256 × 

128 pixels, field of view = 20 mm × 20 mm × 10 mm, and isotropic voxel size of (78 µm)3. For 

acquiring the diffusion-weighted MRI, a spin echo sequence with single line read-out was used 

with the following settings: flip angle = 90˚, TE = 26 ms, TR = 5700 ms, number of repetitions 

= 1, number of averages = 1, bandwidth = 20 kHz, matrix size = 128 × 128, field of view = 16 

mm × 16 mm, number of slices = 55, slice thickness = 0.125 µm, isotropic voxel size of (125 

µm)3, gradient strength = 456 mT/m, gradient duration = 5 ms, gradient separation = 13 ms, 

encoding duration =0.8 ms, and number of directions = 60. A b-value of 4000 s/mm2 adjusted 

to ex vivo tissue with decreased diffusivity was used. 

4.2.3 Light sheet fluorescence microscopy (LSFM) 

Skull-dissected and cleared brain samples were imaged in dibenzyl ether in axial orientation 

on a LaVision ultramicroscope II (Miltenyi Biotec, Bergisch Gladbach, Germany) equipped with 

a Zyla 4.2P-CL10 sCMOS camera (Andor Technology, Belfast, UK), SuperK EXTREME 

supercontinuum white-light laser EXR-15 (NKT Photonics, Birkerød, Denmark), and MV PLAPO 

2XC (Olympus, Tokyo, Japan) objective lens. Version 7 of the Imspector microscope controller 

software was used. Images from tissue the structure were acquired at an excitation 

wavelength 560 nm ± 20 nm and emission wavelength of 620 nm ± 30 nm with 80% laser 

power, 1.2X total magnification, 257 ms exposure time, 9 horizontal focusing steps, and 

blend-blend mode in a z-stack at 10 µm intervals. Resulting  brain volumes (16 bit-tiff) had a 

(4.8 µm)2 in-plane and 3.8 µm axial voxel size (NA = 0.156). 

4.3 Brain atlases bridged in the current work 

4.3.1 Mouse common coordinate framework by Allen Institute of Brain Science (AIBS CCF) 

Latest version of the AIBS CCF, CCF version 3 (CCFv3) released in 2017 includes a 3D template 

brain based on tissue autofluorescence volumes and an annotation volume with 662 region 

delineations (Allen Institute for Brain Science, 2017; Q. Wang et al., 2020). Raw data of the 

template stems from 1675 specimens collected with a serial two-photon tomography (STPT) 

in the red channel (excitation at 925 nm) in coronal 2D sections with an in-plane voxel size of 

(0.35 µm)2 at every 100 µm through the anterior-posterior axis. The CCFv3 is accessible with 

isotropic voxel sizes of (10 µm)3 and (25 µm)3 which could be realized in anterior-posterior 

dimension due to slight offsets in positions of vibrotome-cut sections for each brain. Region 

annotations provided by the CCFv3 are manually drawn delineations in 3D space based on 

features from structural, transgenic, tracing, cytoarchitectonic, chemoarchitectonic, and in 

situ hybridization datasets. 

4.3.2 Light sheet fluorescence microscopy (LSFM) based mouse brain atlas 

The LSFM based atlas was made publicly available in 2020 and includes a 3D template brain 

based on tissue autofluorescence volumes of iDISCO+ processed brains and an annotation 

volume transferred region-wise from the AIBS CCFv3 (Perens et al., 2021).  An anatomical 



template of the LSFM atlas was created from 139 brain volumes acquired in the red channel 

(excitation at 560 nm ± 20 nm, emission at 650 nm ± 25 nm) by optically sectioning samples 

in the axial orientation with (4.8 µm)2 in-plane voxel size, 3.8 µm axial voxel size, and a 10 µm 

distance between the sections. The final voxel size of the LSFM atlas is (20 µm)3 in all three 

dimensions. The atlas is fully dedicated for mapping cleared and LSFM-imaged brain samples 

as the chemicals used in the iDISCO+ protocol causes brain samples to deform resulting in a 

different morphology than the AIBS CCFv3 template. 

4.4 Image processing 

4.4.1 General 

The majority of data processing was performed in Python 3.7 except the extraction of brain 

tissue from T2-weighted MRI scans which was performed in MATLAB R2020a. All the scripts 

used for data processing were custom-made and based on publicly available packages such 

as, Numpy (Harris et al., 2020), Scikit-image (van der Walt et al., 2014), SciPy (Virtanen et al., 

2020), and SimpleITK (Beare et al., 2018; Lowekamp et al., 2013; Yaniv et al., 2018) for Python, 

and NIfTI (Shen, 2021) for MATLAB. Diffusion parameter maps were calculated with MRtrix 

toolbox 3.0 (Tournier et al., 2019). ITK-SNAP 3.8 (Yushkevich et al., 2006) was used for 

visualizing processing results as well as performing manual corrections to tissue masks. The 

Elastix toolbox 4.9 (Klein et al., 2010; Shamonin et al., 2014) was deployed to implement 

registrations. 

4.4.2 Generation of brain and skull masks 

As the MRI-volumes were acquired from mouse brains in the skull, skull stripping was 

performed before co-registration and averaging of the brain samples for generating a T2-

weighted template brain. For extracting the brain from the surrounding tissue, a T2-weighted 

structural image was binarized such that all voxels belonging to the brain tissue were given 

the value 1 and all voxels belonging to the background the value 0. As several voxels in the 

tissue around the skull showed intensity values in the same range as the voxels in the brain 

tissue, the binarized image underwent morphological opening and erosion with a disk-formed 

structuring element (radius = 2). Subsequently, the biggest connected component was found 

from the image and dilated with the same structuring element as used in previous 

morphological operations. Finally, left-over holes in the brain mask were filled and manual 

corrections were made in the hindbrain area where the signal intensity of the original image 

was the lowest. 

For mitigating co-registration of CT-imaged skull volumes to MRI-images of the same 

individuals, a coarse skull mask was generated for individual T2-weighted image. First, the T2-

weighted image was binarized at the threshold found by Otsu’s method. Then, the brain mask 

of the same T2-weighted image was dilated using a cubic structuring element until the mask 

reached the outer edge of skull. Finally, voxels of the binarized T2-weighted image which have 



positive intensity values outside of the skull surface are set to zero using the dilated brain 

mask. 

4.4.3 Registration at sample level 

The registration procedures at sample level were initialised by up-sampling of CT, MRI, and 

tissue mask volumes to (25 µm)3 voxel size followed by multi-resolution rigid alignment of 

MRI images to the AIBS CCFv3 template for orienting every sample volume to the standard 

orientation. Subsequently, CT-imaged skulls were registered to the corresponding MRI images 

by multi-resolution rigid registration via skull masks extracted from T2-weighted images. A 

multi-resolution registration strategy for mapping of CT-skulls was realized by blurring fixed 

and moving image volumes with smoothing kernels of decreasing size before performing 

registration at every resolution level. Both rigid registration procedures were performed by 

maximizing normalized correlation for fixed and moving image pairs and using stochastic 

gradient descent as an optimization method. 

The T2-weighted MRI mouse brain template was generated by applying the same registration 

procedure used for creating the LSFM mouse brain template (Perens et al., 2021) inspired by 

(Chan et al., 2007; Kuan et al., 2015; Umadevi Venkataraju et al., 2019). In brief, the algorithm 

involved one multi-resolution affine and five uni-resolution B-spline transformation steps at 

increasing resolutions. Increase in resolution was realized by decreasing the size of the 

smoothing kernel, down-sampling, and spacing of control points of the deformation grid. 

After every registration step, resulting datasets were intensity averaged to generate an 

intermediate average brain which served as a reference brain volume in the following 

registration step. All registration steps used to create the T2-weighted MRI mouse brain 

template deployed mattes mutual information as a similarity metric and gradient descent as 

an optimization method. For B-Spline registrations, the following optimization parameters 

were specified: gain factor a = 10000, α = 0.6, A = 100. For realizing symmetry between the 

hemispheres of the resulting average T2-weighted MRI brain, a final very coarse multi-

resolution B-spline registration to the AIBS CCFv3 was performed using same similarity metric, 

optimization method, and parameters as for the previous registrations except that 

registration was only performed at 2 lower resolutions with a = 5000.  

4.4.4 Registration at template level 

Registration procedures at the template level involved computing transformation matrices to 

enable mapping between the T2-weighted MRI and AIBS CCFv3 templates and between the 

AIBS CCFv3 and LSFM templates (all templates with isotropic voxel size of (25 µm)3). While 

mapping between the T2-weighted MRI and AIBS CCFv3 templates was performed in a whole-

brain manner, alignment of the AIBS CCFv3 and LSFM templates required region-wise 

approach as shown in (Perens et al., 2021). The previous work focused only on registration of 

the AIBS CCFv3 template to the LSFM template, in the current work registration was also 

conducted in the opposing direction. All between-template registrations included multi-

resolution affine and B-spline transformations with the mattes mutual information similarity 



metric and a gradient descent optimization method. For B-spline registrations, the following 

optimization parameters were specified: a = 10000 (in case of hindbrain a = 40000 and septum 

a = 50000), α = 0.6, A = 100. Multi-resolution strategy was realized by decreasing the size of 

the smoothing kernel, down-sampling, and spacing of the control points of the deformation 

grid.  

4.4.5 Detection of skull landmarks 

Skull landmarks bregma and lambda were determined from every CT-imaged skull sample by 

a semi-automatic computational algorithm. First, a subvolume constituting only the dorsal 

half of the skull with sutures was sampled from a CT-skull volume aligned to the 

corresponding T2-weighted MRI image (described in 4.4.3). Then an intensity threshold (Iglobal 

= 1) was found for distinguishing the skull from the background, a depth image was computed 

by summing up all voxels belonging to the background along the z-axis (dorsal-ventral axis), 

and the depth image was smoothed with a Gaussian kernel (σdepth = 3). Subsequently, 

maximum projection of the extracted skull surface along z-axis was calculated, slightly 

smoothed with a Gaussian kernel (σprojection = 0.5), and thresholded (Isuture = 2.5) for visualizing 

the sutures clearly. Suture curves were extracted from the final maximum projection image 

by applying manually drawn masks for coronal, sagittal, and lambdoidal sutures. The mask for 

the lambdoidal suture only included straight horizontally oriented sutures and excluded the 

triangular part of the suture. While the coronal suture was fitted by quadratic least squares 

regression, both sagittal and lambdoidal sutures were fitted by linear least squares 

regression. In-plane (x and y) coordinates for bregma were identified by calculating the 

intersection of coronal and sagittal suture fits and for lambda by calculating the intersection 

of sagittal and lambdoidal suture fits. For determining the z-coordinate of bregma and 

lambda, which is by definition located on top of the skull, a small subvolume (5-10 pixels x 10 

pixels x number of pixels in z-axis) was extracted from the whole CT-skull volume. 

Subsequently, intensity values in x- and y-axis were averaged resulting in intensity profile of 

the skull in the z-axis at a close vicinity to the xy-locations of bregma and lambda. z-coordinate 

was finally found by identifying the outer boundary between the skull surface and background 

from the intensity profile.  

4.4.6 Generating and mapping of a stereotaxic coordinate system 

The chain of transformation matrices computed for the individual T2-weighted MRI images 

as described in 4.4.3 were applied to bregma and lambda landmarks extracted from MRI-

aligned CT-skulls of the corresponding animals for transforming landmarks to the T2-weighted 

MRI template space. Positions of the landmarks for the individual animals were averaged and 

the final T2-weighted MRI template together with the average landmarks was rotated such 

that bregma and lambda were aligned horizontally (i.e., positioned at the same z-level). A 

coordinate system could then be generated by using the average bregma position as an origin 

for all three dimensions and a step size equal to voxel size (step size = 0.025 mm). A coordinate 

volume was generated with the exact same matrix shape as the horizontally aligned T2-



weighted MRI template and every element in the coordinate volume was assigned a vector 

containing x-, y- and z-coordinate. The coordinate values assigned to the elements in the 

coordinate volume describe the distance of the voxel edge nearest to the origin from the 

origin in millimetres (e.g. when the x-coordinate of the voxel overlapping with bregma is 0, 

then the x-coordinate of the neigbouring voxel in lateral direction is 0.0125 (mm) and the next 

neighbouring voxel is 0.0125 (mm) + 0.0250 (mm) = 0.0375 (mm)). 

The transformation matrix resulting from mapping of the T2-weighted MRI template to the 

AIBS CCFv3 (described in 4.4.4) was applied to transfer the average bregma- and lambda-

derived coordinate system from the MRI template space to the AIBS CCFv3 space. Followingly, 

six transformation matrices resulting from mapping the AIBS CCFv3 region-wise to the LSFM 

template (described in 4.4.4) were applied to the coordinate system parcellated into cortical, 

cerebral nuclei, interbrain + midbrain, hindbrain, cerebellar, and septal subvolumes to 

transfer the coordinate system from the AIBS CCFv3 space to the LSFM template space. For 

reconstructing the whole coordinate system in the LSFM template space, subvolumes were 

merged into one volume. While original coordinates were kept in the non-overlapping areas, 

coordinates in the overlapping and gap areas needed to be interpolated. Interpolation was 

performed in 2D on planes showing gradient in coordinate values (x- and z-coordinates in 

coronal planes, y-coordinates in the axial planes). Post-processing of the coordinate system 

involved assigning reasonable coordinate values to left-over voxels based on coordinate 

values of neighbouring voxels. 

4.4.7 Generation of deformation fields  

Deformation fields were generated for providing a possibility to transform datasets fast and 

accurately between the T2-weighted MRI, AIBS CCFv3, and LSFM template spaces in all 

directions. The Transformix program (Klein et al., 2010; Shamonin et al., 2014) which comes 

as part of the Elastix toolbox 4.9 was used to generate the deformation fields and can also be 

utilized for applying them. As mapping between the T2-weighted MRI template and the AIBS 

CCFv3 was performed in whole-brain manner (described in 4.4.4), deformation fields 

provided by Transformix did not require further processing. However, as mapping between 

the AIBS CCFv3 and LSFM templates was performed in region-wise manner (described in 

4.4.4), Transformix created six deformation field volumes, one for mapping every region. 

These six region-specific deformation fields needed to be combined into one volume for 

facilitating transfer of whole-brain datasets between the AIBS CCFv3 and LSFM templates. For 

reconstructing the deformation field, vector-fields of every region were extracted from the 

corresponding deformation field volumes via masking and then merged into one volume. 

While the original vector-elements were kept in the non-overlapping areas, vector-elements 

in the overlapping and gap areas were interpolated in 2D-planes (x and z vector elements in 

the coronal planes, y vector elements in axial planes). Post-processing of the deformation 

field involved setting y and z vector elements outside the brain tissue to a very high value for 

avoiding ghost images in the mapped volumes.  



4.4.8 Processing of diffusion MRI images 

Diffusion datasets were successfully acquired for 7 animals. Pre-processing of diffusion-

weighted MRI involved coarse rotation of the volumes and gradient directions to the 

orientation of the T2-weighted MRI template, denoising (Veraart et al., 2016), and removal of 

Gibbs ringing (Kellner et al., 2016). Diffusion tensors were estimated from pre-processed 

diffusion-weighted MRI images for every voxel in the brain according to the standard Mrtrix 

toolbox 3.0 methodology and settings. Diffusion characteristics, such as fractional anisotropy 

(FA), mean apparent diffusion coefficient (ADC), axial diffusivity (AD), and radial diffusivity 

(RD), were derived from diffusion tensors (Basser et al., 1994). Additionally, B0-volumes (n=5) 

collected without diffusion-sensitizing gradients were averaged. Diffusion tensor datasets 

upsampled to voxel size of (25 µm)3 were registered to T2-weighted MRI template by mapping 

individual B0-volumes to the template using multi-resolution affine and B-spline registration 

and applying computed transformation matrices to the other diffusion parameter maps. 

Finally, the maps were averaged in the T2-weighted MRI template. 
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ABSTRACT 

 

Light sheet microscopy of fluorescently labelled and optically 

cleared intact organs is a novel approach which enables to 

visualize structure and function of the brain in 3D. The 

methodology is gaining popularity in the neuroscience community 

and dedicated algorithms are being developed for segmenting and 

quantifying different neurological markers. However, comparisons 

of marker characteristics between the study groups are 

conventionally performed by conducting statistical testing for 

every atlas-defined brain region. While this statistical approach 

yields viable results, it is biased by the region delineations and 

does not provide information on the signal properties at a voxel 

level. In this work, we convert the 3D histological signal from 

segmented c-Fos+ cells into a format suitable for conducting 

voxel-wise group comparisons and demonstrate the potential of a 

recent technique, probabilistic threshold-free cluster enhancement 

method, in a brief comparative study of six different approaches to 

voxel-based statistical analysis. 

 

Index Terms � threshold free cluster enhancement, voxel-based, 

statistics, light sheet fluorescence microscopy, iDISCO  
 

 

1. INTRODUCTION 

 

Recent advances in whole-organ immunohistochemical treatments 

and optical clearing [1]�[4] in combination with light sheet 

fluorescence microscopy (LSFM) have enabled investigating 

anatomy, normal physiology, and disease pathology in 3-

dimensional space [5]�[8]. The advantage of volumetric imaging is 

especially apparent when it comes to studying the complexity of 

the brain since it enables to capture different markers of interest in 

all brain areas at once while preserving the cytoarchitectonic 

structure of tissue. Moreover, image volumes of brains can be 

accurately mapped into a common reference space for comparing 

the signal across individual samples. Such methodology has 

successfully been applied to explore gene expression [9], cell 

populations [7], vasculature [10], neuronal projections [11], drug 

and other tracer distributions in the brain [12].  

 Widely used conventional analysis of the 3D-imaged 

sample volumes involves segmentation of a marker of interest 

followed by region-wise quantification and statistical testing [13] 

utilizing digital 3D atlases [14], [15]. While the region-based 

statistical analysis pinpoints brain areas which are affected by the 

treatment, it is highly dependent on the definition of region 

delineations. Consequently, the approach is not suitable for 

providing information on exact spatial origin, shape and spread of 

the signal, as well as distinguishing between multiple effects 

occurring within the same delineated region. Such characteristics 

could, however, be revealed by applying voxel-wise statistical 

analysis techniques which are already established in the functional 

MRI-field [16], [17]. 

 Pre-processing of the histological data is required prior 

to voxel-wise statistics due to biological inter-subject variability of 

the signal observed with microscopic resolution. This implies that 

the same signal does not necessarily appear in the exact same voxel 

in individual registered brain samples. Additionally, existing 

spatial statistics methods tend to assume continuous signals while 

histological datasets exhibit discrete signals. Vandenberghe and 

colleagues [18] have pioneered in adapting 3D histological datasets 

into a format suitable for conducting voxel-wise statistical analysis. 

Their approach relies on smoothing of marker segmentation 

volumes with a Gaussian kernel while the optimal standard 

deviation of the kernel is determined by a bootstrap error 

minimization algorithm.  

The goal of this work was to identify and implement the 

optimal voxel-wise statistical analysis approach for LSFM-imaged 

brain samples. Analysis of compound induced brain activation 

signatures seen by iDISCO+ c-Fos staining in salmon calcitonin 

(hormone regulating body weight) treated mice is provided as an 

example case and used to compare six different voxel-based 

statistical analysis methods. 

 

2. MATERIALS AND METHODS 

 

2.1. Animals and drug treatment 

Male 10-week-old C57Bl/6J mice obtained from Janvier Labs (Le 

Genest-Saint-Isle, France) were fasted for 12 hours before dosing 

with vehicle (n = 8, i.p., 50 mM sodium acetate with 5% mannitol, 
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5 ml/kg) and salmon calcitonin trifluoroacetic acid (n = 8, i.p., 12 

nmol/kg, 5 ml/kg; Bachem AG, Bubendorf, Switzerland). The 

mice were sacrificed two hours post-dose.  

2.2 Sample preparation and 3D imaging 

The mice were anesthetized by Hypnorm-Dormicum (s.c.), the 

brain samples were dissected from the skulls and processed 

according to the iDISCO+ protocol [2] as described in [15] using 

reagents and antibodies from the same vendors. The brain samples 

were scanned with Lavision ultramicroscope II 

(Miltenyi Biotec GmbH, Bergisch Gladbach, Germany). Respecive 

z-stacks were acquired in axial view at 10 μm intervals (1.2× 

magnification, NA=0.156, exposure time 254 ms) and the resulting 

volumes had an in-plane resolution of 4.8 μm and a z-resolution of 

3.78 μm.  Imaging was performed in two channels, 

autofluorescence at 560 ± 20 nm (excitation) and 650 ± 25 nm 

(emission) wavelength and c-Fos staining at 630 ± 15 

nm (excitation) and 680 ± 15 nm (emission) wavelength. 

2.3. Feature segmentation 

Acquired image volumes were examined for c-Fos+ cells using an 

adapted ClearMap cell detection routine [19] described in [15]. A 

binary segmentation labelling of the c-Fos+ cell centre coordinates 

was produced. One animal from each group was excluded from 

further analysis due to either unproportionally high or low total 

number of c-Fos+ in the brain. 

2.4 Pre-processing of segmentation volumes 

2.4.1 Registration 

The segmentation volumes were registered to the LSFM-based 

mouse brain atlas space (with a 20 μm isotropic resolution) via 

corresponding autofluorescence volumes through affine and b-

spline transformations [15] using the Elastix toolbox [20]. Mattes 

mutual information was utilized as a similarity measure for the 

registrations.  

2.4.2 Parameter optimization for pre-processing 

To facilitate a group-wise statistical comparison of the histological 

signal at voxel level, the detected cells in the segmentation 

volumes were converted into Gaussian random fields (format often 

assumed for voxel-based statistics methods). Vandenberghe and 

colleagues [18] showed that a suitable approach is to apply 

Gaussian smoothing to the cell segmentation volume, which results 

in a volume where voxel values correspond to cell density-like 

estimates. An optimal standard deviation of the smoothing kernel 

can be found via a bootstrap error minimization routine which is 

performed for every study group using a range of standard 

deviations for the smoothing kernel. The method requires 

generation of bootstrap sample sets in the size of the study groups 

while the sets contain randomly sampled combinations of 

individual segmentation volumes with replacement. Equation for 

computing the bootstrap error is 

 

      

  (1) 

 

where NID stands for number of individuals k in the study group, 

B\k for the bootstrap set containing all sample sets s excluding k, 

NB\k for number of sample sets in the B\k, n for number of voxels in 

the brain volume, μs for the mean smoothed segmentation volume 

of samples in set s and Sk for the segmentation volume of 

individual k. An optimal smoothing kernel broadens the support of 

each detected cell centre in the individual segmentation volumes, 

such that they best represent the average signal of the group. 

In this study 100 bootstrap sample sets were generated 

from un-processed segmentation volumes, and the bootstrap error 

was calculated for smoothing kernel standard deviations ranging 

from 1 to 4.5 voxels. 

 

2.4.3 Creating density maps for voxel-based statistics 

For the pre-processing of the registered cell segmentation volumes, 

signal appearing in sparsely populated areas (maximum 1 cell per 

100 μm3 in average for the treatment and the corresponding vehicle 

group volumes) was masked out from the segmentation images to 

avoid merging of diffuse cell clusters in the statistical analysis. 

Secondly, a Gaussian background noise (μ = 0, � = 0.1) was added 

to the cell segmentation volumes to avoid high statistical values 

due to zero background signal [21]. Finally, the segmentation 

volumes were smoothed with the optimal kernel and the signal 

from the right and left hemisphere was averaged to improve 

statistical power. 

 

2.5. Voxel-based statistical analysis 

Voxel-based statistical analysis was performed by investigating 

several statistical testing and correction techniques for multiple 

comparisons. A two-tailed student t-test (assuming unequal 

variance) and a subsequent conversion from t-values to z-values 

(which was required by some techniques) was carried out across 

the voxels in one hemisphere. Hereafter, six different approaches 

to correct for multiple comparisons were carried out: 1) family-

wise error rate (FWER) via the Bonferroni method [22], 2) false 

discovery rate (FDR) via the Benjamini Hochberg method [23], 3) 

cluster size inference (CSI) [24], 4) cluster mass inference (CMI) 

[24], 5) threshold-free cluster enhancement (TFCE) [25] and 6) 

probabilistic TFCE (pTFCE) [26]. FDR and FWER were included 

in the comparison because they are widely applied in the 3D- 

imaging field as default procedures. CMI, CSI, TFCE and pTFCE 

considered in the comparison have been proposed as alternative 

solutions for the multiple testing problem since unlike FDR and 

FWER they do not rely on problematic assumptions associated 

with signal smoothness and noise. 

For CSI and CMI, a user-defined cluster forming 

threshold was applied to the pre-processed segmentation volumes 

and the resulting clusters were quantified. In CSI, the cluster size 

was defined as the number of voxels belonging to a signal cluster 

and in CMI, the cluster mass was calculated by the sum of z-values 

of the voxels inside a cluster. The applied cluster forming 

thresholds were z = 1.96 (same as in [18]) and z = 

3.3, which corresponded to p = 0.05 and p = 0.001 respectively. 

Hypothesis testing for CSI and CMI was performed using 

permutation testing where a distribution under the null hypothesis 

was created by storing the maximum cluster size/mass at each 

permutation (number of permutations = 1000). Clusters with a 

size/mass greater than the threshold found at p < 0.05 in the null 

hypothesis distributions were considered significant. 

TFCE and pTFCE are both described as topology-based 

belief boosting methods, referring to the z-value of single voxels 

being enhanced by all voxels with a lower z-value if they are 

spatially connected. TFCE has two parameters that control how 

much emphasis should be put on cluster extent (E) and height (H). 

In this study, standard parameters E = 0.5 and H = 2.0 were used 

when performing TFCE [25]. TFCE relies on permutation testing, 

where the maximum enhanced z-value was stored for each 
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permutation (number of permutations = 1000). While pTFCE is 

similar to TFCE, it has been implemented in a probabilistic 

framework that relies on the aggregation of Bayes-rule derived 

conditional probabilities of threshold heights for certain cluster 

sizes. 

 

3. RESULTS AND DISCUSSION 

 

3.1. Optimal processing of cell segmentation volumes 

 

 
 

Fig. 1. Bootstrap error minimization for determining the optimal 

standard deviation of the Gaussian kernel for smoothing the cell 

segmentation volumes. The bootstrap error was computed 

separately for vehicle and salmon calcitonin treated animals.  

 

A central assumption of voxel-wise group comparisons is an 

overlapping signal region in registered tissue samples which can be 

achieved by smoothing the segmentation volumes with a Gaussian 

kernel of suitable size. The bootstrap error minimization scheme 

used for determining the smoothing kernel size [18] produced 

curves with convex shape for both vehicle and salmon calcitonin 

group (Fig. 1). Optimal standard deviation of the smoothing kernel 

was found to be 2.25 voxels for the salmon calcitonin group and 

2.5 voxels for the vehicle group. The bootstrap error curve for 

salmon calcitonin group exhibited a pronounced minimum whereas 

the bootstrap error curve for the vehicle was flatter in the vicinity 

of the minimum. 

The curvature of the bootstrap error is related to the 

spread of the segmented objects. The c-Fos signal for vehicle 

animals was diffuse and random whereas drug treatment evoked 

activity localized in certain brain areas. This also implies that the 

amount of smoothing has less effect on the baseline than on the 

drug induced signal in creating the signal overlap. Therefore, it is 

reasonable to use the optimal standard deviation of the Gaussian 

kernel found for the group with the smallest radius for bootstrap 

error function curvature to smooth the segmentation volumes of all 

study groups. Naturally, the optimal smoothing kernel size may 

vary depending on the treatment compound and the fluorescent 

marker studied due to different imaging parameters and signal 

characteristics (e.g. density, shape, size).  

 

3.2. Comparison of voxel-based statistics methods 

To determine a statistical method suitable for reliably recognizing 

and evaluating the origin, spread and significance of 3D 

histological signals, spatial p-value maps from six different 

statistical approaches were compared (Fig. 2). A heatmap for the 

average up- and downregulation of c-Fos expression (Fig. 2a) 

visualizes locations and shapes of signal clusters which are  

potential candidates for the effect of salmon calcitonin - bed nuclei  

of stria terminalis (BST), central amygdalar nucleus (CEA), 

paraventricular nucleus of the thalamus (PVT), parabrachial 

nucleus (PB), nucleus of the solitary tract (NTS) and dorsal motor 

nucleus of the vagus nerve (DMX). A statistical approach was 

considered to perform well if a significant activation was found in 

the candidate brain areas while maintaining low rate of false 

positives. 

The large number of voxels in the 3D imaged brain 

volumes, is a well-known issue of voxel-wise t-tests which 

manifests in a large amount of false positive voxels when left 

uncorrected (Fig. 2b) and only few significant voxels when 

corrected using the standard FDR (Fig. 2c) and FWER (Fig. 2d) 

methods [27], [28]. It is also important to mention, that FDR as 

well as FWER assume all performed tests are independent which is 

not the case for spatial data. Contrary to the FDR and FWER 

corrections, CSI and CMI demonstrate noticeable improvement in 

resolving signal location and shape (Fig. 2e-h). The number of 

signal clusters, their shape and significance level determined by the 

cluster-based methods are highly dependent on the user-defined 

parameters, which could facilitate confirmation bias in conducted 

studies. The results for the cluster-based methods also designate 

that the CMI approach is more reliable in detecting signal clusters 

than CSI (Fig. 2e-f). This results from the fact that CMI takes both 

the spatial extent of the signal as well as the signal magnitude into 

account while CSI is only dependent on the former. A major 

drawback for CSI and CMI, when detecting signals, is that a single 

p-value is assigned to all voxels inside a cluster. This means that if 

multiple signal sources are located within the same significant 

cluster, these will be obfuscated by CSI and CMI, unless the 

cluster-forming threshold is carefully chosen. 

 On the other hand, TFCE and pTFCE (Fig. 2i-j) detect 

significant clusters while retaining high spatial specificity, which 

can reveal signal differences between individual cluster voxels 

(Fig. 2k). TFCE and pTFCE are conceptually similar approaches 

and will deliver comparable results when appropriate parameters 

are found for TFCE. However, standard parameters proposed by 

Smith and Nichols [25] do not achieve identical results to pTFCE 

as seen in voxel-wise significance values and identification of the 

NTS-cluster (Fig.2i-j). Different standard parameters found for 

functional MRI [25] and EEG [29] indicate that the TFCE 

parameters are not universal but depend on the characteristics of 

the measured signal. To circumvent the laborious identification 

process of optimal TFCE parameters for various kinds of 

immunohistochemical stains and fluorescent markers, pTFCE 

could be applied for evaluating histological signals. An additional 

advantage of pTFCE over TFCE is its computational efficiency 

since pTFCE does not rely on permutation testing. 

Despite the clear benefits of pTFCE being parameter-

free, faster, and providing voxel level inference, we experienced a 

few practical limitations regarding diffuse signals and sample 

variance. According to our experience, if pTFCE and TFCE are 

performed on histological data which exhibits large areas with 

diffuse signal, the detected signal clusters can be merged into one, 

with reduced spatial specificity. This issue could be avoided by 

applying density filtering during the pre-processing procedure. 

Furthermore, TFCE and pTFCE seem to be extremely sensitive to 

signal differences between the individual animals belonging to the 

same study group which could be both related to either biological 

or experimental (e.g. laser strength, tissue damage, registration 

quality) origins. The issue of sensitivity could be overcome by 

including a sufficient number of animals in each study group (circa  
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Fig. 2. Comparison of spatial p-value distributions resulting from different voxel-based statistical analysis techniques and multiple 

comparison corrections. Brain areas exhibiting statistically significant (p < 0.05) regulation of c-Fos expression are highlighted and the 

levels of significance are divided into three discrete levels indicated by graded purple colors. Up- and downregulation heatmap of c-Fos 

expression is created by subtraction of the average vehicle heatmaps from the average treatment group heatmaps (individual heatmaps are 

generated by smoothing the segmentation volumes with a Gaussian kernel of � = 2.25 voxels). Visualizations are horizontal maximum 

intensity projections of the 3D dataset and were created with �����	
 software (version 2, Oxford in	������	���������������. 

10 or more). For characterizing the effect of a diffuse signal and 

sample variance on the TFCE and pTFCE outcomes, future studies 

should be undertaken using simulated datasets as they enable 

quantitative comparison of statistical maps to ground truth 

information. 

4. CONCLUSION 

Voxel-based statistics is a promising analysis approach which 

enables to investigate 3D histological data from a perspective 

complimentary to the conventional, region-based statistical 

analysis. Comparative analysis of the voxel-based techniques 

conducted in the current study revealed that the pTFCE method is 

superior to FDR, FWER, TFCE, and cluster-based techniques. The 

potential of the pTFCE approach lies in the ability to detect signal 

clusters unbiased by the atlas-defined regions, resolve the 3-

dimensional shape of the area where an effect takes place, and 

identify neuronal subpopulations affected by a treatment both in 

the same atlas-defined region as well as in the same signal cluster. 
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ABSTRACT

Objective: The development of effective anti-obesity therapeutics relies heavily on the ability to target specific brain homeostatic and hedonic
mechanisms controlling body weight. To obtain further insight into neurocircuits recruited by anti-obesity drug treatment, the present study aimed
to determine whole-brain activation signatures of six different weight-lowering drug classes.
Methods: Chow-fed C57BL/6J mice (n ¼ 8 per group) received acute treatment with lorcaserin (7 mg/kg; i.p.), rimonabant (10 mg/kg; i.p.),
bromocriptine (10 mg/kg; i.p.), sibutramine (10 mg/kg; p.o.), semaglutide (0.04 mg/kg; s.c.) or setmelanotide (4 mg/kg; s.c.). Brains were
sampled two hours post-dosing and whole-brain neuronal activation patterns were analysed at single-cell resolution using c-Fos immunohis-
tochemistry and automated quantitative three-dimensional (3D) imaging.
Results: The whole-brain analysis comprised 308 atlas-defined mouse brain areas. To enable fast and efficient data mining, a web-based 3D
imaging data viewer was developed. All weight-lowering drugs demonstrated brain-wide responses with notable similarities in c-Fos expression
signatures. Overlapping c-Fos responses were detected in discrete homeostatic and non-homeostatic feeding centres located in the dorsal vagal
complex and hypothalamus with concurrent activation of several limbic structures as well as the dopaminergic system.
Conclusions: Whole-brain c-Fos expression signatures of various weight-lowering drug classes point to a discrete set of brain regions and
neurocircuits which could represent key neuroanatomical targets for future anti-obesity therapeutics.

� 2021 The Author(s). Published by Elsevier GmbH. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).

Keywords Imaging; iDISCO; Light sheet fluorescence microscopy; c-Fos; Obesity; Anti-Obesity drugs

1. INTRODUCTION

Obesity represents a complex medical and behavioural problem which
is insufficiently managed by current treatment interventions. Over the
past decades, it has become increasing clear that the brain plays a
fundamental role in regulating energy balance and body weight ho-
meostasis. Central control of eating and energy balance is determined
by a rich interplay of humoral, neuronal and molecular mechanisms.
Peripheral signals of metabolic status, such as circulating factors
(macronutrients, endocrine hormones) and neural innervation (vagal
sensory nerves), activate distinct brain areas in a highly organised,
hierarchical fashion. The involved central nervous system (CNS) cir-
cuits are regulated by both central and peripheral neurotransmitters,
including hormones, neuropeptides, catecholamines and other
endogenous ligands acting on specific receptor systems that regulate
homeostatic and hedonic pathways [1]. The hypothalamus is consid-
ered one of the most important target structures for blood-borne
hormonal and metabolic factors [2]. Also, there is ample evidence to
support a key role for circumventricular organs, specialised brain

structures with extensive vascularisation and fenestration, in sensing
and relaying interoceptive signals of the nutritional state from the gut
and viscera. Among these sensory areas, the brainstem dorsal vagal
complex (DVC) is ideally positioned to transduce peripheral metabolic
signals [3]. The executive control of food intake involves the cortico-
limbic system receiving homeostatic signals relayed from the hypo-
thalamus, amygdala and brainstem [4]. Many of the neurocircuits and
hormones known to underlie the sensations of hunger and satiety also
alter the activity in neural pathways controlling cue-potentiated
feeding, pleasure and reward. In particular, the dopaminergic sys-
tem has been implicated in the motivational and hedonic aspects of
eating [5,6]. Excess caloric intake leading to obesity may therefore be
conceptualised as the integral effects of deficient appetite regulation
and eating-related impulse control [7]. Accordingly, neuroimaging
studies in obese patients have linked efficient weight loss to altered
activity in key brain sites for control of autonomic, executive and he-
donic signalling [8].
The search for effective weight-lowering therapies has resulted in the
development of obesity therapeutics with various modes and sites of
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CNS action. Most, if not all, centrally acting anti-obesity therapeutics
act as appetite suppressants or curb food reward sensitivity [9,10].
Existing medicines to combat the obesity epidemic are, however,
disappointingly few in number as drug development for obesity has
been notoriously difficult due to insufficient clinical efficacy or safety
concerns [11]. The few compounds that promote significant weight
loss are associated with adverse side effects that cause treatment
discontinuation or prevent long-term therapy in obese patients [12].
Understanding of peptide receptor function in regulating energy bal-
ance has evolved considerably in the past few years, which has
resulted in an increased focus on developing modified gut peptides and
neuropeptides as anti-obesity drugs [13].
The increasing number of weight-lowering drugs characterised in
obese patients provides unique insights into shared and specific CNS
responses to the various drug classes. Given the highly different
molecular mechanisms targeted by centrally acting anti-obesity ther-
apeutics, a scrutinised comparative analysis would optimally require
imaging of the CNS pharmacological effects on a brain-wide scale.
Methods for imaging deep within transparent organs has proven
instrumental for unbiased mouse whole-brain mapping and quantita-
tion of brain activation patterns at single-cell resolution using c-Fos
expression as a proxy for neuronal stimulation [14]. Here, we mapped
and compared mouse whole-brain c-Fos expression signatures of six
centrally acting weight-lowering drugs with documented clinical effect,
including lorcaserin (Belviq, 5-HT2C receptor agonist), rimonabant
(Acomplia, cannabinoid CB1 receptor antagonist), bromocriptine (Par-
lodel, dopamine D2 receptor agonist), sibutramine (Meridia, dual
noradrenaline-serotonin reuptake inhibitor), semaglutide (Ozempic,
glucagon-like peptide-1 (GLP-1) receptor agonist) and setmelanotide
(RM-493, melanocortin-4 receptor (MC4R) agonist) [9,13,15]. Our

study pinpoints brain regions and nuclei which could represent critical
targets for future anti-obesity therapeutics.

2. MATERIALS AND METHODS

2.1. Animals
The Danish Animal Experiments Inspectorate approved all experiments
which were conducted according to internationally accepted principles
for the use of laboratory animals (license #2013-15-2934-00784).
Male C57Bl/6J mice (9 weeks old, n¼ 80) were from Janvier Labs (Le
Genest Saint Isle, France) and housed in a controlled environment (12-
h light/dark cycle, lights on at 3 AM, 21 � 2 �C, humidity 50 � 10%).
Each animal was identified by an implantable subcutaneous microchip
(PetID Microchip, E-vet, Haderslev, Denmark). Mice had ad libitum
access to tap water and regular chow (Altromin 1324, Brogaarden,
Hørsholm, Denmark) throughout the study and were acclimatised for
one week before study start.

2.2. Drug treatment
The study was conducted in the light phase. Mice were single-
housed and randomized to treatment based on body weight
recorded one day before treatment start. Compounds included lor-
caserin hydrochloride hemihydrate (Adooq Bioscience, Irvine, CA);
rimonabant hydrochloride (Chemos GmbH, Regenstauf, Germany);
bromocriptine mesylate (Toronto Research Chemicals, Toronto, ON,
Canada); sibutramine (AH Diagnostics, Aarhus, Denmark); sem-
aglutide (Hoersholm Pharmacy, Hoersholm, Denmark) and setme-
lanotide hydrochloride (MetChemExpress, Monmouth Junction, NJ).
Vehicles were as follows: 0.1% Tween-80 in saline (vehicle IP1, for
lorcaserin); 5% dimethylsulfoxide þ 5% chremophor in saline

Abbreviations

AAA anterior amygdalar area
ACB nucleus accumbens
APN anterior pretectal nucleus
ARH arcuate hypothalamic nucleus
AP area postrema
BLA basolateral amygdalar nucleus
BST bed nuclei of the stria terminalis
CA3 field CA3 of the Ammon’s horn
CEA central amygdalar nucleus
CLA claustrum
DG dentate gyrus
DMH dorsomedial nucleus of the hypothalamus
DMX dorsal motor nucleus of the vagus nerve
DVC dorsal vagal complex
iDISCO immunolabelling-enabled imaging of solvent-cleared organs
EP endopiriform nucleus
FDR false discovery rate
FWER family-wise error rate
G3DE Gubra 3D Experience data viewer
HIP hippocampal region
IMD intermediodorsal nucleus of the thalamus
IP intraperitoneal
IRN intermediate reticular nucleus
IMD intermediodorsal nucleus of the thalamus
LA lateral amygdalar nucleus
LGv ventral part of the lateral geniculate complex
LHA lateral hypothalamic area

LP lateral posterior nucleus of the thalamus
LPO the lateral preoptic nucleus
LSFM light sheet fluorescence microscopy
MD mediodorsal nucleus of the thalamus
MDRNd dorsal medullary reticular nucleus
MPO medial preoptic nucleus
MY-mot motor related part of medulla
NTS nucleus of the solitary tract
PARN parvicellular reticular nucleus
PB parabrachial nucleus
PH posterior hypothalamic nucleus
PO peroral
PPT posterior pretectal nucleus
PS parastriatal nucleus
PSTN parasubthalamic nucleus
pTFCE probabilistic threshold-free cluster enhancement
PVH paraventricular hypothalamic nucleus
PVT paraventricular nucleus of the thalamus
SC subcutaneous
SCm motor related superior colliculus
SGN thalamic suprageniculate nucleus
SNc substantia nigra pars compacta
SUM supramammillary nucleus
TU tuberomammillary nucleus
VMH ventromedial hypothalamic nucleus
VPLpc parvicellular part of the ventroposteromedial thalamic

nucleus
VTA ventral tegmental area
ZI zona incerta
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(vehicle IP2, for rimonabant and bromocriptine), 0.5% hydroxypropyl
methylcellulose (vehicle PO, for sibutramine), phosphate-buffered
saline þ 0.1% bovine serum albumin (vehicle SC, for semaglutide
and setmelanotide). Mice (n ¼ 8 per group) were dosed with lor-
caserin (7 mg/kg, 36 mmol/kg, i.p.), rimonabant (10 mg/kg,
22 mmol/kg, i.p.), bromocriptine (10 mg/kg, 15 mmol/kg, i.p.),
sibutramine (10 mg/kg, 36 mmol/kg, p.o.), semaglutide (0.04 mg/
kg, 9.7 nmol/kg, s.c.) or setmelanotide (4 mg/kg, 3.5 mmol/kg, s.c.).
Doses were corrected for individual salt weight. Corresponding
control groups were administered vehicle (5 ml/kg, i.p., s.c. or p.o.).
All compounds were prepared fresh and administered during the
light phase.

2.3. Tissue processing
Mice were sedated with 2e4% isoflurane/O2 (Attane Vet., ScanVet
Animal Health, Fredensborg, Denmark) inhalation, anaesthetised by
Hypnorm-Dormicum (fentanyl 788 mg/kg, fluanisone 25 mg/kg and
midazolam 12.5 mg/kg, s.c.) and transcardially perfused with hepa-
rinized PBS and 10% neutral-buffered formalin. Brain samples were
collected, prepared, immunolabelled and cleared according to the
iDISCOþ protocol [16,17] as described in [18] using identical reagents
and antibodies.

2.4. Light sheet microscopy
Brains were imaged in axial orientation using a Lavision ultramicro-
scope II (Miltenyi Biotec GmbH, Bergisch Gladbach, Germany) with Zyla
4.2P-CL10 sCMOS camera (Andor Technology, Belfast, United
Kingdom), SuperK EXTREME supercontinuum white-light laser EXR-15
(NKT photonics, Birkerød, Denmark) and MV PLAPO 2XC (Olympus,
Tokyo, Japan) objective lens. Horizontal images were acquired at
0.63�magnification (1.2� total magnification) with an exposure time
of 254 ms in a z-stack at 10 mm intervals. Acquired volumes (16-bit
tiff) had an in-plane resolution of 4.8 mm and a z-resolution of
3.78 mm (NA ¼ 0.156). Data were acquired in two channels, auto-
fluorescence at 560� 20 nm (excitation) and 650� 25 nm (emission)
wavelength (80% laser power) and c-Fos staining at 630 � 15 nm
(excitation) wavelength and 680 � 15 nm (emission).

2.5. Image analysis
Image processing, registration and cell detection was performed
according to the method by Perens et al. [18]. Identification of c-
Fosþ cells involved detection of local intensity peaks within a
moving filter cube of 5 � 5 � 3 pixels and seeded watershed
segmentation (background intensity cut-off of 400 for specific
channel, size of watershed segmentation volumes between 8 and
194 voxels), whereas detected intensity peaks were used as seeds.
For cell quantification per brain region, light sheet fluorescence
microscopy (LSFM) atlas was aligned to the individual cell seg-
mentation volumes via pre-processed autofluorescence volumes
through affine and b-spline transformations. Heatmaps depicting the
up- and downregulation of c-Fos expression were created by
aligning the cell-segmentation volumes to the LSFM-based mouse
brain atlas using the inverse transform, generating and summing
Gaussian spheres (s ¼ 2 voxels) around the centres of the c-Fos
positive cells followed by subtraction of the average vehicle heat-
maps from the group average heatmaps and removing the signal
from non-significant brain regions based on the results of region-
based statistical analysis. Image processing was performed in Py-
thon, and the Elastix software was applied to implement the reg-
istrations [19,20]. All registrations utilised mutual information as a

similarity measure. 3D visualizations of heatmaps were created with
the microscopy image analysis software Imaris� version 2 (Oxford
instruments, Abington, UK).

2.6. Region-based statistics
Statistical analysis of the c-Fos cell counts was performed in 308
atlas-defined brain regions, which were created by merging the 666
region segmentations of the LSFM mouse brain atlas according to a
hierarchy tree of the atlas ontology [18,21]. A generalised linear
model (GLM) was fitted to the number of detected c-Fos positive cells
in each brain region in every animal group using a negative binomial
for modelling the distribution of the datapoints. For each GLM, a
Dunnett’s test was performed. Due to the large number of regions in
which the statistical test was performed, Benjamin-Hochberg false
discovery rate (FDR) correction (cut-off of 0.05) was performed on the
p-values. Statistical analysis was performed using R packages MASS,
multcomp, lmtest and car [22e26]. Subsequently, a two-step manual
validation was conducted to verify that the datapoints follow the
negative binomial distribution, significance of the regions is not
achieved due to outliers and the signal is not resulting from a
spillover from neighbouring regions. The former was done by
investigating deviance residuals and discarding significant regions if
the residuals are violating the assumptions of normality and homo-
scedasticity. To quantify the influence of individual data points,
Cook’s distance was calculated, and significant regions with overly
influential data points were discarded. Finally, origins of the signals
were visually studied in the remaining significant regions and if
spillover was identified, the region was declared as not significant.
Two animals (vehicle SC, setmelanotide treatment) were excluded
from the region-based statistical analysis due to suboptimal tissue
quality.

2.7. Voxel-based statistics
Voxel-based statistical analysis was performed on the cell segmen-
tation volumes. The pre-processing followed the approach by Van-
denberghe et al. [27] for converting binary segmentation volumes of
immunostained markers into Gaussian random fields which enable
signal comparisons on a voxel level. First, the segmentation volumes
were converted to the LSFM-based mouse brain atlas space. Subse-
quently, signal occurring in low-density areas (1 cell per 100 mm3 in
average per group comparison for the hindbrain and cerebellum, and
1e5 cells per 100 mm3 for the cerebrum, midbrain and interbrain) was
excluded from the analysis. Gaussian background noise (m ¼ 0,
s ¼ 0.1) was added to the binary cell segmentation volumes, and the
volumes underwent smoothing with a Gaussian kernel with an optimal
standard deviation (s ¼ 2.25) determined via bootstrap error mini-
mization [27]. The last step of the pre-processing involved averaging
the smoothed cell segmentations of the right and left hemisphere to
improve statistical power. Voxel-wise statistical analysis was per-
formed according to the probabilistic threshold-free cluster enhance-
ment (pTFCE) method [28], while the hindbrain and cerebellum were
analysed separately from the cerebrum, interbrain and midbrain.
Standard values were used for the parameters Nh (number of
thresholds), Zest (cluster-forming threshold) and C (connectivity) when
performing pTFCE analysis. Family-wise error rate (FWER) was applied
for multiple comparisons adjustments. Four animals were excluded
from the voxel-based statistical analysis: the same two animals which
were removed from the region-based statistical analysis and two
additional mice from the bromocriptine-dosed group due to extremely
low total cell counts.

MOLECULAR METABOLISM 47 (2021) 101171 � 2021 The Author(s). Published by Elsevier GmbH. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
www.molecularmetabolism.com

3



Figure 1: Web-based whole-brain imaging data viewer (Gubra 3D Experience/G3DE, https://g3de.gubra.dk/). (A) User interface of the online data browsing system showing
the quantitative data for all treatment groups in selected appetite-regulating brain region (nucleus of the solitary tract, NTS). (B) Brain regions with compound-induced statistically
significantly regulation of c-Fosþ cell numbers (p < 0.05 vs. corresponding vehicle control group). Example of data filtered to show only semaglutide-induced regulation of c-Fos
expression (c-Fos þ cell counts) in the central amygdalar nucleus (CEA) in each individual mouse (dot plot with indication of average number of c-Fosþ cells � S.E.M.). (C)
Representative group-average c-Fos expression heatmaps for each individual drug tested. Lower panel: Corresponding dorsal and coronal view of selected brain region. (D) Online
movies showing whole-brain c-Fos responses to weight-lowering drugs (selected coronal plane at the level of the nucleus of the solitary tract, NTS). The 12 appetite-regulating
regions are delineated in the coronal slice-by-slice fly-through movies. Upper panel: Heatmaps showing vehicle-subtracted average whole-brain c-Fos expression in response to
weight-lowering compounds. Statistically significant changes (p < 0.05; Dunnett’s test negative binomial generalized linear model, FDR < 0.05 for p-value adjustment) in c-Fos
expression in response to treatment with weight-lowering compounds compared to corresponding vehicle controls are depicted in red (upregulation) and blue (downregulation).
Lower panel: P-value maps from voxel-based statistical analysis visualising whole-brain c-Fos responses to individual weight-lowering drugs. Statistically significant changes
between the treatment and vehicle group (p < 0.05) are indicated by graded purple colour.
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3. RESULTS

3.1. Web-based imaging data viewer
All data are accessible using a web-based 3D imaging data viewer
(Gubra 3D Experience/G3DE, https://g3de.gubra.dk/) allowing fast and
efficient data mining as well as 3D visualisation of individual whole-
brain c-Fos expression signatures of the drugs tested. The viewer
provides users the opportunity to look up individual regions and display
the quantitative data for all the treatment groups (Figure 1A) and filter
for regions with statistically significant response to drug treatment
(Figure 1B). For selected regions, the anatomical location and repre-
sentative heatmaps of group-average c-Fos expression are displayed
for each treatment in common reference space (coronal view,
Figure 1C). The viewer also includes fly-through movies with indication
of significant up- and downregulation of c-Fos expression in response
to compound administration according to region-based statistical
analysis and p-value maps, respectively (Figure 1D).

3.2. Brain-wide c-Fos expression profiles of weight-lowering drugs
Six weight-lowering drugs were profiled for acute effects on c-Fos
expression patterns evaluated two hours after peripheral adminis-
tration. Stimulated c-Fos expression, signifying neuronal activation,
was a characteristic profile of all drugs tested. The drugs exhibited
distinct whole-brain c-Fos expression signatures (Figure 2AeF).
Accordingly, global c-Fos expression signatures of each individual
drug were clearly separated (Figure 2G). The top 15 most influential
brain regions driving the clustering of individual drug responses are
indicated in Figure 2H. Out of 308 atlas-defined mouse brain areas
analysed, the number of activated areas was most extensive for
rimonabant (136 areas), setmelanotide (133 areas), lorcasarin (123
areas) and bromocriptine (96 areas). In comparison, brain activation
patterns were more anatomically restricted for sibutramine (55
areas) and semaglutide (21 areas). Drug-induced c-Fos expression
profiles also differed at the subregional level (see the G3DE data
viewer).

3.3. Activation of key brain areas involved in energy homeostasis
and hedonic eating
The weight-lowering drugs showed differential effects in key brain
areas regulating energy homeostasis and hedonic eating (Figure 3,
G3DE data viewer). These 12 areas included cardinal hypothalamic
feeding centres [paraventricular (PVH), dorsomedial (DMH) and arcuate
(ARH) hypothalamic nucleus; lateral hypothalamic area, (LHA)]; central
amygdalar nucleus (CEA); major dopaminergic pathways [nucleus
accumbens (ACB), substantia nigra pars compacta (SNC), ventral
tegmental area (VTA)] as well as components of the brainstem [par-
abrachial nucleus (PB), nucleus of the solitary tract (NTS), dorsal motor
nucleus of the vagus nerve (DMX), area postrema (AP)]. A further
detailed analysis included all significantly regulated brain areas
(Figure 4, G3DE data viewer). The most notable c-Fos signals are
summarised below, with special emphasis on overlapping features of
the six weight-lowering drugs.

3.3.1. Hypothalamus
Only setmelanotide induced c-Fos expression in all four designated
subdivisions of the hypothalamus (PVH, DMH, ARH, LHA), see Figure 3.
Lorcaserin, rimonabant, bromocriptine and setmelanotide significantly
increased c-Fosþ cell counts in the ARH and DMH, albeit to a different
degree. Lorcaserin and setmelanotide also increased c-Fos þ cell
counts in the PVH. Rimonabant stimulated c-Fos expression in the LHA.
Sibutramine and semaglutide showed no effect on c-Fos expression in

the PVH, DMH, ARH and LHA. With the exception of sibutramine, all
drugs activated the parastriatal nucleus (PS), parasubthalamic nucleus
(PSTN) and supramammillary nucleus (SUM). Overlapping drug effects
were detected in several other hypothalamic areas controlling energy
balance, such as the lateral/medial preoptic nucleus (LPO, MPO),
posterior hypothalamic nucleus (PH), tuberomammillary nucleus (TU),
ventromedial hypothalamic nucleus (VMH) and zona incerta (ZI), see
Figure 4.

3.3.2. Thalamus and cerebral cortex
Several areas of the thalamus and cerebral cortex were influenced by
treatments. Notably, all drugs increased c-Fos expression in the
paraventricular (PVT), intermediodorsal (IMD) and mediodorsal (MD)
nuclei of the thalamus (Figure 4). Only rimonabant and setmelanotide
showed additional effects in the ‘gustatory thalamus’ (parvicellular part
of the ventroposteromedial thalamic nucleus (VPLpc, G3DE data
viewer)). Lorcaserin, rimonabant, bromocriptine, sibutramine and
setmelanotide stimulated c-Fos expression in visceral, limbic and
primary gustatory cortical layers (Figures 2 and 4). Semaglutide did not
influence c-Fos expression in any cortical areas examined.

3.3.3. Amygdala
All drugs robustly stimulated c-Fos expression in the amygdala,
however, with drug-dependent subanatomical differences. Lorcaserin,
rimonabant, bromocriptine, semaglutide and setmelanotide showed
effects in the CEA. Whereas lorcasarin, rimonabant, bromocriptine and
setmelanotide affected all parts of the CEA (central, medial, lateral),
semaglutide only stimulated the medial part of the CEA (G3DE data
viewer). With the exception of semaglutide, all drugs increased c-Fos
expression in other amygdalar areas, such as the basolateral amyg-
dalar nucleus (BLA), lateral amygdalar nucleus (LA) and anterior
amygdalar area (AAA) (Figure 4). In the BLA, the effect of lorcaserin and
sibutramine was located in the posterior/anterior part, while rimona-
bant, bromocriptine and setmelanotide affected all subdivisions
(anterior, posterior, ventral; G3DE data viewer).

3.3.4. Striatum and midbrain
With the exception of semaglutide, all drugs stimulated c-Fos
expression in the ACB (Figure 3). Differences in drug responses were
observed within distinct anatomical divisions of the ACB, i.e., the shell
and core (G3DE data viewer). The c-Fos signal was restricted to the
shell (for lorcasarin, rimonabant, bromocriptine) or included both the
shell and core (for sibutramine and setmelanotide). For other striatal
areas affected, see Figure 4. With the exception of semaglutide, all
other drugs stimulated c-Fos expression in the midbrain (Figure 4).
While lorcaserin, rimonabant, bromocriptine and setmelanotide pro-
moted c-Fos induction in the VTA, the SNc was refractory to all drugs
tested (Figure 3). A subset of midbrain sensorimotor areas, including
reticular nuclei, were also stimulated by lorcaserin, rimonabant,
bromocriptine and setmelanotide.

3.3.5. Brainstem
Semaglutide increased c-Fos expression in all four designated brain-
stem areas (AP, NTS, DMX, PB), see Figure 3. Notably, only sem-
aglutide stimulated the AP. Semaglutide also induced c-Fos expression
in Barrington’s nucleus, but showed no further effects in the brainstem
(Figure 4). Both bromocriptine and setmelanotide increased c-Fos
expression in PB, NTS and DMX. While rimonabant induced c-Fos in
the PB and NTS, only the NTS responded to lorcaserin administration.
Sibutramine did not influence c-Fos expression in the PB, NTS, DMX
and AP (Figure 3). Other brainstem areas were activated by lorcaserin,
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Figure 2: 3D mapping and quantification of whole-brain c-Fos responses to acute treatment with various weight-loss promoting compounds. Quantification and
statistical analysis of c-Fos expression was performed in 308 brain regions. (A) Lorcaserin (7 mg/kg, i.p.), (B) rimonabant (10 mg/kg, i.p.), (C) bromocriptine (10 mg/kg, i.p.), (D)
sibutramine (10 mg/kg, p.o.), (E) semaglutide (0.04 mg/kg, s.c.) and (F) setmelanotide (4 mg/kg, s.c.). All samples were registered into an LSFM-based mouse brain atlas.
Heatmaps (dorsal view) depict vehicle-subtracted average whole-brain c-Fos expression (n ¼ 7-8 mice per group) responses to the individual drug. Brain areas with statistically
significant changes in c-Fos expression (p < 0.05; Dunnett’s test negative binomial generalised linear model, FDR < 0.05 for p-value adjustment) are delineated in red
(upregulation) or blue (downregulation) compared to corresponding vehicle controls. Coronal slice-by-slice fly-through of the heatmaps can be found in the G3DE imaging viewer.
Bar plots show the differences in total numbers of c-Fosþ cells detected in compound and corresponding vehicle-dosed mice (*p <0.05, ***p < 0.001; Dunnett’s test negative
binomial generalised linear model). (G) Principal component analysis (PCA) of whole-brain c-Fos expression. The PCA plot illustrates the degree of separation between individual
drug effects on global c-Fos expression patterns (large markers indicate group average). (H) PCA loading plot depicting the coefficients of the top 15 most influential brain regions
driving the clustering of data points in PCA plot. Abbreviations: Vehicle IP1, 0.1% Tween-80 in saline (intraperitoneal); Vehicle IP2, 5% DMSO þ 5% chremophor in saline
(intraperitoneal); Vehicle PO, 0.5% hydroxypropyl methylcellulose (peroral); Vehicle SC, 0.1% bovine serum albumin in phosphate-buffered saline (PBS, subcutaneous); PARN,
parvicellular reticular nucleus; MDRNd, dorsal medullary reticular nucleus; MY-mot, motor-related part of medulla; PB, parabrachial nucleus; NTS, nucleus of the solitary tract; IRN,
intermediate reticular nucleus; IMD, intermediodorsal nucleus of the thalamus, LP, lateral posterior nucleus of the thalamus; DG, dentate gyrus; LGv, ventral part of the lateral
geniculate complex; APN, anterior pretectal nucleus; PPT, posterior pretectal nucleus; HIP, hippocampal region; SCm, motor-related superior colliculus; CA3, field CA3 of the
Ammon’s horn.

Original Article

6 MOLECULAR METABOLISM 47 (2021) 101171 � 2021 The Author(s). Published by Elsevier GmbH. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
www.molecularmetabolism.com



rimonabant, bromocriptine, sibutramine and setmelanotide (Figure 4).
For these drugs, most frequent overlapping effects were associated
with activation of pontine and medullary reticular nuclei. Although the
majority of drugs activated AP, NTS, DMX and PB, c-Fos responses
were heterogenous within these nuclei (Figure 1D, G3DE data viewer).
To consider discrete changes in c-Fos þ cell patterns not tracked by
the atlas-guided analysis, we mapped changes in c-Fosþ cell clusters
using label-free voxel-based statistical analysis. The p-value maps
revealed different subanatomical responses to weight-lowering drugs
(G3DE data viewer). For example, rimonabant, bromocriptine, sem-
aglutide and setmelanotide activated large clusters of neurons in
different segments of the PB (Figure 5). In contrast, c-Fosþ cell density
did not change following administration of lorcaserin and sibutramine,
signifying highly scattered c-Fos responses to these drugs.

3.3.6. Other areas
Overlapping drug effects were observed in subdivisions of the pallidum
[bed nuclei of the stria terminalis (BST), substantia innominata] and
subcortical plate [claustrum (CLA), endopiriform nucleus (EP)]
(Figure 4). Drug effects were also detected within components of the
hippocampal formation (Figure 4, G3DE data viewer).

4. DISCUSSION

Using c-Fos immunoreactivity as an indirect marker for neuronal ac-
tivity, we mapped mouse whole-brain activation signatures of six in-
dividual weight-lowering drugs with different central mechanisms of
action. A highly shared feature was activation of several nuclei and
neurocircuits involved in the regulation of homeostatic feeding and
food reward sensitivity. To facilitate the accessibility of the data pre-
sented here, a dedicated online interactive data browsing system was
established. This resource will provide the community a platform for
exploring the data in further detail and hopefully serve as the basis for
future studies.
The largest overlap in c-Fos expression patterns was observed in the
brainstem, amygdala, hypothalamus, thalamus and cortex. It is note-
worthy that five out of six weight-lowering drugs stimulated compo-
nents of the DVC, albeit showing anatomically distinct effects in the
individual components (AP, NTS, DMX). Notably, weight-lowering
drugs activating the DVC also activated the CEA and BST. Satiation
signals arriving at the level of the dorsal vagal complex are distributed
widely in the hypothalamus, amygdala and cortex [29]. Activation of
the DVC triggers powerful satiation signals, which are conveyed by
downstream feeding control circuitries, involving the PB, CEA and BST,
to promote meal termination [30e32]. Large clusters of neurons in the
medial/lateral NTS and lateral PB were activated by rimonabant,
bromocriptine, semaglutide and setmelanotide. The NTS is a highly
heterogenous structure with several molecularly undefined neuron
populations being recruited by anorexigenic drugs; however, NTS
neurons communicate viscerosensory information to the PB as one
important neural pathway in feeding control. Accordingly, recent
experimental evidence indicates that activation of mid-caudal NTS
neurons projecting to the lateral PB is sufficient to elicit satiety re-
sponses [30]. Because lorcaserin promoted highly dispersed c-Fos
expression in the NTS without concurrent activation of the PB, it may
be speculated that this induction pattern did not lead to coordinated
NTS responses.
The hypothalamus is characterised by numerous connections with
essentially every major part of the brain, including the brainstem,
amygdala, thalamus, and hippocampus [33]. Hypothalamic mecha-
nisms have been implicated in the weight-lowering properties of the

weight-lowering drug classes characterized in the present study
[9,11]. Accordingly, five out of six weight-lowering drugs stimulated c-
Fos expression in the hypothalamus, ranging from activation of few
discrete nuclei (for semaglutide) to numerous nuclei across the entire
hypothalamus (for setmelanotide). The PSTN, PS and SUM were
activated by all drugs tested. The PSTN is rapidly activated by ingestion
of palatable foods and has been proposed to suppress hedonic feeding
behaviour via connections to the CEA and the insular cortex (AI) [34].
Also, the PS is an integral part of a satiety network involving the PB,
CEA and AI [32]. The SUM has recently been identified as a neural
substrate involved in relaying ghrelin-associated hunger signalling
[35]. Cardinal hypothalamic areas engaged in feeding control and
energy expenditure (ARH, DMH, LPO, MPO) were activated by most of
the drugs tested. These areas are intimately connected and receive
multiple humoral and neuronal inputs involved in energy homeostasis
[33,36]. Less overlapping c-Fos profiles were observed for other
prominent nutrient-sensing and feeding regulatory areas, such as the
VMH, PVH and LHA [33]. Considering the melanocortin system plays an
essential role in energy homeostasis [37], it is noteworthy that several
of the weight-lowering drugs directly or indirectly stimulate melano-
cortin signalling pathways in specific areas of the hypothalamus (ARH)
and brainstem (NTS) [38e40].
The weight-lowering drugs also activated medial/midline nuclei of
thalamus (MD, PVT), which are principally connected to reciprocally
activated corticolimbic (e.g., ORB, ILA) and limbic subcortical struc-
tures (e.g., BLA, ACB, BST). While the MD is closely involved in
cognitive processes, PVT activation may encode palatable food reward
associated with dopamine release in the ACB [41]. A subset of drugs
showed combined stimulatory effects in the VPLpc (‘gustatory thal-
amus’) and GU, which forms a thalamocortical neurocircuit involved in
taste processing [42].
CNS pathways regulating energy homeostasis are closely coupled with
neurocircuits regulating food motivation and reward. Because the
dopaminergic system is critically involved in hedonic feeding [5,6], we
assessed whether drug-induced c-Fos signals also included dopami-
nergic areas in the striatum and midbrain. Four out of six drugs
stimulated c-Fos expression in both the VTA and ACB. The VTA-ACB
dopamine pathway is considered a key substrate for the incentive,
reinforcing and motivational aspects of food intake [7]. The LHA-VTA-
ACB loop has also been implicated in feeding and reward signalling
[43]; however, LHA stimulation was not a common characteristic of the
weight-lowering drugs tested. Almost all drugs stimulated the CLA,
which receives dopamine inputs and transduces reward-associated
signals to the ORB [44].
Brainstem and hypothalamic nuclei have classically been implicated in
the appetite regulatory effects of GLP-1 receptor agonists [45], CB1
receptor antagonists [46] and MC4R agonists [47]. The highly discrete
c-Fos response to semaglutide is consistent with the peptide only
accessing circumventricular/paraventricular areas [40]. Lack of
bloodebrain barrier penetrability of semaglutide suggests that c-Fos
signals in deeper feeding centres, such as the ACB, BST, CEA and VTA,
are secondary to direct effects in the hindbrain and hypothalamus. In
the ARH, GLP-1 receptor agonist induced inhibition of food intake is
mediated by direct activation of proopiomelanocortin/cocaine-and
amphetamine-regulated transcript (POMC/CART) neurons and indi-
rect inhibition of neuropeptide Y/agouti-related peptide (NPY/AgRP)
neurons [48,49]. Despite ARH targeting of semaglutide, we and others
have been unable to demonstrate enhanced arcuate c-Fos expression
following treatment with semaglutide and liraglutide, a closely related
analogue [40,50]. From these studies, it is unclear whether the lack of
c-Fos response reflects opposing effects on POMC and NPY neuronal

MOLECULAR METABOLISM 47 (2021) 101171 � 2021 The Author(s). Published by Elsevier GmbH. This is an open access article under the CC BY-NC-ND license (http://creativecommons.org/licenses/by-nc-nd/4.0/).
www.molecularmetabolism.com

7



Figure 3: Overlapping and specific c-Fos expression signatures of weight-lowering drugs in major appetite-regulating brain regions. (A) Anatomical map (dorsal view)
depicting 12 selected brain regions involved in appetite regulation. (B) Summary of drug-induced c-Fos induction across the 12 individual brain regions (p < 0.05; Dunnett’s test
negative binomial generalised linear model, FDR < 0.05 for p-value adjustment). (C) Fold-change (log2 scale, mean � S.E.M.) in c-Fos positive cell counts in the 12 selected brain
regions (rostro-caudal order) compared to corresponding vehicle controls. Dunnett’s test negative binomial generalised linear model with p-value adjustment for multiple com-
parisons using FDR < 0.05 was applied for statistical analysis (*p < 0.05; **p < 0.01, ***p < 0.001). Abbreviations: ACB, nucleus accumbens; ARH, arcuate hypothalamic
nucleus; AP, area postrema; CEA, central amygdalar nucleus; DMH, dorsomedial nucleus of the hypothalamus; DMX, dorsal motor nucleus of the vagus nerve; LHA, lateral
hypothalamic area; NTS, nucleus of the solitary tract; PB, parabrachial nucleus; PVH, paraventricular hypothalamic nucleus; SNc, substantia nigra pars compacta; VTA, ventral
tegmental area.
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Figure 4: Whole-brain c-Fos expression signatures in response to weight-lowering compounds. Significant changes in c-Fosþ cell counts (p < 0.05) following
administration of each individual weight-lowering compound. Dunnett’s test negative binomial generalised linear model with p-value adjustment for multiple comparisons using
FDR (cut-off of 0.05) was applied for statistical analysis. Regulated brain regions are categorised anatomically and ranked according to the number of drugs demonstrating a similar
effect. With the exception of reduced c-Fosþ cell counts in the thalamic suprageniculate nucleus (SGN, significantly down-regulated by liraglutide only), all significantly regulated
areas exhibited increased c-Fosþ cell counts following drug treatment as compared to corresponding vehicle controls. Major appetite-regulating regions are indicated in red (ACB,
nucleus accumbens; ARH, arcuate hypothalamic nucleus; AP, area postrema; CEA, central amygdalar nucleus; DMH, dorsomedial nucleus of the hypothalamus; DMX, dorsal motor
nucleus of the vagus nerve; LHA, lateral hypothalamic area; NTS, nucleus of the solitary tract; PB, parabrachial nucleus; PVH, paraventricular hypothalamic nucleus; VTA, ventral
tegmental area). For other abbreviated brain regions, see the web-based imaging data viewer.
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Figure 5: Subregional differentiation of c-Fos responses in the parabrachial nucleus in response to weight-lowering compounds. Voxel-wise statistical analysis of c-Fos
expression was performed on pre-processed segmentation images of c-Fosþ cells using the pTFCE method and FWER approach for p-value adjustments. Resulting spatial p-value
distributions (p < 0.05) are shown for the parabrachial nucleus in a representative coronal cross-section for different compound treatments (right column). Levels of statistical
significance are indicated by graded purple colours. Vehicle-subtracted group means of c-Fos expression are depicted in the left column (red, upregulation; blue downregulation as
compared to corresponding vehicle controls). The signal appearing in the neighbouring regions of parabrachial nucleus has been marked on both p-value distribution and c-Fos
expression visualizations for clarity. Coronal slice-by-slice fly-through of whole brain p-value distribution resulting from voxel-based statistical analysis is exemplified in Figure 1D
and can be seen in the web-based imaging data viewer.
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activity or whether peripherally administered GLP-1 receptor agonists
may predominantly have indirect effects on ARH neurotransmission.
Studies have also suggested role for GLP-1 receptors in the regulation
of reward-associated circuits involving the ACB, VTA, LS and PVT [51].
Only the PVT, which projects to ACB and receives excitatory input from
NTS [52], was activated by semaglutide.
In contrast to semaglutide, lorcasarin, bromocriptine, rimonabant and
setmelanotide promoted extensive and brain-wide c-Fos responses,
which could imply that these drugs have improved CNS accessibility
and/or evoke amplified excitatory responses in targeted neurocircuits.
Lorcaserin, rimonabant and setmelanotide promoted broad stimulatory
effects in the hypothalamus, including the ARH, which is strongly
linked to the appetite regulatory action of these compounds [38,39,46].
Also NTS neurons are important targets for achieving the full anorectic
effect of 5-HT2C receptor stimulation [38]. In keeping with ARH-PVH
connectivity being critical for the anorectic effects of MC4R agonists
[39], setmelanotide also activated the PVH. The exact molecular
mechanisms linking D2 receptor activation to body weight regulation
are unclear, but bromocriptine has been reported to promote satiation
and thermogenesis via modulation of mesolimbic (ACB, VTA) and hy-
pothalamic (LHA, ZI) dopaminergic signalling [53,54]. Lorcaserin,
rimonabant and setmelanotide also stimulated c-Fos expression in
ACB and VTA. Accumulating experimental evidence suggests that
these compounds can reduce palatable food reward by indirect or
direct action on ACB-VTA dopaminergic neurotransmission [55e57].
Although sibutramine did not evoke significant c-Fos stimulatory re-
sponses in the hypothalamus, available preclinical data suggest that
sibutramine confers appetite suppression by enhancing adrenoceptor
activity in ARC and LH [58]. In our study, sibutramine-induced c-Fos
signals were largely confined to the cortex, amygdala and thalamus,
which is consistent with the antidepressant, anxiolytic and analgesic
action of dual serotonin-noradrenaline reuptake inhibitors [59e61].
Several weight-lowering compounds have glucoregulatory effects,
which may involve central mechanisms of action independent of
weight loss. Accordingly, rodent studies have suggested a role for the
hypothalamus in the glucoregulatory effects of lorcaserin, rimonabant,
bromocriptine and setmelanotide [9,62e65]. Furthermore, brain stem
melanocortin neurocircuitries have been implicated in the anti-diabetic
action of 5-HT2C receptor and MC4R agonists [38,62,66]. Further
studies are needed to determine whether glucoregulatory mechanisms
contribute to the individual drug-induced c-Fos signatures.
It should be considered that drug-induced changes in whole-brain
c-Fos architecture may represent composite signatures of both
therapeutic and adverse effects. Components of the brainstem
reticular formation, which integrates somatic and visceral inputs
and subserve important autonomic, motor and cardiovascular
functions [67], were activated by rimonabant, bromocriptine,
sibutramine and setmelanotide. AP, NTS and CEA signalling have
been implicated in visceral malaise, and enhanced NTS-CEA con-
nectivity may be an important mechanism for GLP-1 receptor
agonist-induced nausea responses [68]. Adverse central effects are
not common with lorcaserin and bromocriptine treatment [69,70]. In
contrast, rimonabant was withdrawn from the market in 2008 due
to increased risk of neuropsychiatric adverse effects, notably
depression and anxiety, which is consistent with prominent CB1
receptor expression in brain areas associated with regulation of
emotion such as the prefrontal cortex, hippocampus and amygdala
[71]. In the current study, major components of the prefrontal cortex
and amygdala were activated by rimonabant. Sibutramine was
withdrawn from the market in 2010 because of cardiovascular
safety concerns. Sibutramine was devoid of c-Fos effects in the

brainstem, supporting that haemodynamic responses to sibutramine
are mediated by stimulation of peripheral adrenoceptor function
[72]. Setmelanotide increases heart rate and blood pressure in
rodents [73], but not in non-human primates and humans [74,75].
MC4R-induced cardiovascular effects in rodents have been linked to
increased sympathetic activity in spinal pre-ganglionic neurons [66].
CNS accessibility may also be a critical factor for adverse cardio-
vascular effects of MC4R agonists [73].
Centrally acting weight-lowering drugs show very similar c-Fos sig-
natures in lean and obese mice, making it useful to profile c-Fos
expression signatures of weight-lowering compounds in lean mice.
Accordingly, acute administration of semaglutide induces overall
similar whole-brain c-Fos signature in lean and diet-induced obese
(DIO) mice [18]. Although comparative c-Fos expression studies in lean
and obese mice have not been reported for all compounds tested in the
present study, conventional histological studies have demonstrated
comparable c-Fos responses in lean and obese mice treated with 5-
HT2C receptor agonists [76,77], CB1 receptor antagonists [78,79]
and MC4R agonists [80,81], respectively.
Drug doses were within ranges applied in mouse in vivo efficacy
studies reported previously [38,40,82e86]. It should be emphasised
that the drugs tested have different weight loss efficacy in both
preclinical and clinical settings, which is determined by several
factors, such as mode of action, pharmacokinetics, CNS drug and
target distribution, as well as therapeutic index. The current study
was not specifically designed to compare individual drug doses which
would ultimately elicit similar weight loss. Temporal dynamics c-Fos
expression should also be considered, as whole-brain c-Fos
expression patterns were only determined two hours after dosing. For
example, recent LSFM studies have demonstrated further anatomi-
cally restricted c-Fos signals four hours after semaglutide adminis-
tration in lean mice [18,40]. A detailed profiling of time- and dosee
response relationships on c-Fos expression could therefore further
enable interpretation of the individual drug-induced brain activation
signatures. Due to technical limitations, the current study cannot
identify areas of inhibition. Other methods should be therefore
employed to specifically delineate the various signalling pathways and
neurocircuits recruited by centrally acting weight-lowering drugs.

5. CONCLUSION

In conclusion, we pinpoint several overlapping whole-brain activation
signatures of various weight-lowering drugs. This shared feature
suggests that weight-lowering drugs stimulate distinct homeostatic
and non-homeostatic feeding centres. Future centrally acting anti-
obesity compounds may be specifically designed to target key com-
ponents of this neurocircuitry framework to provide more effective and
sustained weight loss in obese patients.
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[Kov+05] N. Kovačević et al. “A three-dimensional MRI atlas of the mouse brain

with estimates of the average and variability”. In: Cerebral Cortex 15.5

(2005), pp. 639–645.

[Kru+21] Oleh Krupa et al. “NuMorph: Tools for cortical cellular phenotyping

in tissue-cleared whole-brain images”. In: Cell Reports 37.2 (2021),

p. 109802.

[Kua+15] Leonard Kuan et al. “Neuroinformatics of the Allen Mouse Brain Con-

nectivity Atlas”. In: Methods 73 (2015), pp. 4–17.

[Lau73] P. C. Lauterbur. “Image Formation by Induced Local Interactions:

Examples Employing Nuclear Magnetic Resonance”. In: Nature 242

(1973), pp. 190–191.

[Lei+07] Ed S. Lein et al. “Genome-wide atlas of gene expression in the adult

mouse brain”. In: Nature 445.7124 (2007), pp. 168–176.

[LJ00] Ronald A. Leslie and Michael F. James. “Pharmacological magnetic

resonance imaging: a new application for functional MRI”. In: Trends

in Pharmacological Sciences 21.8 (2000), pp. 314–318.

[Lie+16] Thomas Liebmann et al. “Three-Dimensional Study of Alzheimer’s

Disease Hallmarks Using the iDISCO Clearing Method”. In: Cell Re-

ports 16.4 (2016), pp. 1138–1152.

[LL11] Michael A Long and Albert K Lee. “Intracellular recording in behaving

animals”. In: (2011).

143



Bibliography

[Ma+05] Y. Ma et al. “A three-dimensional digital atlas database of the adult

C57BL/6J mouse brain by magnetic resonance microscopy”. In: Neu-

roscience 135.4 (2005), pp. 1203–1215.

[Ma+08] Yu Ma et al. “In vivo 3D digital atlas database of the adult C57BL/6J

mouse brain by magnetic resonance microscopy”. In: Frontiers in Neu-

roanatomy 2.APR (2008), pp. 1–10.

[Mac+04] Allan MacKenzie-Graham et al. “A multimodal, multidimensional at-

las of the C57BL/6J mouse brain”. In: Journal of Anatomy 204.2

(2004), pp. 93–102.

[MT10] Henrik Madsen and Poul Thyregod. “Generalized linear models”. In:

Introduction to general and generalized linear models. 1st ed. Bosa

Roca: Taylor & Francis Group, 2010. Chap. 4, pp. 87–156.

[Man+20] Matteo Mancini et al. “A multimodal computational pipeline for 3D

histology of the human brain”. In: Scientific Reports 10.1 (2020), pp. 1–

21.

[MJ04] P.M. Matthews and P. Jezzard. “Functional magnetic resonance imag-

ing”. In: Journal of Neurology, Neurosurgery & Psychiatry 75 (2004),

pp. 6–12.

[McL64] Dan McLachlan. “Extreme Focal Depth in Microscopy”. In: Applied

Optics 3.9 (1964), p. 1009.

[MT91] J. W. Mink and W. T. Thach. “Basal Ganglia Motor Control. I. Nonex-

clusive Relation of Pallidal Discharge to Five Movement Modes”. In:

Journal of Neurophysiology 65.2 (1991), pp. 273–300.

[Mon05] Monica Monici. “Cell and tissue autofluorescence research and diagnos-

tic applications”. In: Biotechnology Annual Review 11 (2005), pp. 227–

256.

[Mor+19] Masahiko Morita et al. “ViBrism DB: an interactive search and viewer

platform for 2D/3D anatomical images of gene expression and co-

expression networks”. In: Nucleic Acids Research 47.D1 (2019), pp. D859–

D866.

[Mur+18] Tatsuya C. Murakami et al. “A three-dimensional single-cell-resolution

whole-brain atlas using CUBIC-X expansion microscopy and tissue

clearing”. In: Nature Neuroscience 21.4 (2018), pp. 625–637.

[NR99] W. R. Nitz and P. Reimer. “Contrast mechanisms in MR imaging”.

In: European Radiology 9 (1999), pp. 1032–1046.

144



Bibliography

[NGS20] Teresa Nolte, Nicolas Gross-Weege, and Volkmar Schulz. “(Hybrid)

SPECT and PET Technologies”. In: Molecular Imaging in Oncology.

2nd ed. Springer, Cham, 2020. Chap. 3, pp. 111–133.

[Oh+14] Seung Wook Oh et al. “A mesoscale connectome of the mouse brain”.

In: Nature 508.7495 (2014), pp. 207–214.

[Ose+19] Kirsten K. Osen et al. “Waxholm Space atlas of the rat brain auditory

system: Three-dimensional delineations based on structural and diffu-

sion tensor magnetic resonance imaging”. In: NeuroImage 199 (2019),

pp. 38–56.

[Pap+14] Eszter A. Papp et al. “Waxholm Space atlas of the Sprague Dawley

rat brain”. In: NeuroImage 97 (2014), pp. 374–386.

[Pat18] Jaymin Patel. “The mouse brain: A 3D atlas registering MRI, CT,

and histological sections in three cardinal planes”. PhD thesis. John

Hopkins University, 2018.

[PC21] Surojit Paul and Eduardo Candelario-Jalil. “Emerging neuroprotective

strategies for the treatment of ischemic stroke: An overview of clinical

and preclinical studies”. In: Experimental Neurology 335.August 2020

(2021), p. 113518.

[Per+21a] Johanna Perens et al. “An Optimized Mouse Brain Atlas for Auto-

mated Mapping and Quantification of Neuronal Activity Using iDISCO+

and Light Sheet Fluorescence Microscopy”. In: Neuroinformatics 19

(2021), pp. 433–446.

[Per+21b] Johanna Perens et al. “Comparative study of voxel-based statisti-

cal analysis methods for fluorescently labelled and light sheet imaged

whole-brain samples”. In: 2021 IEEE 18th International Symposium

on Biomedical Imaging (ISBI) (2021), pp. 1433–1437.

[Per+16] Anne Sophie Perrin-Terrin et al. “The c-FOS Protein Immunohisto-

logical Detection: A Useful Tool As a Marker of Central Pathways

Involved in Specific Physiological Responses In Vivo and Ex Vivo”.

In: Journal of Visualized Experiments : JoVE 110 (2016), p. 53613.

[Pis+21] Thomas J. Pisano et al. “Homologous organization of cerebellar path-

ways to sensory, motor, and associative forebrain”. In: Cell Reports

36.12 (2021), p. 109721.

145



Bibliography

[PTP46] E. M. Purcell, H. C. Torrey, and R. V. Pound. “Resonance absorption

by nuclear magnetic moments in a solid”. In: Physical Review 69.1-2

(1946), p. 37.

[Rab+38] I. I. Rabi et al. “A New Method of Measuring Nuclear Magnetic Mo-

ment”. In: Physical Review 53.4 (1938), p. 318.

[Rei+19] Michael W. Reimann et al. “A null model of the mouse whole-neocortex

micro-connectome”. In: Nature Communications 10.3903 (2019), p. 11630.

[Ren+14] Nicolas Renier et al. “iDISCO: A Simple, Rapid Method to Immunola-

bel Large Tissue Samples for Volume Imaging”. In: Cell 159.4 (2014),

pp. 896–910.

[Ren+16] Nicolas Renier et al. “Mapping of Brain Activity by Automated Vol-

ume Analysis of Immediate Early Genes”. In: Cell 165.7 (2016), pp. 1789–

1802.

[Rit04] Erik L. Ritman. “Micro-computed tomography - Current status and

developments”. In: Annual Review of Biomedical Engineering 6 (2004),

pp. 185–208.

[Roo+19] Urmas Roostalu et al. “Quantitative whole-brain 3D imaging of ty-

rosine hydroxylase-labeled neuron architecture in the mouse MPTP

model of Parkinson’s disease”. In: Disease Models and Mechanisms

12.11 (2019).

[Sal+18] Casper Bo Gravesen Salinas et al. “Integrated Brain Atlas for Unbiased

Mapping of Nervous System Effects Following Liraglutide Treatment”.

In: Scientific Reports 8.1 (2018), p. 10310.

[Sec+14] Anna Secher et al. “The arcuate nucleus mediates GLP-1 receptor

agonist liraglutide-dependent weight loss”. In: The Journal of Clinical

Investigation 124.10 (2014), pp. 4473–4488.

[Sha+14] D. P. Shamonin et al. “Fast parallel image registration on CPU and

GPU for diagnostic classification of Alzheimer’s disease”. In: Frontiers

in Neuroinformatics 7 (2014).

[SMS13] Gabi Shefer, Yonit Marcus, and Naftali Stern. “Is obesity a brain dis-

ease?” In: Neuroscience & Biobehavioral Reviews 37.10 (2013), pp. 2489–

2503.

[Shi+21] Polina Shichkova et al. “A Standardized Brain Molecular Atlas: A Re-

source for Systems Modeling and Simulation”. In: Frontiers in Molec-

ular Neuroscience 14 (2021), p. 251.

146



Bibliography

[SZ02] H. Siedentopf and R. Zsigmondy. “Über Sichtbarmachung und Größenbes-
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auf Goldrubingläser”. In: Annalen der Physik 315.1 (1902), pp. 1–39.

[SG09] Karolina P. Skibicka and Harvey J. Grill. “Hypothalamic and hind-

brain melanocortin receptors contribute to the feeding, thermogenic,

and cardiovascular action of melanocortins”. In: Endocrinology 150.12

(2009), pp. 5351–5361.

[Sko+21] Grethe Skovbjerg et al. “Whole-brain mapping of amylin-induced neu-

ronal activity in receptor activity–modifying protein 1/3 knockout

mice”. In: European Journal of Neuroscience 54.1 (2021), pp. 4154–

4166.

[Smi+09] Kyle S. Smith et al. “Ventral Pallidum Roles in Reward and Motiva-

tion”. In: Behavioural brain research 196.2 (2009), pp. 155–167.

[SN09] Stephen M. Smith and Thomas E. Nichols. “Threshold-free cluster

enhancement: Addressing problems of smoothing, threshold depen-

dence and localisation in cluster inference”. In: NeuroImage 44 (2009),

pp. 83–98.
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