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Ssummary

Deep generative models have achieved remarkable success in modelling various types
of data, such as images or natural language. In most cases these types of data are
considered to be Euclidean or are being modelled with Euclidean tools. Many types
of data, however, are most “naturally” represented on non-Euclidean manifolds or are
considered to reside on some lower dimensional non-Euclidean manifold embedded in
a Euclidean ambient space. Such cases lead to known failure modes of many popular
deep generative models. In response, there has been a recent interest and effort in de-
veloping generative models with structural priors tailored for specific manifolds. This
thesis is dedicated to using tools from differential geometry and topology to develop
generative models for efficiently modelling manifold-valued data with no assumptions
on the topological properties on the underlying manifold structure of the data.

In chapter 2, we focus on the estimation of geodesic distances and pull-back metrics in
the context of variational autoencoders to preserve relationships between data points
and subsequently make the associated latent spaces identifiable and informative with
regards to the geometric structure of the data. In chapter 3 we generalize this scheme
to variational autoencoders with a variety of non-Gaussian decoders. Finally, in
chapter 4 we show that we can take advantage of the class of functions represented
by normalizing flows to build generative models that form a smooth atlas over the
data manifold, thus using locally Euclidean tools to learn the overall non-Euclidean
structure of the data. We evaluate these methods over a range of tasks from density
estimation of synthetic, image, geological and physical systems data to downstream
tasks such as classification, pose estimation and posterior inference.
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CHAPTER -l
INnfroduction

The manifold hypothesis is a common heuristic in machine learning which states that
data lie near or on a lower dimensional manifold embedded in some high dimensional
ambient space. It is a useful heuristic, underlying the bulk of dimensionality reduction
techniques, which are so prevalent in machine learning. It is also a central premise to
the development of the models presented in subsequent chapters of this thesis. Thus,
to make subsequent exposition clearer we will attempt to demystify the notion of a
manifold from a topological and geometric perspective in the section that immediately
follows. Then we will conclude this introductory chapter by reviewing the details of
the generative models present in this thesis.

1.1 The tfopology of smooth manifolds

Let’s begin with the definition of a smooth manifold.

Definition 1. A smooth manifold M of dimension d is a topological space that is
locally Euclidean, i.e. each point of M has a neighborhood U which is diffeomorphic
to an open subset of V C R<.

We can now formalize the “locally Eu-
clidean” property of a smooth manifold
by introducing smooth local coordinate
charts on M.

Definition 2. Given a d-dimensional
topological manifold M, a smooth coor-
dinate chart on M is a pair (U, ¢), where
¢: U — V is a diffeomorphism between
the open subsets U C M and V C R<.

To have local coordinates for every point
on M we can define a collection of  Figure 1.1. Smoothly compatible charts.
smooth coordinate charts that covers M.

This collection is called a smooth atlas.

This construction is necessary to define smooth functions (such as probability density
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functions) and perform gradient-based optimization on M, since for any smooth co-
ordinate chart (U, ¢) and a function f : M — R, the composition fo¢~!: V — R
is smooth. It further allows us to account for points occurring in overlapping charts
without issues with regard to smoothness, since given two smooth coordinate charts
(U1, ¢1), (Ua, ¢o) with Uy NUs # B, the composition ¢y o gi)l_l is smooth and invertible.
These charts are then called smoothly compatible (see Fig. 1.1).

In this work we are considering a smooth manifold M of dimension d, embedded in
some Euclidean space RP with d < D. Embedded submanifolds can be defined as
the images of smooth embeddings.

Definition 3. A smooth embedding is a smooth immersion (i.e. a map, with Jacobian
that is full rank everywhere), which is also a diffeomorphism onto its image.

More specifically, a neighborhood U C M can be expressed as the image of a smooth
embedding F : V — RP, with V C R? (see Fig. 1.2). Smooth embeddings are
diffeomorphisms onto their image and as such, invertible when their codomain is
restricted to it. Thus, the open subset U C M inherits the Euclidean topology of V
and we can define local coordinates on U, through the coordinate chart (U, ¢) with
¢ = F~':RP — V by restricting the domain of F'~! to U.

Figure 1.2. A neighborhood U of an embedded submanifold M C RP is the image of a
smooth embedding F : V — RP, with V c R%.
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1.2 A review on Riemannian geometry

Hence, we give a short review of Riemannian geometry.

A smooth manifold M is a topological manifold endowed with a smooth structure.
That is to say M is locally homeomorphic to Euclidean space and we are able to do
calculus on it. For a point p € M, the tangent space T, M is a vector space centered
on p which contains all tangent vectors to M passing through point p (Fig. 1.3).
With this we can give a formal definition of the Riemannian metric tensor which is
of central importance to any analysis involving Riemannian geometry.

Definition 4. (Riemannian metric) [do Carmo, 1992] Given a smooth mani-
fold M, a Riemannian metric on M assigns on each point p € M an inner prod-
uct (i.e. a symmetric, positive definite, bilinear form) (-,-), in the tangent space
TpM which varies smoothly in the following sense: if x : R™ D U — M is a local
coordinate chart centered at p and 8%i(q) = dx,(0,...,1,...,0) for ¢ € U, then

<82:7; (9), a%(q»x(q) = gi;(q) is a smooth function on U.

By generalizing the inner product to Riemannian manifolds, the metric tensor gives
meaning to length, angle and volume on manifolds. Central to distributions defined
on a Riemannian manifold, the volume measure over an infinitesimal region centered
at point p is defined as dM,, = \/det Gpdp, where G}, is the matrix representation of
the metric tensor evaluated at point p. Shortest paths on manifolds are represented
by geodesic curves, which generalize straight lines in Euclidean space. A geodesic is
a constant speed curve and its length can be computed by integrating the norm of its
velocity vector under the metric, in other words £ = f01 H%Hgdt. For p € M there is
a useful map defined on a neighborhood of the origin of 7, M called the exponential
map. More precisely, the exponential map is a diffeomorphism, i.e. a smooth map
with a smooth inverse, between an open subset ¢ C T, M and an open subset 4’ C M.
Given p € M and v € U, there is a unique geodesic v : [0,1] — M with v(0) = p and
97 (0) = v. The exponential map is given by exp,(v) = ¥(1). Note that exp,(0) = p.

dt
The inverse map (from U’ to U) exp, 1 =log, is called the logarithmic map.

Let M C RM be an embedded n-dimensional manifold and consider local coordinates
¢ : U — M with U C RY an open subset. The Euclidean metric on RM induces
a Riemannian metric on M. Expressed in terms of the coordinates given by ¢, this
metric is known as the pull-back metric on U under ¢. For u € U, the pull-back
metric Gy at u is given by

Gy = J; (u)Jy(u), (1.1)

where Jy denotes the Jacobian matrix of ¢.



4 Introduction

T, M

M

Figure 1.3. A manifold M with a tangent space T, M centered at point p. The exponential
map centered at p, maps the tangent vector v € T, M to the (red, dashed) geodesic curve
on the manifold M.

1.3 Normalizing flows

1.3.1 Definition for “discrete time” flows

A normalizing flow [Rezende and Mohamed, 2015] consists of a diffeomorphic map
fo : U — X parameterized by 6 with 4 € RP and X C R”, and a base or “latent”
distribution on U, with density given by p(u). Typically, the goal is to estimate a
target probability density on X given by p*(x), which is usually achieved through
maximum likelihood estimation of a model likelihood p(x). We assume the following
generative process:

u ~ p(u)
x = f(u;0), (1.2)
where the parameters of the flow, # are given by neural networks.

The map f induces a probability density in X and since it is a diffeomorphism (a dif-

ferentiable, invertible map with a differentiable inverse) we can evaluate p(x) exactly
using the change of variables formula:

p(z) = p(u)| det Jy(u)| ™" (1.3)

= p(u)|det Jy-1(x)| (1.4)

with u = f~1(=).
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In practice, the diffeomorphism f is constructed as a composition of simpler diffeo-
morphisms and in a subsequent section we will see some ways this is implemented in
practice. Intuitively, this construction describes the discretized dynamics of f in as
many steps as we have compositions. This intuition gives rise to an alternative way
of considering f, namely in the “continuous time” setting, where f is constructed
through the parameterization of its infinitesimal dynamics. As such, f is now defin-
ing a vector field over the data space X, which we need to integrate to retrieve the
transformation from the target distribution to the base distribution. Thus, a contin-
uous normalizing flow (CNF) is an integral curve given by an ordinary differential
equation (ODE). In this thesis we will focus on discrete flows, however we include the
definition for CNFs for completeness in the next section.

1.3.2 Definition for “continuous time” flows

We denote by z; the dynamics of the flow at time ¢ with ¢ € [to,t1]. We assume that

zi, = u and z;, = @, with u,z € RP. A CNF [Chen et al., 2018c] parameterizes the
derivative % with a function fy, itself parameterized by 6:

dz

d7tt = fo(z,1) (1.5)

The function fy needs to be Lipschitz continuous for the above ODE to have a unique
solution according to the Picard-Lindel6f theorem [Coddington and Levinson, 1955].
In practice, fy is implemented as a neural network which is Lipschitz continuous. To
compute the forward transformation, we integrate the dynamics from ¢y to t1:

ty

zZy, =u+ fo(z, t)dt (1.6)
to

To compute the inverse transform, we integrate in the reverse direction:

to
Zi, =T+ fo(ze, t)dt (1.7)

t1

In the “discrete time” case the change in (log) density is equivalent to the change
in volume |det J¢(u)|~!. The “continuous time” equivalent is given by Chen et al.
[2018c]:

dlog(z:)

B2 =~ Tr(Jy (), (1)

where Tr(-) denotes the trace of a square matrix and Jy(z;), the Jacobian of f. In
practice, to avoid having to make O(D) backpropagation calls, the trace can be
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estimated by Hutchinson’s estimator [Hutchinson, 1989], which was first introduced
in a Neural ODE/CNF setting by Grathwohl et al. [2018]:

TI"(Jf) = EP(E) [€TJf€], (1.9)

where € is a random vector with Ele] = 0 and Cov[e] = I. Finally, the log density of
x can be computed as:

logp(@) = logp(u) - [ Te(J(z0))dt (1.10)

to

1.3.2.1 Backpropagation with the Adjoint Method

The adjoint sensitivity method [Pontryagin, 1987] was used by Chen et al. [2018¢] as
an alternative to backpropagation through the ODE solver, which is computationally
inefficient. They show that the gradient of the loss with respect to the intermediate
states z; is given by the following ODE:

d oL oL "o t

Lo~ Y fe(ztv ) (111)
dt azt 8zt azt

The quantity g—th is called the adjoint state of the ODE. The gradient with respect
to flow parameters 6 is given by:

dL (" OL T dfy(z,1)

= = 1.1
df t1 3zt o7} dt ( 2>

The forward pass 1.6 is computed by a call to an ODE solver, while another call to
the solver will yield the gradient with respect to the flow parameters 1.12. This pro-
cess can be considered the continuous time analog to the backpropagation algorithm
[Rumelhart et al., 1986a].

1.3.3 Construction of flow models

Throughout this section we will discuss some of the most common transformations
used in the construction of flow models. We will focus on transformations that are
used throughout this work. For a more exhaustive overview we refer the interested
reader to Papamakarios et al. [2021].

An obvious consideration in the design of normalizing flows is dealing effectively with
the determinant of the Jacobian of f. Taking the determinant of arbitrary matrices is
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an O(D?) operation which in all but the most trivial cases is prohibitively expensive
and so a naive call to a determinant method is impractical. Furthermore, we would
like to be able to invert f efficiently - ideally by having access to the analytical
inverse, which would enable efficient maximum likelihood training. Thus, the flow
transformations presented below are designed with two goals in mind:

1. Reducing the computational cost of computing the determinant while paying
the minimum price in regard to the overall transformation flexibility.

2. Inverting the overall transformation (ideally) in constant time.

The main strategy to achieve both of these objectives is to design the transformation
f as a composition of simple transformations g;, which are easily invertible and their
Jacobian determinants are cheap to compute. Thus, the transformation f has the
following form:

f(x) =gn(zn_1)ogn-_1(2n—2) 0 -0 g1(x) (1.13)

where N is the number of transformations used in the composition and z; are the
intermediate representations.

The Jacobian of f is of the form:
Jr=Jgn Jgn_r o dg (1.14)

And for the computation of the determinant of J; we have:

det Jp = det(Jgy - Jgn_y - Jgy) (1.15)
=det Jy, det Jg,_, ...det Jg, (1.16)
We note that depending on the application, the two objectives/restrictions to the
design of flow transformations mentioned above regarding tractability of determinants
and access to the analytical inverse of the transformation can be relaxed. E.g. Ho
et al. [2019], Wehenkel and Louppe [2019] use transformations which are guaranteed
to be invertible but do not have an analytical inverse. In such cases, root finding
methods can be employed with the most popular one being bisection [Burden et al.,
2015]. For a more comprehensive overview of such methods we once again refer the
interested reader to Papamakarios et al. [2021].

1.3.3.1 Invertible linear transformations

Given x, z € RP| linear transformations have the following form:

z=g(x) (1.17)
= We, (1.18)
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with W € RP*D

The simplest way to implement this transformation would be to directly parameterize
the matrix W. However, for our transformation to be practically useful, we need to
consider the two objectives/restrictions we laid out in the previous section. Let’s first
consider the matter of computing the determinant of the Jacobian of g. The Jacobian
of g in this case is the matrix in question itself, W. We have already stated in the
previous section that taking the determinant of an arbitrary matrix is too costly to
be practical. As for the second restriction, that pertaining to the invertibility of g,
the matrix W is not guaranteed to be invertible, at least in this general way we have
defined it. Even if it is invertible, inverting this matrix naively is an operation that,
similar to the naive computation of the determinant, is cubic in time complexity. To
alleviate these two problems we need to make certain assumptions on the structure
of the matrix W and indeed, many different types of linear transformations have
appeared in the literature based on exactly these assumptions, e.g. W being a permu-
tation matrix, i.e. a volume preserving (meaning it has a Jacobian determinant of 1)
binary matrix with exactly one element per row being 1 and all other elements in the
row being 0. Another, arguably more useful strategy, at least for high dimensional
and/or complex data is to parameterize W through matrix decomposition, that is to
say a product of matrices with specified structure, such that relatively cheap Jacobian
determinant computation and inversion are guaranteed. Below we will briefly discuss
one such popular decomposition.

PLU linear transform A matrix W € RP*P can be written as a product of three
matrices P, L,U € RP*P where P is a permutation matrix, L is a lower triangular
matrix and U is an upper triangular matrix:

W = PLU (1.19)
By restricting the diagonal elements of L and U to be positive we can ensure that W

is invertible. The determinant of W is simply the product of the diagonal elements
of L and U:

D
det W = HLiiUii (1.20)
%

Computing the inverse of W involves three steps:

1. Reversing the permutation
2. Solving an upper triangular system

3. Solving a lower triangular system
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Solving the systems is an O(D?) operation, thus computing the inverse of a PLU
transformation is also an O(D?) operation.

1.3.3.2 Coupling layers

Coupling layers are transformations of the following form. Given & € R”, g(-) the
coupling layer transformation, z = g(x) and d < D:

21:d = T1:d (121)
Zi41:0 = 1.4 © exp(s(x1.q)) + t(x1.9) (1.22)

where s(+),t(-) are functions represented by neural networks and ® denotes the ele-
mentwise/Hadamard product.

The transformation described by eqs. 1.21 and 1.22 is quite simple and in practice,
many of these layers are either composed in an alternating fashion or with invertible
linear layers interspersed in-between to achieve a meaningful transformation of the
data. In essence, coupling layers establish a dependence between parts of the input
vector while ensuring that the computation of the Jacobian determinant remains
tractable. The Jacobian of a coupling layer has the following form:

Iq 0

Jg(w) = |:8zd+1:D

g diag(exp(s(®1.4))) (1.23)

where diag(exp(s(z1.4))) denotes the diagonal matrix, the diagonal elements of which
are given by the vector exp(s(i.q)). The Jacobian of g is triangular, as such its
determinant is simply the product of its diagonal elements. In this particular case the

determinant is computed as exp (Z‘j s(:cz)) We note that to compute the Jacobian

of g, we do not need to compute the Jacobians of s and ¢, so the neural networks

representing those functions can be arbitrarily complex. Inverting a coupling layer is
trivial:

Ti.qd = 21:d (1.24)

Zar1:p = (Zay1:p — t(z1.4)) © exp(—s(21.4)) (1.25)

Evaluating the forward and inverse transformations carries the same computational

complexity, in other words inference and sampling are made possible by paying the
same price computationally.

1.3.3.3 Spline flow layers

As stated in the preceding section, coupling transformations are rather simplistic and
one typically needs to compose many of them to achieve a flexible transformation of
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the data. An alternative transformation is based on monotonic splines. Splines are
functions that are defined piecewise in an interval [A, B]. This interval is divided
in K segments and the overall spline transformation consists of simple functions
defined in each segment, where subsequent segments agree on the knot points between
them. Because the spline transformations are monotonically increasing, analytical
invertibility is ensured. Spline transformations are applied elementwise in the input
vector. Various spline flows based on monotonic polynomials have been proposed in
the literature [Dolatabadi et al., 2020, Durkan et al., 2019a,b, Miiller et al., 2019].
Below we will briefly discuss a flexible spline flow which is used predominantly in
chapter 4.

Monotonic rational quadratic splines Durkan et al. [2019a] construct a ra-
tional quadratic spline flow in the interval [—B, B] by defining rational-quadratic
splines in K segments of the interval, the boundaries of which are given by K + 1
monotonically increasing knot points {z(¥), y(®}K " where {2(©), 4} = (-B, -B)
and {z(5) yF)} = (B, B). To avoid discontinuities in the derivative of the transfor-
mation, and thus subsequent numerical instability during training, the derivatives in

the internal K — 1 knot points are set arbitrarily to {6(*), 5(’“)}?:_11 positive values.
. k+1_ k Lk . . . (k)
Given sp, = L2 and £(2) = 57757, a rational quadratic function ;;(ng defined

in segment k has the following form:

dB(E) gy D —y @)W 4 50e(1 — )
BOE) ~ Y T M T P 45 — 2s0E(T - £)

(1.26)

The transformation is applied elementwise on the input vector, thus the logarithm
of the absolute value of the Jacobian determinant is given by the sum of the log
derivatives of eq. 1.26 with respect to each element x of the input vector x:

d {a(k)(f):l _ (8M)2E*HDE? +25Mg(1 — €) +0M (1 — €)?] (1.27)

dz [ BM)(¢) [s() 4+ [6(k+1) 4 6(F) — 25(M)]¢(1 — €)]2

To evaluate the inverse of the rational quadratic function we need to solve for the
roots of a quadratic equation and since the equation is monotonic we can always
determine the appropriate root. For more details on the relevant expressions and
procedure please see Durkan et al. [2019a].
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1.4 Variational Autoencoders

1.4.1 Latent variable models

Latent variable models are parametric models of the following form:

po(x) = /pg(a:,z)dz, (1.28)

where o are considered the observed variables and z the hidden or latent variables.
The joint distribution pg(x, z) is called the complete data likelihood. Typically, the
joint distribution factorizes in the following way:

pg(w,z) :p9($|z)p(z), (129)

where the conditional distribution over the observations «x is called the likelihood and
p(2) is the prior distribution over latent variables z. The decomposition in eq. 1.29
is prevalent in generative modeling, where it is used to model the generative process
of observations @ in the following sense: a latent variable representing some defining
attribute (e.g. the angle of rotation for an object in the case of image data or the
class of the observation in the case of discrete latent variables) of observation x is
first sampled from the prior p(z), which is then used to sample an observed variable
from the conditional distribution py(x|z).

During inference we are interested in computing the posterior distribution over the

latent variables:

po(2l) = po(x,2) _ po(x|2)p(2)
p(x)  [po(z|z)p(z)dz

(1.30)

However, in practice the integral in eq. 1.28 is often intractable (e.g. due to a high
number of dimensions), in which case we need to resort to approximate methods. At
this point we have two options: either resort to sampling methods like Markov Chain
Monte Carlo (MCMC) to approximately draw samples from the true posterior or
view the approximation of the posterior as an optimization problem, where we need
to optimize the parameters of a parametric model to approximate the true posterior.
The latter approach is generally known as wvariational inference.

1.4.2 Variational inference

MCMC constructs an ergodic Markov chain that has p(z|x) as its stationary distribu-
tion. The sampler then yields samples from the chain/stationary distribution. If we
want to evaluate the posterior we compute an empirical estimate from these samples.
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MCMC comes with guarantees for asymptotically yielding exact samples from the tar-
get distribution [Blei et al., 2017, Robert et al., 1999], however it is not suited to high
dimensional datasets or complicated models due to the fact that it generally tends to
be a computationally intensive method. Thus, in terms of computational expediency
variational inference is a more practical choice, although it comes at the cost of the
(asymptotic) guarantees MCMC carries. In this thesis, posterior approximation is
relevant for chapters 2 and 3, where between MCMC and variational inference we
opted for the latter method.

As stated in the previous section variational inference turns the inference problem
into an optimization one. In the current section we will explain the overall setting
and the objective function of the approach. We are interested in approximating the
true posterior distribution p(z|x). To do so, we first specify a variational family of
distributions parameterized by ¢. We will optimize ¢ to arrive at the member of
this family which best approximates p(z|x) and we will measure the quality of this
approximation via the KL divergence. We can now formulate our problem:

q"(2) = arg;ninDKL(%(Z)IIP(zIw))v (1.31)

Solving this minimization problem gives us the best approximating distribution within
a given variational family. Recall, however, that we cannot compute this KL diver-
gence, since we cannot compute p(z|x):

Dk (gs(2)[Ip(2[2)) = Eqllog g4(2)] — Eq[log pe(x, 2)] + log p() (1.32)

We can optimize the alternative objective:

L(x,0,¢) = Eyllog po(w, 2)] — Eqgs(2)] (1.33)

This function provides a lower bound to the marginal likelihood logp(x). The KL
divergence is a non-negative quantity and it is equal to zero when the distributions
match and so the tightness of the bound depends on the quality of the approximation
of the posterior. Thus, rearranging eq. 1.32 we get:

log p(z) = Ey[log ps(x, 2)] — Eqlgs(2)] + Dxr(g6(2)[[p(2]2)) (1.34)
= L(x,0,0) + Dxi(gs(2)[lp(2]2)), (1.35)

which given what we stated above, we can express as a lower bound, with equality
achieved when the term Dk, (g4 (2)||p(2|2)) is zero:

logp(x) > L(x,0, ) (1.36)

Thus we can reframe our optimization problem expressed in eq. 1.31 as one where we
equivalently want to maximize this lower bound.

The marginal log-likelihood log p(x) is also called the evidence and thus the function
L(x,0, ) is called the evidence lower bound (ELBO). Often, the ELBO is expressed
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in terms of the conditional log-likelihood and the KL divergence between the approx-
imate posterior ¢4(z) and the prior p(z):

L(x,0,9) = Eqlog po(x, 2)] + Eq[p(2)] (1.37)
= Eqllog po(x|2)] + Dxr(g4(2)p(2)) (1.38)

1.4.3 Autoencoding variational inference

Historically, the approach employed in variational inference is based on the following
choice for the variational family:

q(z) = qu'(zi)7 (1.39)

in which latent variables are independent and each of them is governed by the density
q;- This implies that each data point « is governed by its own variational parameters.
We note that this family is not a function of data points  and the only way in which
they are connected to the conditional likelihood is through the optimization problem
[Blei et al., 2017]. This approach is called mean-field variational inference.

In recent years, however, a different approach has gained traction, which is based
on amortized inference [Gershman and Goodman, 2014]. The focus of amortized
inference is the sharing of variational parameters across data points, as opposed to
the mean-field method which optimizes variational parameters separately for each
data point. The paradigm which best exemplifies amortized inference with respect to
posterior inference is a neural network-based approach called Variational autoencoders
(VAEs) [Kingma and Welling, 2014, Rezende et al., 2014]. VAEs jointly optimize the
parameters of the variational family ¢ and the likelihood 6. In VAEs the variational
family is actually a function of data points @, such that we can rewrite it as g, (z|x)
and is often called the inference/recognition model or encoder, while the conditional
likelihood py(x|2z) is called the decoder. Both of these densities are parameterized
by neural networks. A typical choice for the encoder is a Gaussian distribution with
diagonal covariance:

06 (2]) = N (2|pg(), diag (o3 (x))), (1.40)

where parameter vectors p and o2 are output by a neural network with parameters
¢. The prior density is usually defined as a standard Gaussian. Finally, the like-
lihood/decoder density is chosen according to the data modality, e.g. a Bernoulli
distribution would be the appropriate choice for binary data, while a Gaussian distri-
bution would be better suited to real valued data, etc. From an autoencoder point
of view, the likelihood term in eq. 1.38 can be viewed as a reconstruction term while
the KL term can be viewed as a regularizer.



14 Infroduction

To evaluate the expectations in eq. 1.38 we need samples from the approximate poste-
rior gg(z|x). This presents us with the problem of having to backpropagate through
a sampling step during training. Kingma and Welling [2014] showed that for certain
distributions, sampling can be re-expressed as a deterministic transformation of a
random variable, which is differentiable with respect to its parameters. For Gaussian
distributions this amounts to sampling a random variable € ~ N (0,) and then ap-
plying the transformation z = pg(x)+04(x) @€, where py(x), 04(x) are respectively
the mean and variance parameters of the Gaussian distribution, parameterized by
neural networks with parameters ¢. By deriving samples in this way, we are able to
backpropagate through deterministic functions pg4 and og. In the context of VAEs
this is called the reparameterization trick and it allows for low variance estimates of
gradients with respect to parameters.



CHAPTER 2

Variational
Autoencoders with
Riemannian Brownian
Motion Priors

This chapter is adapted from Kalatzis et al. [2020]

Authors: Dimitris Kalatzis, David Eklund, Georgios Arvanitidis, Sgren Hauberg

Abstract

Variational Autoencoders (VAEs) represent the given data in a low dimensional
latent space, which is generally assumed to be Euclidean. This assumption nat-
urally leads to the common choice of a standard Gaussian prior over continuous
latent variables. Recent work has, however, shown that this prior has a detri-
mental effect on model capacity, leading to subpar performance. We propose
that the Euclidean assumption lies at the heart of this failure mode. To counter
this, we assume a Riemannian structure over the latent space, which constitutes
a more principled geometric view of the latent codes, and replace the standard
Gaussian prior with a Riemannian Brownian motion prior. We propose an effi-
cient inference scheme that does not rely on the unknown normalizing factor of
this prior. Finally, we demonstrate that this prior significantly increases model
capacity using only one additional scalar parameter.

2.1 Infroduction

Variational autoencoders (VAEs) [Kingma and Welling, 2014, Rezende et al., 2014]
simultaneously learn a conditional density p(x|z) of high dimensional observations
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and low dimensional representations z giving rise to these observations. In VAEs, a
prior distribution p(z) is assigned to the latent variables which is typically a standard
Gaussian. It has, unfortunately, turned out that this choice of distribution is limiting
the modelling capacity of VAEs and richer priors have been proposed instead [Bauer
and Mmnih, 2018, Klushyn et al., 2019, Tomczak and Welling, 2017, van den Oord
et al., 2017]. In contrast to this popular view, we will argue that the limitations of
the prior are not due to lack of capacity, but rather lack of principle.

Informally, the Gaussian prior has two key problems.

1. The Euclidean representation is arbitrary. Behind the Gaussian prior
lies the assumption that the latent space Z is Euclidean. However, if the decoder
po(x|z) is of sufficiently high capacity, then it is always possible to reparameterize
the latent space from z to h(z),h : Z — Z, and then let the decoder invert this
reparameterization as part of its decoding process [Arvanitidis et al., 2018, Hauberg,
2018b]. This implies that we cannot assign any meaning to specific instantiations
of the latent variables, and that Euclidean distances carry limited meaning in Z.
This is an identifiability problem and it is well-known that even the most elementary
latent variable models are subject to such. For example, Gaussian mixtures can
be reparameterized by permuting cluster indices, and principal components can be
arbitrarily rotated [Bishop, 2006].

2. Latent manifolds are mismapped onto Z. In all but the simplest cases, the
latent manifold M giving rise to data observations is embedded in Z. An encoder
with adequate capacity will always recover some smoothened form of M, which will
either result in the latent space containing “holes” of low density or, in M being
mapped to the whole of Z under the influence of the prior. Both cases will lead
to bad samples or convergence problems. This problem is called manifold mismatch
[Davidson et al., 2018a, Falorsi et al., 2018] and is closely related to distribution
mismatch [Bauer and Mnih, 2018, Hoffman and Johnson, 2016, Rosca et al., 2018]
where the prior samples from regions to which the variational posterior (or encoder)
does not assign any density. A graphical illustration of this situation can be seen on
the left panel of Fig. 2.1, where a VAE is trained on the 1-digits of MNIST under the

Figure 2.1. The latent space priors of two VAEs trained on the digit 7 from MNIST.
Left: Using a unit Gaussian prior. Right: Using a Riemannian Brownian motion (ours) with
trainable (scalar) variance.
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Gaussian prior. The prior assigns density where there is none.

In this paper, we consider an alternative prior, which is shown in the right panel
of Fig. 2.1. This is a Riemannian Brownian motion model defined over the manifold
immersed by the decoder. The Riemannian structure solves the identifiability problem
and gives a meaningful representation that is invariant to reparametrizations and at
the same time restricts the prior to sample only from the image of M onto Z. The
prior generalizes the Gaussian to the Riemannian setting. It only has a single scalar
variance parameter, yet it is able to capture intrinsic complexities in the data.

2.2 Background

2.2.1 Variational autoencoders

VAEs learn a generative model py(x, z) by specifying a likelihood of observations
conditioned on latent variables pg(x|z) and a prior over the latent variables p(z).
The marginal likelihood of the observations pg(x) = [ po(z|z)p(z)dz is intractable.
As such, VAEs are trained by maximizing the variational Fwvidence Lower Bound
(ELBO) on the marginal likelihood :

Eg(zl) [log po (2] 2)] — Dxw(gs(22)[[p(2)), (2.1)

where g4(z|x) denotes the variational family. Kingma and Welling [2014], Rezende
et al. [2014] proposed a low variance estimator of stochastic gradients of the ELBO,
known as reparameterization trick.

In the VAE framework, both the variational family g,(z|z) and the conditional like-
lihood py(x|z) are parameterized by neural networks with variational parameters ¢
and generative parameters 6. In the language of autoencoders, these networks are
often called encoder and decoder parameterizing the variational family and the gen-
erative model respectively. From an autoencoder perspective, Eq. 2.1 can be seen
as a loss function involving a data reconstruction term (the generative model) and a
regularization term (the KL divergence between the variational family and the prior
distribution over the latent variables).

2.2.2 VAE decoders as immersions

We will dedicate this subsection to showing that, under certain architectural choices,
VAE decoders induce Riemannian metrics in the latent space. That is to say, they
belong to a certain class of maps, called smooth immersions, which give rise to im-
mersed submanifolds. In other words, we will formally describe our intuition about
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VAEs mapping the latent space back to data space, using the language of smooth
manifolds and Riemannian geometry.

The generative and variational distributions can be seen as families of parameterized
mappings g4 : X — Z and fy: Z - RM Z C RY and M > N and parameters ¢ and
0 respectively. The family defined by the generative model is of particular interest. To
make the subsequent exposition clearer we will assume a Gaussian generative model
and rewrite it in the following form:

fo(z) = po(z) +09(z) ¢, €~N(0,Ip) (2.2)

with g : Z - RM gy : Z — R% , denoting the mean and standard deviation of
the generative model parameterized by neural networks with parameters 6 and ©
denoting the Hadamard or element-wise product.

Definition 5. (Smooth immersions) Given smooth manifolds M and M’ with
dim(M) < dim(M’), a mapping f : M — M’, a point p € M and its image f(p) €
M, the mapping f is called an immersion if its differential dfy : TyM — Ty M’ is
injective for all p € M.

We will consider a particular Riemannian metric on Z induced by uy and oy. The
architectures of ug and oy are such that these maps are immersions. Consider now
the diagonal immersion

fiZ R xRY 2 (ug(2),00(2)), (2.3)

whose geometry encodes both mean and variance. The random map fy is a random
projection given by e of the diagonal immersion. Sampling using the decoder can
therefore be seen as first sampling the image of this immersion and then randomly
projecting down to X’ [Eklund and Hauberg, 2019]. Taking the pull-back metric G,
of f to Z we obtain

G = Ju(2) Ju(2) + Jo(2) T (2), (2.4)
where J,, and J, are the Jacobian matrices of ;19 and oyg.

The metric G, was studied by Arvanitidis et al. [2018] and is known to yield geodesics
that follow high density regions in latent space. As an example, Fig. 2.2 shows
geodesics of a VAE trained on 1-digits from MNIST, which follow the data due to
the variance term of the metric, which penalizes geodesics going through low density
regions of the latent space.

2.3 Geometric latent priors

The standard Gaussian prior relies on the usual Lebesgue measure which in turn,
assumes a Euclidean structure over the latent space Z. Recently, it has been noted
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Figure 2.2. Example geodesics under the pull-back metric equation 2.4. The associated
VAE is the same as in Fig. 2.1.

Figure 2.3. Inferred latent space for a toy data set, embedded via a non-linear function
in R, The background color, with blue representing lower and red representing higher
values, from left to right, show: the (log) standard deviation estimated by a typical neural
network; the associated (log) volume measure; the RBF (log) standard deviation estimate;
and the associated (log) volume measure. Best viewed in color.

[Arvanitidis et al., 2018, Hauberg, 2018b] that this assumption is mathematically
questionable, and that, empirically, Euclidean latent space distances carry little in-
formation about the relationship between data points. Rather, a Riemannian inter-
pretation of the latent space appears more promising. It is evident that the geometric
structure over the latent space carries significant information about data density that
the traditional Euclidean interpretation foregoes. With this in mind, we propose
that the prior should be defined with respect to the geometric structure. We could
opt for a Riemannian normal distribution, which is well-studied [Arvanitidis et al.,
2016a, Hauberg, 2018a, Mardia and Jupp, 2000, Oller, 1993, Pennec, 2006a]. Unfortu-
nately, computing its normalization constant is expensive and involves Monte Carlo
integration. Furthermore, it is equally hard to sample from this distribution, since it
generally requires rejection sampling with non-trivial proposal distributions.

Instead we consider a cheap and flexible alternative, namely the heat kernel of a
Brownian motion process [Hsu, 2002]. A Brownian motion X; on an immersed Rie-
mannian manifold M C RM can be defined through a stochastic differential equation
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on Stratonovich form:

M
dXt = Z P(X(Xt) o tha. (25)

a=1

Here W, = (W},...,WM) is a Brownian motion in RM and P;(Xy),..., Pau(Xy)
denotes the projection of the standard basis of R onto the tangent space of M at
X;. This way, a Brownian motion on M is driven by a Euclidean Brownian motion
Wy projected to the tangent space. Fixing an initial point g € M and a time ¢ > 0,
Brownian motion starting at p running for time ¢ gives rise to a random variable on
M. Tts density function is the transition density p(x). An alternative description
of Brownian motion on M is that p(x) is the heat kernel associated to the Laplace-
Beltrami operator of a scalar function h on M:

Ah =dM™'9; (dMg“d;h) (2.6)
where dM is the volume measure of the immersed submanifold M, g% are the com-
ponents of the inverse metric tensor and 0; := %, 0; = % are the basis vectors

at the tangent space T, M. We will express the transition density in terms of local
coordinates Z — M on M. Conveniently, we may approximate the transition density
by a so-called Parametrix expansion in a power series [Hsu, 2002]. In this paper we
will use the zeroth order approximation which gives rise to the following expression
for p(z) with z € Z:

p(2) ~ (2mt) /2 Hy exp (—”Qt“)) , (27)

where:
e t € R, denotes the duration of the Brownian motion, and corresponds to vari-
ance on Euclidean manifolds.
e d is the dimensionality of z.
e p € Z is the center of the Brownian motion.
o [(+,) is the geodesic distance on the manifold.
e Hy= (%)1/ 2 is the ratio of the Riemannian volume measure evaluated at

points z and p respectively.

Equation 2.7 can be evaluated reasonably fast as no Monte Carlo integration is re-
quired. The most expensive computation is the evaluation of the geodesic distance for
which several efficient algorithms exist [Arvanitidis et al., 2019, Hennig and Hauberg,
2014]. Here we parameterize the geodesic as a cubic spline and perform direct energy
minimization.
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2.3.1 Inference

Since we use the heat kernel density function for the prior p(z), we need the variational
family g4(z|x) to be defined with respect to the same Riemannian measure. We
therefore also use the heat kernel density function for the variational family, which is
parameterized by the encoder network with variational parameters ¢. The parameter
t of the prior is learned through optimization. The ELBO can be derived with respect
to the volume measure dM:

logp(x) > L (6, @)
N o pg(a:|z)p(z) 2l
[ s (M) wisiiam.

= Eq(zja) log po ([2)] — Dxr. (g5 (2|2)|[p(2))- (2.8)

This ELBO can be estimated using Monte Carlo samples from the variational pos-
terior. With no analytical solution to the KL divergence we resort to Monte Carlo
integration:

Dxw(qllp) = /M log qq;((zz;z)%(zlw)d/\/l

= Eq(zl:c) [log ¢(z|x) — log p(z)]

Z log q(z;|x) — logp(z;)) (2.9)
with:
d 2
log gy (z]x) = —3 log(27ty) + log Hy g — ﬁ (2.10)
q
d 2
log p(z) = — = log(27t,) + log Hyp — = (2.11)
2 P ot

where I2 = (2, pg), 12 = 1*(2, pp).
Thus, the final form of the Monte Carlo evaluation of the KL divergence is:

N
111
Dxv(dllp) = 5 [N > <10g det Gy, (2i)—
i=1
2(4. 2(,,.
10gdetGuq(zi) + ! ('zhp’p) _ ! (zlal'l’q)>
ty ty

+ d(logt, — log tq)] (2.12)
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Figure 2.4. Latent space of an R-VAE, plotted against the Riemannian volume measure
dM. Once again note the “borders” created by the metric roughly demarcating the latent
code support. The latent codes are colored according to label. Best viewed in color.

2.3.2 Sampling

In the previous section we mentioned that a Brownian motion (BM) on the manifold
can be derived by projecting each BM step X; on the tangent space at t. However
we will take each step directly in the latent space and avoid having to evaluate the
exponential map. Given a manifold M with dimension N, the immersion f : M —
RM a point a € M and its image under f, A € RM we take a random step from A:

A~ N(0,Zy). (2.13)

Applying a Taylor expansion we have:
fla+e) = f(a) +Jac+ O (€7). (2.14)
With A = f(a+¢€) — f(a) we have:

A=Jae+0(e%). (2.15)

For small € an approximation to taking a step directly in the latent space is then
b=a+ewithe~JIA and J = (J;—Ja)f1 JI € RN*M the pseudoinverse of J,.
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Since A ~ N (0,X)/) the step € can be written:

e~ N (0,355 (35) 7). (2.16)

We consider an isotropic heat kernel so in our case ¥y = 0?I. Furthermore:

IEey (3D = (37 a)’1JT2MJa (373"
=02 (313 313, (33T
=02 (313" =02 (3137 (2.17)

This implies that

e~ N (0,0%(3132) 7). (2.18)

Thus, to sample from the prior we simply need to run Brownian motion for ¢ =
1,...,T:

th./\/(zt s (J; ey 1)1) (2.19)

An obvious concern regarding the computational cost of sampling is the inverting of
the metric tensor. While this is a valid concern for large latent dimensionalities, in
practice and for the typical number of latent dimensions found in generative mod-
elling literature the sampling cost is bearable, considering that the operation can be
parallelized for K samples. We further note that from a practical standpoint for small
diffusion times the number of discretized steps can be small. The time complexity of
the sampling operation is

O(KHM + KMN? 4 N?) (2.20)

where K is the number of samples, N is the latent space dimensionality, M is the
input space dimensionality and H is the decoder hidden layer size.

2.4  Meaningful variance estimation

We now turn to the problem of restricting our prior to sample from the image of
our manifold in Z. Since typically the geometry of the data is not known a priori,
we adopt the Bayesian approach and relate uncertainty estimation in the generative
model to the geometry of the latent manifold. Specifically, since the generative model
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parameterizes fy : Z — X we construct it such that the pull-back metric will acquire
high values away from the data support and thereby restrict prior samples to high
density regions of the latent manifold.

In Sec. 2.2.2 we described the metric tensor arising from the diagonal immersion f.
By the form of the metric, it is clear that both pg(z) and og(z) contribute to the
manifold geometry. In recent works [Arvanitidis et al., 2018, Detlefsen et al., 2019a,
Hauberg, 2018b] it was shown that neural network variance estimates are typically
poor in regions away from the training data, due to poor extrapolation properties.
Thus, neural networks cannot be trusted to properly estimate the variance of the gen-
erative model “off-the-shelf” when the functional form of the immersion (and thus the
geometry of the data) is not known a priori. By extension, this leads to poor estimates
of latent manifold geometry and latent densities. Arvanitidis et al. [2018] propose to
use a radial basis function (RBF) network [Que and Belkin, 2016] to estimate preci-
sion, rather than variance. We adopt this approach due to its simplicity and relative
numerical stability, however we note that similar approaches for principled variance
estimation exist [Detlefsen et al., 2019a, Stirn and Knowles, 2020].

The influence of the RBF network can be seen in Fig. 2.3, where it is compared with
a usual neural network variance estimate. Note that the metric creates “borders”
demarcating the regions to which the latent codes have been mapped by the encoder.
This makes interpolations and random walks generally follow the trend of the latent
points instead of wondering off the support. Thus, this regularization scheme restricts
prior sampling to such high density regions. A similar effect is not observed in the
usual Gaussian VAE, where the prior samples from regions to which the variational
posterior has not necessarily placed probability density [Hoffman and Johnson, 2016,
Rosca et al., 2018].

2.5 Experiments

2.5.1 Generative modelling

For our first experiment we train a VAE with a Riemannian Brownian motion prior
(R-VAE) for different latent dimensions and compare it to a VAE with a standard
Normal prior and a VAE with a VampPrior. Tables 2.1 & 2.2 show the results. R-VAE
achieves a better lower bound than both its Euclidean counterparts. The Brownian
motion prior adapts to the latent code support and as such yields more expressive
representations. On the other hand, with only a single parameter it results in a model
that generalizes better than VAEs with a VampPrior.
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Table 2.1. Results on MNIST (mean & std deviation over 10 runs). Rec denotes the
negative conditional likelihood.

Model Neg. ELBO Rec KL

VAE

d=2 -1030.38+5.34 -1033.0615 48 2.684 14

d=5 -1076.64 14 48 -1078.91 14 44 2.274 04

d=10 -1110.7941 17 -1113.0141 13 2.224 03
VAE-VampPrior

d=2 -1045.0315 22 -1047.34 15 20 2.30+ 03

d =35 ‘1109-74:&4.87 —1111.6314,87 1.88:|:,01

d=10 -1116.58 14 03 -1118.27 14 90 1.694 o2

R-VAE

d=2 21047.2945 77 -1053.704275  14.33% o1

d=5 -1141.06179 -1177.8643.39 28.004+ 2

d=10 -1170.03 11852 -1280.94.1447 5H7.76+385

2.5.2 Classification

We next assess the usefulness of the latent representations of R-VAE. Fig. 2.4 shows
the latent code clusters. R-VAE has produced more separable clusters in the latent
space due to the prior adapting to the latent codes, which results in a less regularized
clustering. We quantitatively measured the utility of the R-VAE latent codes in
different dimensionalities by training a classifier to predict digit labels and measuring
the average overall and per-digit F'1 score. Table 2.3 shows the results when comparing
against the same classifier trained on latent codes derived by a VAE. R-VAE has a
significant advantage in low dimensions. As dimensionality increases this advantage
becomes non-existent. An explanation for this is that due to the KL annealing of the
Euclidean VAE, its representations have become more informative.

2.5.3 Qualitative results

Finally we explore the geometric properties of a R-VAE with a 2-dimensional latent
space. Fig 2.4 shows the learned manifold. As in Fig. 2.3, the influence of the
variance network on the metric can be seen in the “borders” surrounding the latent
code support.

We begin by investigating the behavior of distances on the induced manifold. Fig. 2.5
shows the geodesic curves between two pairs of random points on the manifold, com-
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Table 2.2. Results on FashionMNIST (mean & std deviation over 10 runs). Rec denotes
the negative conditional likelihood.

Model Neg. ELBO Rec KL

VAE

d=2 -443.13410.67  -447.441108 4.314 14

d=5 -511.65+3.70 -517.4143.84 5.764 21

d=10 -525.0545.87 -530.8645.9 5.814 05
VAE-VampPrior

d=2 -705.90417.3  -708.45417.29 2.544 o1

d=5 -769.27j;5, '770-1j:5.02 0-83i.09

d =10 “T74.17 11083  -777.75 11078 3.57+ 06

R-VAE

d=2 708.77 1603 -722.4115 736 13.641, 51

d=5 -889.621344 -913.61.333 23.83+ 8

d =10 2959.2.5 3, -1001.44408 40.35. ¢

Table 2.3. Per digit and average F1 score for a classifier trained on the learned latent codes
of VAE and R-VAE. Results are averaged over 5 classifier training runs.

Digits 0 1 2 3 4 5 6 7T 8 9 Avg

VAE

d=2 0.94 0.95 0.88 0.67 0.55 0.42 0.86 0.68 0.61 0.53 0.724 o2
d=5 0.95 0.97 0.94 0.90 0.90 0.89 0.95 0.93 0.88 0.87 0.92+ go1
d=10 0.98 0.99 0.97 0.94 0.96 0.95 0.98 0.97 0.93 0.94 0.96+ 01
R-VAE

d=2 0.95 0.97 0.89 0.68 0.64 0.56 0.88 0.85 0.71 0.64 0.784 oo2
d=25 095 0.98 094 091 0.94 0.88 0.95 0.93 0.90 0.89 0.93+ o008
d=10 0.98 0.98 0.96 0.95 0.96 0.95 0.97 0.97 0.93 0.94 0.964 001

pared against their Euclidean counterpart. The geodesic interpolation is influenced
by the metric tensor, which makes sure that shortest paths will generally avoid areas
of low density. This can easily be seen in top left Fig. 2.5, where the geodesic curve
follows a path along a high density region. Contrast this to the Euclidean straight
line between the two points traversing a lower density region. Reconstructed images
along the curves can be seen in the middle and bottom rows. Even in less apparent
cases (top right Fig. 2.5), reconstructions of latent codes along geodesic curves gen-
erally provide smoother transitions between the curve endpoints as can be seen by
comparing the middle right and bottom right sections of the figure.
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Figure 2.5. Top: Interpolations plotted in the latent space of R-VAE. Black indicates a
geodesic interpolant, red indicates a Euclidean interpolant. Middle: Images reconstructed
along the geodesic interpolation. Bottom: Images reconstructed along the Euclidean inter-
polation. The latent codes are color-coded according to label. Best viewed in color.
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Figure 2.6. Top: Brownian motion runs on the learned latent manifold. Bottom: Corre-
sponding sampled images. The sampler mostly stays in high density regions of the latent
manifold. Best viewed in color.

Next, we investigate sampling from R-VAE. In Sec. 2.4 we claimed that a Brownian
motion prior coupled with the RBF regularization of the decoder variance network
would yield samples that mostly avoid low density regions of the latent space. To



28 2 Variational Autoencoders with Riemannian Brownian Motion Priors

ddaadadaSAR
P Jp=s b= o B 195 e s - |
ST SFS T STSsSA2
d2IdAdAdAARAARARR
oo I Jse s Jso = o I o IS |
dadaddldldlAR

)
8
§
2
L‘
o
1
T
i

((a))

Figure 2.7. Brownian motion runs with artificially increased ¢ (diffusion) parameter beyond
the learned value. Note that the borders created by the metric tensor stop the sampler from
exploring low density regions any further - the sampler either stops (a and b) or returns to
regions of higher density (c¢). This effect is observed in the sampled images. Best viewed in
color.

((e))

empirically prove this, we executed two sets of multiple sampling runs on the latent
manifold. In the first set we ran Brownian motion with the learned prior parameters.
These runs and the resulting images are displayed in Fig. 2.6. The random walks
generally stay within high density regions of the manifold. Cases where they explore
low density regions do exist but they are rare. The samples generally seem clear
although sometimes their quality drops, especially when the sampler is transitioning
between classes, where variance estimates are higher. This could potentially be recti-
fied with a less aggressive deterministic warm-up scheme, which would result in more
concentrated densities with thinner tails, although between-class variance estimates
would likely still be higher compared to within-class ones. For the second set of the
sampling runs, we increased the duration of the Brownian motion. These runs are
displayed along with the sampled images in Fig. 2.7. The influence of the variance
estimates on the metric tensor is clearly shown here. As the sampler is moving farther
away from the latent code support, evaluations of the metric tensor increase making
these regions harder to traverse. As a result the random walk either oscillates with
decreased speed and stops close to the boundary (as in Figures 2.7(a) and 2.7(b)) or
returns to higher density regions of the manifold. This clearly shows that R-VAE
mostly avoids the manifold mismatch problem.
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2.6 Related work

Learned priors. In recent literature many works have identified the adverse effects
of the KL divergence regularization when the prior is chosen to be a standard Gaus-
sian. As such, there have been many approaches of learning a more flexible prior.
Chen et al. [2016] propose learning an autoregressive prior by applying an Inverse
Autoregressive transformation [Kingma et al., 2016] to a simple prior. Nalisnick and
Smyth [2016] propose a non-parametric stick-breaking prior. Tomczak and Welling
[2017] propose learning the prior as a mixture of variational posteriors. More recently,
Bauer and Mnih [2018] present a rejection sampling approach with a learned accep-
tance function, while Klushyn et al. [2019] proposed a hierarchical prior through an
alternative formulation of the objective.

Non-Euclidean latent space. Arvanitidis et al. [2018] was one of the first to
analyze the latent space of a VAE from a non-Euclidean perspective. This work was
inspired by Tosi et al. [2014] that studied the Riemannian geometry of the Gaussian
process latent variable model [Lawrence, 2005b]. Arvanitidis et al. [2018] train a
Euclidean VAE and fit a latent Riemannian LAND distribution [Arvanitidis et al.,
2016a] and show that this view of the latent space leads to more accurate statistical
estimates, as well as better sample quality.

Since then, a number of other works have appeared in literature that propose learning
non-Euclidean latent manifolds. Xu and Durrett [2018] and Davidson et al. [2018a]
learn a VAE with a von Mises-Fisher latent distribution, which samples codes on the
unit hypersphere. Similarly, Mathieu et al. [2019] and Nagano et al. [2019] extend
VAEs to hyperbolic spaces. Mathieu et al. [2019] assume a Poincaré ball model as a
latent space and present 2 generalizations of the Euclidean Gaussian distribution - a
wrapped Normal and the Riemannian Normal distributions, of which only the latter
is a maximum entropy generalization. In practice, they perform similarly. Nagano
et al. [2019] assume a Lorentz hyperbolic model as a latent space and also present
a wrapped Normal generalization of the Gaussian. While these works have correctly
identified the problem of the standard Gaussian not being a truly uninformative
prior, due to the Euclidean assumption, they have proposed approaches which are
designed for observations with known geometries. Most of the time, however, this
information is not available and a more general framework for learning geometrically
informed VAEs is needed. In response to this, Skopek et al. [2019] propose VAEs
with the latent space modelled as a product of constant curvature manifolds, where
each component curvature is learned. While more general than a model with a fixed
curvature latent manifold, this framework still requires the specification of number of
component manifolds along with the sign of their respective curvature. Finally, similar
to our approach, Li et al. [2019] and Rey et al. [2019] both propose the heat kernel as a
variational family representing a Brownian motion process on a Riemannian manifold.
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They test their approaches on a priori chosen manifolds.

2.7 Conclusion

In this paper we presented VAEs with Riemannian manifolds as latent spaces and pro-
posed a Riemannian generalization of the Gaussian along with an efficient sampling
scheme. We show that the pull-back metric informs distances in the latent space, re-
maining invariant to reparameterizations. We further make explicit the relationship
between uncertainty estimation and proper latent geometry and qualitatively show
that geometrically informed priors avoid manifold mismatch by drawing samples from
the image of the manifold in the latent space. Quantitatively, we show that our ap-
proach outperforms Euclidean VAEs both in an unsupervised learning task and a
classification task, especially in low latent space dimensions.
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Abstract

Latent space geometry has shown itself to provide a rich and rigorous frame-
work for interacting with the latent variables of deep generative models. The
existing theory, however, relies on the decoder being a Gaussian distribution
as its simple reparametrization allows us to interpret the generating process as
a random projection of a deterministic manifold. Consequently, this approach
breaks down when applied to decoders that are not as easily reparametrized.
We here propose to use the Fisher-Rao metric associated with the space of de-
coder distributions as a reference metric, which we pull back to the latent space.
We show that we can achieve meaningful latent geometries for a wide range of
decoder distributions for which the previous theory was not applicable, opening
the door to ‘black box’ latent geometries.

3.1 Introduction

Generative models such as variational autoencoders (VAEs) [Kingma and Welling,
2014, Rezende et al., 2014] and generative adversarial networks (GANs) [Goodfellow
et al., 2014] provide state-of-the-art density estimators for high dimensional data.
The underlying assumption is that data & € X lie near a low-dimensional manifold
M C X, which is parametrized through a low-dimensional latent representation z €
Z. As data is finite and noisy, we only recover a probabilistic estimate of the true

OEqual contribution.
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manifold, which, in VAEs, is represented through a decoder distribution p(x|z). Our
target is the geometry of this random manifold.

The geometry of the manifold has been shown to carry great value when systematically
interacting with the latent representations, as it provides a stringent solution to the
identifiability problem that plagues latent variable models [Arvanitidis et al., 2018,
Hauberg, 2018c, Tosi et al., 2014]. For example, this geometry has allowed VAEs
to discover latent evolutionary signals in proteins [Detlefsen et al., 2020], provide
efficient robot controls [Beik-Mohammadi et al., 2021, Chen et al., 2018b, Scannell
et al., 2021], improve latent clustering abilities [Arvanitidis et al., 2018, Yang et al.,
2018] and more. The fundamental issue with these geometric approaches is that the
studied manifold is inherently a stochastic object, but classic differential geometry
only supports the study of deterministic manifolds. To bridge the gap, Eklund and
Hauberg [2019] have shown how VAEs with a Gaussian decoder family can be viewed
as a random projection of a deterministic manifold, thereby making the classic theories
applicable to the random manifold.

A key strength of VAEs is that they can model data from diverse modalities through
the choice of decoder distribution p(x|z). For discrete data, we use categorical de-
coders, while for continuous data we may opt for a Gaussian, a Gamma or whichever
distribution best suits the data. However, for non-Gaussian decoders, there exists no
useful approach for treating the associated random manifold as deterministic, which
prevents us from systematically interacting with the latent representations without
being subjected to identifiability issues. This limitation motivates the current work.

In this paper, we provide a general framework that allows us to interact with the
geometry of almost any random manifold. The key, and simple idea is to reinterpret
the decoder as spanning a deterministic manifold in the space of probability distri-
butions H, rather than a random manifold in the observation space (see Fig. 3.1).
Calling on classical information geometry [Amari, 2016, Nielsen, 2020], we show that
the learned manifold is a Riemannian manifold of H, and provide the corresponding
computational tools. The approach is applicable to any family of decoders for which
the KL-divergence can be differentiated, allowing us to work with a wide range of
models from a single codebase.

3.2 The geometry of generative models

As a starting point, consider the deterministic generative model given by a prior p(z)
and a decoder f : Z =R? - X = RP, which is assumed to be a smooth immersion.
The latent representation z of an observation x is generally not identifiable, meaning
that one can recover different latent representations that give rise to equally good
density estimates. For example, let g : Z — Z be a smooth invertible function such
that z ~ p(z) < g(z) ~ p(z), then the latent representation g(z) coupled with the
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decoder fog~! gives the same density estimate as z coupled with f [Hauberg, 2018c].
Practically speaking, the identifiability issue implies that it is improper to view the
latent space Z as being Euclidean, as any reasonable view of Z should be invariant
to reparametrizations g.

The classic geometric solution to the identifiability problem is to define any quantity
of interest in the observation space X rather than the latent space Z. For example,
the length of a curve « : [0,1] — Z in the latent space can be defined as its length
measured in X' on the manifold M = f(Z) with N — 400 as:

N-1

L) =Y 1 Q1) = F( ()] =/0 1f (v(®)) |t

:11
- [ Bomnao emsoa (3.1)

where t,, = »/N and t,,11 = "+ 1/N and we used the chain rule 0 f (y(t)) = J¢(v(t))¥(¢)
with 4(t) = 9;(t) being the curve derivative, and J;(v(t)) € RP*? the Jacobian of
f at y(t). This construction shows how we may calculate lengths in the latent space
with respect to the metric of the observation space, which is typically assumed to be
the Euclidean, but other options exist [Arvanitidis et al., 2021b]. In this way, the
symmetric positive definite matrix J(y(t)) T J;(y(t)) is denoted by G(y(t)) € RES
and captures the geometry of M in Z. This is known as the pullback metric as it
pulls the Euclidean metric from X into Z. As the Jacobian spans the d-dimensional
tangent space at the point ® = f(z), we may interpret G(z) as an inner product
(u,v)¢ = u' G(z)v over this tangent space, given us all the ingredients to define
Riemannian manifolds:

Definition 6. A Riemannian manifold is a smooth manifold M together with a
Riemannian metric G(z), which is a positive definite matriz that changes smoothly
throughout space and defines an inner product on the tangent space T, M.

Figure 3.1. Traditionally (left), we view the learned manifold as a stochastic manifold in
the observation space. We propose (right) to view the learned manifold as a deterministic
manifold embedded in the space of decoder distributions, which is equipped with a Fisher-
Rao metric based on information geometry.
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We see that the decoder naturally spans a Riemannian manifold and the latent space
Z can be considered as the intrinsic coordinates. Technically, we can consider any
Euclidean space as the intrinsic coordinates of an abstract M using a suitable metric
G(z), which is implicitly induced by an abstract f. Since the Riemannian length
of a latent curve equation 3.1, by construction, is invariant to reparametrizations, it
is natural to extend this view with a notion of distance. We say that the distance
between two points zg, z; € Z is simply the length of the shortest connecting path,
dist(z0,21) = min, L(y). Calculating distances implies finding the shortest path.
One can show [Gallot et al., 2004] that length minimizing curves also have minimal
enerqy:

1 1
£(7)= / | Fv(e) 2t = / TG0 (), (3.2)

which is a locally convex functional. Shortest paths can then be found by direct
energy minimization [Yang et al., 2018] or by solving the associated system of ordinary
differential equations (ODEs) [Arvanitidis et al., 2019, Hennig and Hauberg, 2014]
(see supplementary materials for additional details).

3.2.1 Stochastic decoders

As previously discussed, deterministic decoders directly induce a Riemannian geom-
etry in the latent space. However, most models of interest are stochastic and there
is significant evidence that this stochasticity is important to faithfully capture the
intrinsic structure of data [Hauberg, 2018c]. When the decoder is a smooth stochastic
process, e.g. as in the Gaussian Process Latent Variable Model (GP-LVM) [Lawrence,
2005a], Tosi et al. [2014] laid the foundations for modeling a stochastic geometry.
Most contemporary models, such as VAEs, assume independent noise, making this
theory inapplicable. Arvanitidis et al. [2018] proposed an extension of this stochastic
geometry to VAEs with Gaussian decoders, which take the form

f(z)=p(z)+o(z)0e

_ - wz)| _
= [Ip diag(e)] [U(z)] = P. h(2), (3.3)
where € ~ NV (0,Ip). Here we have written the Gaussian decoder in its reparametrized
form. This can be viewed as a random projection of a deterministic manifold spanned
by h with projection matrix P, [Eklund and Hauberg, 2019], which can easily be given
a geometry. The associated Riemannian metric,

G(2) = Ju(2) " Ju(2) + Jo(2) " Jo(2), (34)

gives shortest paths that follow the data as distances grow with the model uncertainty
[Arvanitidis et al., 2018, Hauberg, 2018¢c|. An example of a shortest path v(t) € Z
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computed under this metric is shown in Fig. 3.2 and the respective curve on the
corresponding expected manifold p(y(t)) € M C X.

Previous work has, thus, focused on pulling back the Euclidean metric from the obser-
vation space to the latent space using the reparameterization of the Gaussian decoder.
This is, however, intrinsically linked with the simple reparameterization of the Gaus-
sian, and this strategy can only extend to location-scale distributions. We propose an
alternative, principled way of dealing with stochasticity by changing the focus from
the observation space X to the parameter space H associated to the distribution of
the decoder, leveraging the metrics defined in classical information geometry.

3.3 Information geometric latent metric

So far we have seen how we can endow the latent space Z with meaningful distances
only when our stochastic decoders are reparameterizable and their codomain is the
observation space X. Ideally, we would like a more general framework of computing
shortest path distances for a more general class of distributions.

We first note that the codomain of a VAE decoder is the parameter space H of a
probability density function. In particular, depending on the type of data we specify
a likelihood p(x|n) with parameters n € H, which we can rewrite as p(x|z) using the
mapping h: Z — H.

With this in mind, we can ask what is a natural distance in the latent space Z between
two infinitesimally near points z; and zo; = z;+¢ when measured in H. Since our
latent codes map to distributions we can define the (infinitesimal) distance through
the KL-divergence:

diStz(Zl,Zg) = DKL(p(w|z1)||p(a:|z2)). (35)

So we can define the length of a curve v:[0,1] = Z as

N-—-1
() = Jim 3" Dwplahy(ta) b)), (3.6)

and distances could be defined as before. This would satisfy our desiderata of a
deterministic notion of similarity in the latent space that is applicable to wide range
of decoder distributions.

This construction may seem arbitrary, but in reality it carries deeper geometric mean-
ing. Information geometry [Nielsen, 2020] considers families of probabilistic densities
p(x|n) as represented by their parameters n € H, such that H is constructed as a sta-
tistical manifold equipped with the Fisher-Rao metric, which infinitesimally coincides
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with the KL divergence in equation 3.5. This is known to be a Riemannian metric
over H that takes the following form:

Iu(n)= /X (V.1 log p(|n)V , log p(n) T p(|n)dz. (3.7)

When the parameter space H is equipped with this metric, we call it a statistical
manifold.

Definition 7. A statistical manifold consists of the parameter space H of a probability
density function p(x|n) equipped with the Fisher-Rao information matriz I3 (n) as a
Riemannian metric.

Note that the geometry induced by the Fisher-Rao metric is predefined and can be
seen as a modeling decision, since it is related to the chosen likelihood and does not
change with data.

As previously mentioned, a known result in Information Geometry is that the Fisher-
Rao metric coincides with the KL-divergence locally [Amari, 2016, Nielsen, 2020]:

Proposition 1. The Fisher-Rao metric is the second order approximation of the
KL-divergence between perturbed distributions:

Dy (pllnllp(el + 6m)) = 360" I (n)on + o(61?). (33)

The central idea put forward in this paper is to consider the decoder as a map h :
Z — H instead of f : Z — X, and let ‘H be equipped with the appropriate Fisher-
Rao metric. The VAE can then be interpreted as spanning a manifold h(Z) in ‘H and
the latent space Z can be endowed with the corresponding metric. We detail this
approach in the following section.
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Figure 3.2. A conceptual example of a Riemannian manifold M = p(Z) lying in X and
the corresponding latent space Z, together with an associated shortest path.
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3.3.1 The Riemannian pull-back metric

Our construction implies that the length of a latent curve 7 : [0, 1] — Z when mapped
through h can be measured in the parameter space H using the Fisher-Rao metric
therein as

£0) = [ VoG T IO E)ah O ©)i (3.9)

with M the pullback metric:

Proposition 2. Let h : Z — H be an immersion that parameterizes the likelihood.
Then, the latent space Z is equipped with the Riemannian pull-back metric G(z) =
Ty (2) I (h(2)) T ().

Proof. See appendix, Prop. 7. O

Note that instead of considering the parameters 7 € H of the probabilistic density
function p(x|n) that approximates the data, we can consider the latent variable z as
the actual parameters of the model. This view is equivalent to the one explained above,
and the corresponding pull-back metric is directly the Fisher-Rao metric endowed in
the latent space Z:

Proposition 3. The pullback metric G(z) is identical to the Fisher-Rao metric
obtained over the parameter space Z as G(z) = [, [V logp(x|z)V. logp(x|z) ]
p(x|z)de.

Proof. See appendix, Prop. 8. O

Therefore, pulling back the Fisher-Rao metric from #H into Z enables us to compute
length minimizing curves which are indentifiable (see Sec. 3.2). The advantange of
this approach is that it applies to any type of decoders and data, as the actual distance
is measured over the manifold spanned by h in the parameter space H. So shortest
paths between probability distributions move optimally on this manifold while taking
the geometry of H into account through the Fisher-Rao metric.

Computing shortest paths directly in H need not result in a sensible sequence of
probability density functions p(x|n). To ensure that the shortest paths computed
under our metric stay within the support of the data, we carefully design our de-
coder h to extrapolate to uncertain distributions outside the support of the data (see
supplements for additional details).

In Fig. 3.3 we compare a shortest path v :[0,1] — Z under the proposed metric
G(z) against a curve c¢: [0,1] — H with minimal length. We consider a Gaussian
likelihood with isotropic covariance. We show the resulting sequence of means for
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McCX

Figure 3.3. Left: The optimal v(t) (blue curve) under G(z) results to distributions that
respect the structure of data, while the curve c(t) (red-green curve) with minimal length in
H does not as it leaves M. Red and green signal high and low variance respectively. Right:
A part of the spanned manifold h(Z) = [u(Z),0(Z)] € H colored by |G(z)|. Note that we
design o(z) to increase far from the data, which ensures that v(¢) stays within their support.

both interpolants color-coded by the corresponding variances. As expected c¢(t) does
not take into account the given data, but only respects the geometry of H implied by
the likelihood.

3.3.2 Efficient shortest path computation

An essential task in computational geometry is to compute shortest paths. This can
be achieved by minimizing curve energy equation 3.2 or solving the corresponding sys-
tem of ODEs (see supplementary material). The latter, however, requires inordinate
computational resources, since the evaluation of the system relies on the Jacobian of
the decoder and its derivatives.

Bearing in mind that the metric is an approximation of the KL divergence between
perturbations equation 3.8, the energy is directly expressed as a sum of KL divergence
terms along a discretized curve +:

) oc lim ZDKL (p(x |y (tn)llp(® |y (En41)))- (3.10)

The proof can be found in the appendix, Prop. 6. A simple algorithm for computing
shortest paths is to minimize equation 3.10 with respect to the parameters of the
curve . Here we represent v as a cubic spline with fixed end-points. Then standard
free-form optimization can be applied to minimize this energy.
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3.3.3 Example: categorical decoders

The motivation for our approach is that, while several options for decoders exist
in VAEs depending on the type of the given data, we could only capture and use
the learned geometry in a principled way with Gaussian decoders. Our proposed
methodology is more general.

For a constructive example, assume that « is a categorical variable. We can select a
generalized Bernoulli likelihood p(x|z), such that h(z) = (11, - ,np) where each n;
represents the probability of z; being 1. Thus, the parameters 7 lie on the unit simplex
‘H, and the distance under the corresponding Fisher-Rao metric between points on
the simplex coincides with the spherical distance between the points /7 on the unit
sphere,

dist(n,n’) = arccos (\fn—r\/n’) ) (3.11)
We derive in detail this previously known result in the supplementary materials.

Given a curve 7 : [0,1] — Z we can approximate the energy by using the small angle
approximation cos =~ 1 — 0%/2 < 0% ~ 2 — 2cos 0 to give

N-—-1
em) =3 (2= 2vh0E) VAO () (3.12)

for sufficiently fine discretization with ¢, = n»/N and t,4q7 = »+1/N. This gives
a particular simple expression for the energy, which we can minimize in order to
compute the shortest path.

3.3.4 Black-box random geometry

In general, we can derive suitable expressions for computing metrics and energies for
families of decoders, doing so is tedious, error-prone and time-consuming. This limits
the practical use of the developed theory.

Drawing inspiration from black-box variational inference [Ranganath et al., 2014], we
propose a notion of black-box random geometry. Assume that we have access to a
differentiable KL divergence for our choice of decoder distribution. We can then
apply the methodology presented in Sec. 3.3.2 to compute shortest paths.

In practice, modern libraries such as PyTorch [Paszke et al., 2019] have this func-
tionality implemented for several distributions. When we do not have closed-form
expression for the KL divergence, we can resort to Monte Carlo estimates thereof.
More specifically, we can estimate the KL divergence by generating samples from the
likelihood based on the re-parametrization trick, which allows us to get derivatives
with automatic differentiation.
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Interestingly, apart from finding the shortest path through the KL formulation, we
can also approximate the actual metric tensor G(z). As we have discussed above,
evaluating explicitly this metric is not a trivial task in many cases. One problem
is that we need access to the Jacobian of the parametrization h, which is typically
a deep neural network, so the computation is not always straightforward. Alterna-
tively, one could use that the Fisher-Rao metric is the Hessian of the KL-divergence
equation 3.8, but such approaches fare poorly with current tools for automatic differ-
entiation, where higher-order derivatives are often incompatible with batching. Fur-
thermore, the Fisher-Rao metric itself may be intractable depending on the chosen
likelihood p(x|n). Nevertheless, we show that the KL formulation equation 3.8 allows
us to approximate the latent metric as:

Proposition 4. We define perturbations vectors as de; = € - e;, with ¢ € Ry a
small infinitesimal quantity, and e; a canonical basis vector in R. For clarity, we
rename Dk, (p(z|z)||p(x|z + 02)) = KL, (0z) and we note G;; = G,; the components
of G(z). We can then approzimate by a system of equations the diagonal and non-
diagonal elements of the metric:

Gy ~ 2 KL, (0e;)/e?
Gji ~ (KL, (0e;+dej) — KL, (0e;) — KL, (Je;)) />

See Prop. 10 in the appendix for a proof. Note that this formulation only requires h
to be a smooth immersion. This is particularly useful, as the metric is used for other
purposes on a Riemannian manifold and not exclusively for computing shortest paths.
For example, relying on G(z) we can compute the exponential map by solving the
corresponding ODE system as an initial value problem. Assuming a fully differentiable
KL divergence, then the approximated metric is also differentiable. This is all that is
required for practical usage of differential geometry, and thus, we have a reasonable
notion of black-box random geometry.

3.4 Experiments

3.4.1 Pulling back Euclidean and Fisher-Rao metric with Gaussian
decoders

We start our experiments by comparing our proposed way of inducing geometry in
latent spaces with the existing theory: pulling back the Euclidean metric using a
stochastic Gaussian decoder (see equation 3.4). We also include in this comparison
the effect of regularizing the uncertainty quantification in the learned geometries. In
this regularization, we use transition networks [Detlefsen et al., 2019b] to ensure high



3.4 Experiments 41

Figure 3.4. Pulling back the Euclidean and Fisher-Rao metrics with Gaussian decoders.
Left to right: Euclidean pull-back with regularized uncertainty, Euclidean pull-back with
a NN to model uncertainty, Fisher-Rao pull-back with regularized uncertainty, Fisher-Rao
pull-back with a NN to model uncertainty.

Figure 3.5. Pulling back the metric from different parameter spaces. From left to right:
Normal, Bernoulli, Beta, Dirichlet and Exponential. White areas represent low entropy of
the decoded distribution, while blue areas represent higher entropy. Notice that the Bernoulli
latent space is darker blue (i.e. more entropic) because distributions with parameters around
1/2 are near uniform.

uncertainty outside the support of the data (see Sec. B.3.2 in the supplementary
material).

In this experiment, we train four VAEs on a subset of the MNIST dataset composed
of only the digits with label 1. Two of these VAEs implement a standard Gaussian
decoder, and we induce a metric in the latent space by pulling the Euclidean metric
back using the Jacobian of the decoder. In the other two, we consider the output
of the decoder as lying in a statistical manifold and approximate the pullback of the
Fisher-Rao metric by using the KL divergence locally. In each of these two sets, one
of the decoders implements the uncertainty regularization described above.

Fig. 3.4 shows the latent spaces of these four decoders, illuminated by the volume mea-
sure. In each of this latent spaces, we analyze the geometry induced by the respective
pullbacks by computing and plotting several shortest paths. This figure illustrates
two key findings: (1) Our approach is on par with the existing literature in learning
geometric structure, which can be seen by comparing the first and third latent spaces
(Euclidean vs. Fisher Rao, respectively), and (2) Performing uncertainty regulariza-
tion plays an instrumental role on learning a sensible geometric structure, which can
be seen when comparing the first and second latent spaces (both coming from the
Euclidean pullback, with and without regularization respectively), and similarly for
the third and fourth.
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3.4.2 The Fisher-Rao pullback metric for various distributions with
toy data

For our second experiment, we induced a geometry on a known latent space (given
by noisy circular data in Zi,, = R?) by pulling back the Fisher-Rao metric from the
parameter space of different distributions, showcasing the potential for computing
shortest paths efficiently, even in non-Gaussian settings. The statistical manifolds
from which we pull the metric are associated with multivariate versions of the Normal,
Bernoulli, Beta, Dirichlet and Exponential distributions. For this approximation
to follow the support of the data we need to ensure that our mapping Zi,, — H
extrapolates to high uncertainty outside our training codes (see Fig. 3.4). To do so,
we perform uncertainty regularization for each one of the decoded distributions (see
supplementary materials for implementation details).

In Fig. 3.5 we show the toy latent space alongside several shortest paths computed
using the pullback of the Fisher-Rao metric from the statistical manifolds associated
with the Gaussian, Bernoulli, Beta, Dirichlet and Exponential distributions. We
parametrize the curves as cubic splines and minimize their energy using automatic
differentiation (see Sec. 3.3.2). These results show that the approximated pulled-back
metric induces a meaningful geometry in this latent space, which recovers the true
circular structure of the data. In the case of the Bernoulli distribution, we notice that
some of the paths fail to converge. We hypothesize that our uncertainty regularization
(which decodes to the uniform distribution outside the support) is not strong enough
since Bernoulli distributions with parameters close to 1/2 are already highly entropic.

Figure 3.6. Left: Geodesics in the latent space of a von Mises-Fisher decoder. Middle:
Shortest path (green) vs. linear (red). Right: decoding the shortest path (green) vs. the
linear interpolation (red) as poses (i.e. the product of von Mises-Fisher distributions). Our

path follows the trend of the data manifold, while the linear path traverses regions with no
data support.
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3.4.3 Motion capture data with products of von Mises-Fisher
distributions

As a further demonstration of our black-box random geometry, we consider a model
of human motion capture data. Here we observe a time series, where each time point
represent a ‘skeleton’ corresponding to a human pose. As only pose, and not shape,
changes over time, individual limbs on the body only change position and orientation,
but not length. Each limb is then a point on a sphere in R? with radius given by the
limb length. Following Tournier et al. [2009] we view the skeleton representation space
as a product of spheres. From this, we build a VAE where the decoder distribution is a
product of von Mises-Fisher distributions. To ensure a sensible uncertainty estimates
in the decoder, we enforce that the concentration parameter extrapolate to a small
constant.

In this case, we do not have easily accessible Fisher-Rao metrics, so we lean on the
KL formulation from Sec. 3.3.4. Since, the KL does not have a closed-form expression
for the von Mises-Fisher distribution, we resort to a Monte Carlo estimate thereof.
This is realisable with off-the-shelf tools [Davidson et al., 2018b].

Fig. 3.6 shows the latent representation of a motion capture sequence of a person
walking (Seq. 69_06 from http://mocap.cs.cmu.edu/) with shortest paths superim-
posed. We see that our paths follow the trend of the data, and reflect the underlying
periodic nature of the observed walking motion. We pick two random points in the
latent space, and traverse both the shortest path and the straight line implied by
a Euclidean interpretation of the latent space. As we traverse, we sample from the
decoder distribution, thereby producing two new motion sequences, which appear in
Fig. 3.6. As can be seen, the straight line traverses uncharted territory of the latent
space and end up creating an implausible motion. This is in contrast to the shortest
path, that consistently generates meaningful poses.

3.4.4 Numerical approximation of the Fisher-Rao pulloack metric

Prop. 4 provide an approximation to the metric and we test its accuracy as per
equation 3.8. We discretize the latent space for the just-described von Mises-Fisher
decoder and, for each z in this grid, we both approximate G(z) and compute the
expected value of | KL(p(x|z), p(x|z+0z)) — 262 T G(2)dz|| for several samples of 0z,
uniformly distributed around the circle of radius € = 0.1. Notice that we do not have
a ground truth to compare against, and that this error will always be off by O(d2?).
Fig. 3.7 shows the average error, where we can see that the approximate metric is
well-estimated both within and outside the support of the data. The error, however,
grows at the boundaries of the support, where the distribution is changing from a
concentrated von Mises-Fisher to a uniform distribution. It is worth mentioning


http://mocap.cs.cmu.edu/

44 3 Pulling back information geometry

that we observe some approximated metrics have negative determinant, showing that
our numerical approximations are imprecise at the boundary. These results warrant
further research on more stable ways of approximating pulled back metrics under our
proposed approach.

3.4.5 Statistical models on manifolds

We demonstrate the usefulness of the approximated metrics, by fitting a distribu-
tion to data in the latent space, which requires normalization according to the mea-
sure induced by the metric. In particular, we fit a locally adaptive normal distri-
bution (LAND) [Arvanitidis et al., 2016b], which extends the Gaussian distribu-
tion to learned manifolds. The probability density function is p(z) = C(p, %) -
exp (0.5 - Log#(z)TFLog#(z)), where ;1 € R? is the mean, I € ]R‘if)d is the precision
matrix and C(u,I") the normalization constant. The operator Log, (z) returns the
scaled initial velocity v = 4(0) € R? of the shortest connecting path with v(1) = 2
and ||v|| = Length(v). In Fig. 3.7 we show the LAND density on the learned latent
representations under the approximated Riemannian metric from Sec. 3.4.4. Since
shortest paths follow the data, so does the density p. See supplementary material for
details.

3.4.6 Movie preferences via latent interpolants

In addition, we explored the latent space of the movie-users rating dataset Movie-
Lens 25M (https://grouplens.org/datasets/movielens/25m/). In particular, we
consider a Bernoulli VAE to model if a user has watched a movie among the 60 most
popular in the dataset. Also, we considered only users who have seen less than 30

Figure 3.7. Left: Average error of the approximated metric in the von Mises-Fisher latent
space. Darker colors indicate lower error (less than ¢?), while higher values are clear. Right:
The LAND density well-adapts to the nonlinear structure of the latent representations due
to the shortest paths behavior.
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movies. The implementation and preprocessing details can be found in the supplemen-
tary material. Our VAE decodes to 60 Bernoulli parameters that are conditionally
independent given the latent code z, which state the likelihood that a given user has
seen these movies. Latent codes in this space, then, can be seen as individual users
with certain movie preferences.

We then computed the shortest path between two points by considering the pulled-
back Fisher-Rao (see Sec. 3.3.2), and we compare against a straight line interpolation.
We consider the cosine similarity of the decoded outputs. This cosine similarity
measures whether two users (encoded as points in the latent space) have similar
preferences according to our model. In Fig. 3.8 we see that our path follows users
with similar movie preferences locally, while the linear interpolation failed to capture
a local notion of preference.

We then computed the shortest path between two points by considering the pulled-
back Fisher-Rao (see Sec. 3.3.2), and we compare against a straight line interpolation.
We consider the cosine similarity of the decoded outputs. This cosine similarity
measures whether two users (encoded as points in the latent space) have similar
preferences according to our model. In Fig. 3.8 we see that our path follows users
with similar movie preferences locally, while the linear interpolation failed to capture
a local notion of preference.

3.5 Related work

The literature is rich on deterministic generative models such as autoencoders [Rumel-
hart et al., 1986b] and generative adversarial networks [Goodfellow et al., 2014],and
a series of papers have investigated such deterministic decoders [Chen et al., 2018a,
Laine, 2018, Shao et al., 2018]. However, our work is not applicable to this setting.
As demonstrated in Sec. 3.4.1 stochasticity is essential to shape the latent space ac-
cording to the data manifold. Hauberg [2018¢c] argues model uncertainty plays a role
much akin to topology in classic geometry, in that it, practically, allows us to deviate
from the Euclidean topology of the latent space.

Our constructions rely on information geometry and in particular Fisher-Rao metrics
[Nielsen, 2020]. While our work is within the spirit of information geometry, it does
not represent typical usage of this theory. Information geometry has been widely
used in the context of optimisation with natural gradients [Martens, 2014, Martens
and Grosse, 2015], Markov Chain Monte Carlo methods [Girolami and Calderhead,
2011] and hypothesis testing [Nielsen, 2020]. The key difference between natural
gradients and our work is the space we wish to explore: in the case of the natural
gradients, the shortest path is obtained on the space of the weights of the neural
networks, while we aim to explore the latent space of a VAE. It can also be noted
that Information geometry provides a rich family of alternative divergences over the
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here-applied KL-divergence. We did not investigate their usage in our context.

To make use of the here-developed tools, we may lean on techniques for statistics on
manifolds. These provide generalizations of a long list of classic statistical algorithms
[Fletcher, 2011, Hauberg, 2016, Zhang and Fletcher, 2013]. We refer the reader to
Pennec [2006b] for a gentle introduction to this line of research.

3.6 Conclusion and discussion

We have proposed a new approach for getting a well-defined and useful geometry in
the latent space of generative models with stochastic decoders. The theory is easy
to apply and readily generalize to a large family of decoder distributions. The latent
geometry gives access to a series of operations on latent variables that are invariant
to reparametrizations of the latent space, and therefore are not subject to a large
class of identifiability issues. Such operational representations have already shown
great value in applications ranging from biology [Detlefsen et al., 2020] to robotics
[Scannell et al., 2021]. We have here focused on the Fisher-Rao metric, but other
geometries over distributions may apply equally well, e.g. the Wasserstein geometry
may be interesting to explore.

Limitations. The largest practical hurdle with the proposed methodology, is that
it only works well for decoders with well-calibrated uncertainties. That is, the decoder
should yield high entropy in regions of little training data to ensure that shortest paths
follow the trend of the data. This constraint is shared with existing approaches [Ar-
vanitidis et al., 2018]. Some heuristics exists [Detlefsen et al., 2019b], but principled

approaches are currently lacking.

Our path Linear path

Cosine similarities

Figure 3.8. Our path (green) follows users with similar preferences, as similarity is only
locally high. Instead, the line (red) does not respect the learned structure resulting to users
with no specific preferences.
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Abstract

We present a framework for learning probability distributions on topologically
non-trivial manifolds, utilizing normalizing flows. Current methods focus on
manifolds that are homeomorphic to Euclidean space, enforce strong structural
priors on the learned models or use operations that do not easily scale to high
dimensions. In contrast, our method learns distributions on a data manifold by
“gluing” together multiple local models, thus defining an open cover of the data
manifold. We demonstrate the efficiency of our approach on synthetic data of
known manifolds, as well as higher dimensional manifolds of unknown topology,
where our method exhibits better sample efficiency and competitive or superior
performance against baselines in a number of tasks.

4.1 Infroduction

Normalizing flows [Papamakarios et al., 2021, Rezende and Mohamed, 2015] pro-
vide an elegant framework for modelling complex, multimodal probability distri-
butions. Normalizing flows comprise a base distribution Py on a latent space U
and a diffeomorphism, which provides a 1-to-1 mapping of points from the data
space to the latent space according to this base distribution. Given a data point
x, the marginal likelihood can be computed via the change of variables formula
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p(x) = p(u)|det Jp(u)| ™! = p(u)|det Jp-1(x)| with @ = f(u). Typically, the base
distribution Py is a normal or a uniform distribution, both of which are defined in
Euclidean space.

Real world data, however, often lie on a manifold, with examples including protein
structures [Boomsma et al., 2008, Hamelryck et al., 2006], geological data [Karpatne
et al., 2018, Peel et al., 2001] or graph-structured and hierarchical data [Roy et al.,
2007, Steyvers and Tenenbaum, 2005]. Diffeomorphisms preserve the topological prop-
erties of their domain and therefore modelling the density of manifold-valued data is
a known failure mode of flows, due to the topological mismatch between the target
distribution Px+ and the base distribution Py [Cornish et al., 2020, Dinh et al., 2019,
Dupont et al., 2019]. In response, recent works have constructed flows for specific
manifolds, such as tori, spheres and hyperbolic spaces [Bose et al., 2020, Rezende
et al., 2020].

Still, in many realistic situations one may not know the topological properties of
a given data set a priori, but one may reasonably assume an underlying manifold
structure. Such cases generally fall under the manifold hypothesis [Fefferman et al.,
2016], an important heuristic in machine learning, which states that high dimensional
data can be described by a low dimensional submanifold embedded in the observation
space. Brehmer and Cranmer [2020] propose to learn the shape of the manifold via
learning a (single) chart to it, however this implies that the manifold’s topological
structure is Euclidean. Another set of works [Falorsi and Forré, 2020, Lou et al., 2020,
Mathieu and Nickel, 2020, Rozen et al., 2021] exploit local geometric information to
learn distributions on embedded submanifolds with non-Euclidean topology but these
operations do not easily scale to high dimensions. So the question then emerges: Can
flow models learn a probability distribution on manifolds with complex topology and
also scale to higher dimensions?

Our approach leverages the class of functions typically learned by flow models to
learn a collection of smooth coordinate charts that cover the data manifold. Unlike
existing methods, which do not make assumptions on manifold topology, we are able
to learn probability distributions on data manifolds with complex (non-Euclidean)
topological structure (Fig. 4.1). Furthermore, in contrast to methods that depend
on local geometry, our model scales to high dimensional non-Euclidean data. Finally,
we are able to achieve competitive or superior performance in all tasks with better
sample efficiency and faster runtimes than most of our baselines.

Figure 4.1. A bimodal distribu-
tion on a sphere. Contrary to our

approach, single-charted models Ground truth Multi-chart flows M-flow
(like the M-flow model [Brehmer
and Cranmer, 2020]) struggles to
push probability mass to cover
both modes.
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4.2 A multi-charted approach to density estimation
on manifolds

We now present our main contribution, Multi-chart flows (MCF). We introduce the
construction of density functions on smooth manifolds and subsequently discuss train-
ing, inference and the generative process.

4.2.1 Model specification

Given a local coordinate chart (U, ¢) on the manifold, a probability density py sup-
ported on a neighborhood U C M can be expressed through the change of variables
formula:

pu(@) = pv ()| det G(u)| "2 (4.1)

where py denotes a simple base density (e.g. a standard Gaussian) over the Euclidean
subset V, u = ¢(z) and G = J,_, J4-1 is induced by the smooth embedding ¢! with

the corresponding Jacobian matrix J,-1 € RP*4 Here the more general form of the
volume form is used, since ¢! is injective. We seek to construct a probability density
function pas : M — R over the manifold, by “gluing” together multiple local models
defined in subsets U C M. To achieve this we will turn to a partition of unity
construction [Lee, 2013, Strichartz, 2003] of such a density function. Let {U;}X, be
an open cover of M. Partitions of unity are families {f;}X |, of continuous functions
f: M — R with suppf; C U; that satisfy the following:

1. In a neighborhood around a point * € M, only a finite subset of {f;} are
non-zero.

2. S5, film) =1

As such, we can construct our density function paq over the manifold by “blending”
together the density functions py defined in local neighborhoods/coordinate patches
on the manifold (eq. 4.1). Thus, with ¢ = 1,..., K denoting the index of the neigh-
borhood and K the number of the overall neighborhoods in our cover of M, which
we treat as a hyperparameter we have:

ZprU szpv )| det G (u )| (4.2)

where Zfil w; = 1 and u = ¢;(x). We can furthermore normalize w;py, (x) to satisfy
the second condition of the partition of unity. This construction is convenient since it
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simultaneously allows us to define an open cover over our data manifold, which we can
use as a smooth atlas, and removes the need to explicitly learn a reconstruction of the
embedded manifold. The overall topological structure is preserved by constructing
the manifold from locally Euclidean models. Furthermore, we avoid continuity /differ-
entiability issues at the neighborhood boundaries. Because we are using flow models
for our coordinate maps ¢;, smooth chart compatibility is ensured by construction,
since for overlapping coordinate charts (Uy, ¢1), (Us, ¢2), the composition ¢g 0 ¢7 ! is
a diffeomorphism as it is a composition of diffeomorphisms.

4.2.2 Introducing a lower bound to the density

While the determinant term in eq. 4.2 can be computed exactly, it involves evalu-
ating G = J¢>T‘1J b1 which is prohibitively expensive even for a modest number of

dimensions, since computing the determinant is an O(d®) operation. We introduce a
lower bound to the log likelihood contribution of each chart (eq. 4.1), thereby lower
bounding the complete data log likelihood (eq. 4.2). We will replace the determinant
with the trace of G which is an O(d) operation. A sketch of a proof follows, with all
details in Appendix C.1. We drop neighborhood indices i and for the log likelihood
in a given coordinate patch U with coordinate map ¢, we denote the singular values
of Jg-1 by {s;}%_; and we have:

1
log py(x) = log pv(u) — 3 log det |G (u)| (4.3)
L&
_ 2
= logpy (u) — B ;,1 log s7. (4.4)

Using Jensen’s inequality with uniform weights a; = 1/d we can bound this density
by:

d
d
log py (x) > logpy (u) — B log <Z s?) +ec (4.5)
i=1

= logpy(u) — glog TI'I:(J¢—1('U;))TJ¢—1('U/)]
+c, (4.6)

where ¢ = dlog(d)/2 is a constant. We can compute the trace efficiently using Hutchin-
son’s estimator [Hutchinson, 1989], arriving at:

d
log pu (@) > log py (u) — 5 10 Eye) [[17]-s¢ll3] (4.7)

with € ~ N(0,Ip). Because for all i we have w; € [0, 1], inequality 4.9 below holds
for all neighborhoods U;, and by extension the lower bound holds for the overall data
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log likelihood on the manifold:

K K
log par(x) = log 3 wipu, (@) = log 3 wipy (u) det |G (w)| (4.8)

K —
> log | €3 wipv, (W) Eye) [I175-ell]

vl

with C' = d¥2.  (4.9)

4.2.3 Training

We train our model using maximum likelihood estimation on the lower bounded den-
sity (eq. 4.9). As mentioned before we do not need an explicit manifold learning/re-
construction step. We, furthermore, construct our coordinate maps as embeddings.
To construct such a map using flow models, we append D — d zeros to the base vari-
able u € R? and map to M C RP with ¢—!. We denote this “augmented” variable by
u' = [ug,...,uq,0,...,0]" € RP and for the remainder of the paper we will use this
symbol to refer to this construction. As for the forward maps ¢ : U C M — V C R?
we follow the strategy of Beitler et al. [2021], where we split the dimensions of the ob-
served variable x into the intrinsic manifold dimensions d and the directions normal
to the manifold D — d. We then use the map ¢ to map the manifold dimensions to
the base distribution py in the Euclidean subset V and the orthogonal directions to
a distribution py 1, which is tightly centered around 0, e.g. a zero-centered Gaussian
with 02 = 0.01. This way we can define the map ¢ as a projection from the manifold
to the Euclidean domain V;. Crucially and in contrast to Beitler et al. [2021] we train
on the more general form of the change of variables employing the correct volume
measure induced by our embeddings ¢!, i.e. dV = \/G(u)du, with G a Riemannian
metric tensor defined as: G = J;llj(z,—l. Although it is flexible, this construction
deprives us of the ability to directly compare likelihoods across models, since the
volume measure will depend on the chart parameterization of the manifold through
the inverse coordinate map ¢~ 1.

4.2.4 Sampling

To determine the mixture probabilities for our model we use a neural network during
training, in other words w = NN(x; 0) with 6 denoting the neural network parameters,
w a normalized vector in RX and K the number of coordinate charts. To be able to
sample from our model however, we assume a Categorical distribution over the charts
and keep estimates of these probabilities throughout training, by simply normalizing
the counts of coordinate chart assignments over the whole dataset. Denoting the index
of a data point by n =1,..., N, the index of a coordinate chart by i =1,..., K and
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Figure 4.2. Overview of the sampling/generative process proposed in Multi-chart flows.
First, the index k& of some Euclidean subset V) is sampled. Then, points sampled in the
lower dimensional Euclidean spaces V), are mapped onto the embedded data manifold by the
inverse coordinate maps, qﬁ;l.

the number of data points assigned to coordinate chart ¢ by N;:

W; =

(4.10)

===

I
-

ple;w) = | | @) (4.11)

K2

Then, we can sample from the model through ancestral sampling, where we first
sample chart ¢ ~ p(c; W), then the d-dimensional latent variable w, append D — d
zeros to get w’ and map to M C RP with qS,:l (Fig. 4.2).

4.3 Related work

Learning the manifold structure. Brehmer and Cranmer [2020] propose learning
the topological structure of the manifold separately from learning the probability
distribution on it and so they split training into two distinct phases. Initially they
learn a reconstruction of the data manifold via an embedding g : M — R, which
can be considered a composition f o ¢ with ¢ : M — R? the manifold chart and
f:R?* - RP a smooth, injective map. Then they learn the density on the manifold
via a transformation h : R — R?. A crucial limitation is that the data manifold is
assumed to be covered by the single chart ¢, i.e. it is homeomorphic to Euclidean space.
The model, thus, cannot represent non-trivial manifolds. Lou et al. [2020] proposed
another closely related method treating the exponential map as a chart. Since the
exponential map exp : T, M — M is a local diffeomorphism between the (Euclidean)
tangent space at x and the manifold M, it is treated as a chart ¢ centered at x. They
learn a vector field in T, M by solving a local ODE for a short time interval, which
is mapped onto M by the expmap. They use the inverse chart, log : M — T, M,
to map to the new tangent space centered at z’ and repeat the process. In principle,
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this scheme is general, but in practice, the exponential and logarithmic maps are
prohibitively expensive for high dimensional manifolds. Rozen et al. [2021] propose
Moser flow (MF), a generative model where the learned density consists of a source
distribution minus the divergence of a neural network. Therefore, their suggested
model falls within the broader family of continuous normalizing flows (CNFs), however
they approximate the local divergence operator instead of solving the ODE, achieving
significant speedups against CNF-based models (such as e.g. [Grathwohl et al., 2018,
Mathieu and Nickel, 2020]) in low dimensions. An important limitation, however, is
that the divergence is computationally expensive to approximate in high dimensions,
limiting the applicability of MF to general high dimensional settings. Finally, works
that learn an atlas of the manifold have appeared in the literature. Nascimento et al.
[2014] use Gaussian processes for the chart maps which are combined probabilistically
to form an atlas, Pitelis et al. [2013] combine local linear models into an atlas by
minimizing a regularized reconstruction error that encourages a small number of
charts. Brand [2002] uses a mixture of kernel-based linear projections to build a
common coordinate system of connected Euclidean patches. Finally, Schonsheck et al.
[2019] propose autoencoder-based coordinate maps to construct their atlas.

Flows on fixed manifolds. A related body of work pertains to flows on manifolds
with a priori known topological structure. Rezende et al. [2020] construct flows de-
fined on circles, tori and spheres through projective transformations, as well as by
adapting Euclidean models, such as autoregressive flows [Papamakarios et al., 2017]
and spline flows [Durkan et al., 2019a, Miiller et al., 2019]. Flow-based models de-
fined in hyperbolic space were presented by Bose et al. [2020], wherein two variants
are proposed, which use parallel transport of vectors and repeated calls to the expo-
nential and logarithmic maps to map between the tangent bundle and the manifold.
A more general method of learning a flow on a manifold was proposed by Gemici
et al. [2016], which assumes knowledge of a coordinate chart ¢ : M — R? and an
embedding ¢ : R? = RP with d < D. A limitation here is that M needs to be home-
omorphic to R, since it is described by a single chart. When ¢ and g are learned we
arrive at the models presented by Brehmer and Cranmer [2020]. We generalize this
setting by learning transformations between patches of the manifold M and subsets
of Euclidean space RP.
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Target MCF (ours) NMODE NCPS

Figure 4.3. Density estimation on the sphere S? visualized via the Mollweide projection.
Baselines: Neural Manifold ODEs (NMODE) by Lou et al. [2020] and NCPS by Rezende
et al. [2020]

4.4 Experiments

4.4.1 Qualitative experiments: Estimation of synthetic densities on
2D manifolds

For our first experiment we trained our model, denoted MCF (Multi-chart flows), on
synthetic densities on the sphere S2, a 2D manifold with well studied topological struc-
ture. Our baselines were chosen among models that encode topological information as
structural priors by way of a prescribed chart to access the manifold, and models that
generally rely on the exponential map which still encodes local topological information
on the manifold. Of the former, we chose the recursive circular spline flow (NCPS)
[Rezende et al., 2020]. As for the latter, we chose neural manifold ODEs (NMODE)
[Lou et al., 2020]. Results can be seen in Figure 4.3. Our approach achieves improved
performance over NCPS and performs on par with NMODE at significantly reduced
running times (see section 4.4.5). For the “four wrapped normals” dataset (Fig. 4.3
top row) MCF uses two coordinate charts and each coordinate map comprises two
rational quadratic (RQ) coupling layers interspersed with LU-decomposed, invertible
linear maps. For the “checkerboard” dataset (Fig. 4.3 bottom row), MCF uses four
coordinate charts, with each coordinate map comprising three RQ coupling layers
interspersed with LU-decomposed linear maps. Complete experimental details can
be found in Appendix C.2
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4.4.2 Qualitative experiments: Estimation of real world densities
on 2D manifolds

We next examine a scenario of real world densities. Our datasets contain the locations
of two types of natural disasters: earthquakes [NOAA, 2020] and fires [EOSDIS,
2020]. These distributions are represented on the sphere S?. Their complexity and
multimodality make them suitable test cases for assessing MCF’s usefulness in real
world scenarios. Figure 4.4 shows the model’s results. The density learned by MCF
generally captures the modes and patterns in the data and can serve as a modelling
tool which can be subject to further refinement by domain experts. As baselines,
we trained NCPS and NMODEs, the same models we trained on spherical densities
in section 4.4.1, but could not achieve satisfactory results. We include them for
completeness along with different spherical projections in Appendix C.3.

4.4.3 Qualitative experiments: Lorenz attractor

Next, we model a distribution residing on a topologically non-trivial manifold. We
illustrate our model’s ability to preserve the “global” manifold structure and learn
the probability density of the Lorenz system by training on points along sampled
trajectories. The stable manifold of the system’s trajectories is a genus 2 manifold
embedded in R3. For the classical parameter values, the Lorenz attractor admits
a Sinai-Ruelle-Bowen (SRB) measure with support over the surface of the system
[Tucker, 2002]. Informally, we can say that initial values “diffuse” over this surface.

To create an i.i.d. dataset we generated 100 trajectories using the classical parameter
values for the system, then uniformly sampled positions x(t) € R? for ¢ € [0, 1000]
along these. The procedure for the creation of the data set matches that of Brehmer
and Cranmer [2020]. Our model consists of flows comprising five layers of RQ coupling
transformations and models the manifold using two coordinate charts. More details
on architectures and hyperparameter settings can be found in Appendix C.4.

Fig. 4.5 shows the manifold and probability distribution learned by our model and
M-flow. Parameterizing the manifold with multiple charts allows MCF to preserve
the global topological structure of the manifold and to learn the probability distri-
bution on it, even though the surface is self-intersecting. The single charted M-flow
struggles to accurately reconstruct the manifold, as it tries to cover the surface with a
single coordinate chart, which implies the surface is homeomorphic to the plane. We
do note however that M-flow has captured the coarse-grained topological features of
the surface, e.g. the reconstructed manifold is still genus 2 (i.e. contains two “holes”).
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Figure 4.4. Density estimation results on real world densities. Learned density of the
earthquakes (left) and fires (right) geological data as distributions on a sphere. Blue points
are sampled from the training set, while red points are sampled from the evaluation set.

4.4.4 Quantitative experiments: Real world particle physics data

Our quantitative experiment focuses on the task of inferring the parameters of a
proton-proton collision process at the Large Hadron Collider (LHC). Raw data is
usually in the order of millions, but following common practice among domain experts,
we use a vector of 40 features to represent the data. The model of the process is based
on a simulator which generates data & € R given parameters 8 € R? according to
an implicit probability distribution p(x|@). From domain experts we know that the
data resides in a 14-dimensional manifold embedded in R*°. Given the observations x
and parameters 6, our task is to infer the posterior distribution over the parameters
p(Blx). Thus, we train our model as a conditional density estimator to learn the
simulator likelihood function.

Baseline models include a Euclidean flow in the ambient space (RQ-Flow, [Durkan
et al., 2019a]), the M-flow model, as well as an M-flow variant with an unrestricted
encoder denoted by M.-flow, both of which were proposed by Brehmer and Cran-
mer [2020]. Furthermore, Brehmer and Cranmer [2020] introduced versions of the
models trained with the SCANDAL method [Brehmer et al., 2020], which improves
inference performance. All baselines are composed of thirty-five RQ coupling layers,
interspersed with invertible, LU-decomposed linear transformations. The RQ-Flow is
trained with maximum likelihood, while the M-flow models are trained in two phases,
as in [Brehmer and Cranmer, 2020] corresponding to a manifold learning phase and
a density estimation phase. Our model (MCF) comprises five coordinate charts and
each coordinate map is composed of ten RQ coupling layers, interspersed with invert-
ible, LU-decomposed linear transformations. For further details on architectures and
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Ground truth MCEF (ours) M-flow

Figure 4.5. The manifold and probability distribution for the Lorenz attractor system. For
the M-flow model, the depicted manifold is learned, whereas for MCF the manifold shape
is implicitly preserved through locally invertible models. Brighter color represents areas of
higher estimated density. Ground truth shows sampled trajectories and the implicit surface
formed by the system.

hyperparameters, see Appendix C.5.

Model sample closure | log posterior T
RQ-Flow [Durkan et al., 2019a] 0.0019 + 0.0001  -3.94 £+ 0.87
RQ-Flow (SCANDAL) 0.0565 £ 0.0059  -0.49 = 0.09
M-flow [Brehmer and Cranmer, 2020]  0.0045 £+ 0.0004  -1.71 %+ 0.30
M-flow (SCANDAL) 0.0045 £ 0.0004 0.11 + 0.04
M.-flow [Brehmer and Cranmer, 2020]  0.0046 &+ 0.0002  -1.44 + 0.34
M.-flow (SCANDAL) 0.0291 + 0.0010 0.03 + 0.09
MCF [ours] 0.0040 £ 0.001 0.55 £ 0.21

Table 4.1. Quantitative results on the large hadron collider (LHC) data. Sample closure
measures sample quality (lower is better), log-posterior score log p(0|xobs) measures quality
of inference (higher is better). Each model is trained five times with independent initializa-
tions. The top and bottom values are removed and the mean is computed over the remaining
runs. Best results are shown in bold. Baseline results by Brehmer and Cranmer [2020].

For model evaluation, first we investigate the generative capabilities of all models by
evaluating a series of tests on model samples. These “closure tests” are a weighted
sum of individual constraints encoding relationships (derived from domain knowledge)
between dimensions in the observed vector, taking values in [0, 1], where smaller values
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denote higher sample quality. Second, we measure the quality of the log posterior
inference. Given a set of 20 observed samples @ops ~ p(x]|0*), we evaluate model
likelihood in an MCMC sampler to generate posterior samples 6 ~ p(8|xons). To
evaluate the posterior, we then use kernel density estimation with a Gaussian kernel.
We evaluate all models for three different ground truth parameter points 8*. For more
details on the experimental setting of the task, see Brehmer and Cranmer [2020].

Table 4.1 summarizes results for the LHC data. While the RQ-Flow learns a good
sampler for the observed data judging by the closure test score, it does not estimate
the density well, as evidenced by the log posterior score. Maximum likelihood in
the ambient space does not take manifold topology into account, rather it relies on
models with enough capacity to map the data to a base distribution in the ambient
space. To the extent the model manages to learn such a mapping, it will be an
adequate data sampler but will concurrently lead to biased density estimates due
to the mismatch in the volume measures. Conversely, models that learn (such as
M-flow) or preserve (such as MCF) the topological structure of the data, achieve
more accurate density estimates. Using multiple charts, our method outperforms
all baselines in log posterior scores. In terms of sample quality, our method yields
marginally better results than the single-charted baselines, which could imply that the
underlying manifold is homeomorphic to Euclidean space, meaning a single chart is
enough to capture its topology, however using multiple charts is beneficial for density
estimation.

4.4.5 Running fimes

Respecting the topology of the data manifold yields tangible benefits to runtimes.
Our approach generally uses fewer flow layers and parameters than most baselines
leading to consistently smaller convergence times than all other baselines. Table 4.2
shows model wallclock times. For the experiments on section 4.4.1 all models were
trained on the CPU. For all other experiments all models were trained on a Titan X
(Pascal) GPU.

4.5 Conclusion

We have presented a flow-based framework for modelling data distributions on non-
Euclidean manifolds. Recent works in this direction either encode the topology of the
target manifold in the model’s architecture, rely on operations that do not scale to
high dimensions or can, in principle, only learn Euclidean manifolds. In contrast, our
method can generalize to manifolds of higher dimensions and/or complex topology.
Our approach can converge faster and to better optima compared to most baselines.
Shorter convergence times are not surprising since our approach does not require a lot
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Datasets Models

MCF (ours) NMODE NCPS

Wrapped normals (S?) | 1.53 +£0.64 54.28 £4.01 2.69 +0.42
Checkerboard (S?) 3.40 £0.22 50.81£274 8.13+£0.82

MCF (ours) M-flow
Lorenz attractor 16.35 +0.28 35.84 £0.91
MCF (ours) M-flow RQ-Flow

Large Hadron Collider | 80.5 +1.32  96.61 +1.93 99.74 +4.71

Table 4.2. Model wallclock time per dataset (in hours). Computed over 3 training runs.

of capacity to learn subsets of the manifold with simpler topology. ODE-based models
and models that exploit local geometry match or surpass the performance of our
approach, since geometric operations respect manifold topology, therefore providing
a strong inductive bias. However, these models are inherently at a disadvantage
regarding computational cost and scalability, since they rely either on sequential
solvers, not taking full advantage of parallelization or on approximations of local
operators that become prohibitively expensive in higher dimensions. Against models
with structural priors, our model converges faster and achieves better optima since
it does not rely on classical projective maps (like the cylindrical projection used by
Rezende et al. [2020]) which do not preserve topology.

Limitations. Optimizing multi-charted manifold flow models is consistently harder
than their Euclidean counterparts, making hyperparameter configuration an impor-
tant consideration. We also assume that the data resides on a smooth manifold, which
might not necessarily be true. Finally, quantitative comparisons with other models
become harder as different chart parameterizations of manifolds result in different
units for the estimated log-likelihood.
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Conclusion

In machine learning and related fields, data is represented as a set of vectors such that
they can be efficiently processed by numerical algorithms. While a naive view of this
arbitrary choice could lead to the conclusion that Euclidean models and the related
algorithms are well suited to handling such data, we often find that the vector/Eu-
clidean representation does not actually imply a Euclidean underlying structure, in
terms of topology and/or geometry. As a result, Euclidean models are either ineffi-
cient or fail outright to model such datasets. In other cases we may even want to
represent data points as points on a manifold, albeit still with reference to an ambient
coordinate system in a vector format. Such examples include hierarchical data, typi-
cally represented as points on hyperbolic spaces or amino acids typically represented
as points on tori. In such cases Euclidean models are dropped entirely in favor of
models developed specifically for these particular spaces.

In this thesis we have presented our approach for designing models that respect the
topological and geometric features of the data without making any further assump-
tions regarding these other than that they are non-Euclidean. In chapter 2 we used
the notions of pull-back metrics and geodesics, i.e. the generalization of shortest
path distances to curved spaces as building blocks to design a Brownian motion-
based prior distribution defined on manifolds as well as endow the latent space with
a non-Euclidean geometric structure. We showed how employing this prior preserves
the relationships between encoded data points, at least from a perspective of short-
est distances between them and alleviates the problems of mapping datasets with
compact support onto a Euclidean space under the Gaussian distribution. Whereas
in chapter 2 we used Gaussian decoders to facilitate our approach, in chapter 3 we
generalized our method to non-Gaussian decoders by considering the manifold of
probability distributions and pulling back the related Fisher-Rao metric to the latent
space, allowing us to endow the latent space of VAEs with non-reparameterizable
and/or discrete decoders with a meaningful geometry. Finally, in chapter 4 we pre-
sented our approach for using normalizing flows to form a smooth atlas over the data
manifold and learn probability distributions defined on manifolds with complex (i.e.
non-Euclidean) topological properties.

By now it should be apparent to the reader that the running theme of our work is find-
ing ways to use elements from the theory of geometry and topology of non-Euclidean
spaces to build models that benefit from such considerations. We have presented
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results that showcase that the use of such models for exploratory analyses of datasets
yields much more sensible outcomes, such as geodesic (as opposed to Euclidean short-
est path) interpolations. We judge this to be a strong indication that respecting the
geometry of the data manifold preserves relationships between data points, insofar
one accepts the argument that these are reflected in the relevant geometry. This
approach also yields promising results in downstream tasks that benefit from repre-
sentations that more accurately preserve these relationships, such as classification.
We have also presented a strategy to extend this approach to non-reparameterizable
distributions through the use of information geometry, extending its utility beyond
the usual optimization setting where its application is related to natural gradients.
Importantly, both in the case of VAEs and normalizing flows, the use of non-Euclidean
mathematical frameworks represents a general strategy to avoid numerical problems
and unstable optimization related to the mismatch between the topology of the data
manifold and that of the latent spaces of these models. Furthermore, and for flows
in particular, we have shown how to use such Euclidean tools to learn distributions
on non-KEuclidean spaces. Well performing Riemannian normalizing flow-based ap-
proaches that encode the topology or geometry of particular manifolds as structural
priors exist in the literature, yet our approach based on forming a smooth atlas over
the data manifold and as such, avoiding costly and largely non-scalable Riemannian
computations yields faster training times with comparable results.

Future work Models with geometric inductive biases are gaining more traction in
the machine learning community, yet scalable models with geometric inductive biases
that are general enough as to be agnostic to the particular topological features of the
data manifolds in question are still rare. The dichotomy of mathematical principle
on the one hand, and intensive tinkering through experimentation on the other is
something the machine learning community is no stranger to and with the advent
of large scale diffusion-based models, the scales seem tipped in favor of the latter.
However, we think that these two approaches need not be antithetical but rather can
be made to work in synergy. We consider the models we have presented in this thesis
to be the initial steps towards the development of efficient and scalable non-Euclidean
tools with more general topological /geometric inductive biases. We believe that such
approaches should, at minimum, yield comparable results to large scale Euclidean
models, while at the same time be characterized by more efficient training with regards
to optimization, training times and sample efficiency. Some initial encouraging results
in this direction are already present in this thesis. Thus, there remains a lot of room
for future work in merging topological/geometric approaches with large scale models
in a way that enhances the efficiency and/or performance of the latter.
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APPENDIX A

Appendix To chapter 2

A.1  On neural network-based immersions

For the decoder map 2.2 to be a valid immersion, its differential df needs to be
injective for all p € M as stated in definition 5. The differential of f is represented
by its Jacobian matrix Jy and for it to be injective for all p € M, it needs to be
full rank. This is ensured if for the MLPs representing the decoder pg and oy, the
following are true:

e Each hidden layer in the network has an equal or greater number of units to
the previous layer (ny_1 < nr).

o All weight matrices in the network are full rank.

e The activation functions are at least twice differentiable and strictly monotonic.

In our experiments, we opt for the same number of units in each hidden layer of
the network and ELU non-linearities. In theory, the ELU activation function could
present problems since it has a point of discontinuity at 0, however we did not experi-
ence any numerical instability that would arise in such case. All weight matrices are
initialized uniformly He et al. [2015] which practically has zero probability of yielding
low rank weight matrices. While theoretically this could change via the gradient up-
dates of the weights, this would once again immediately break experiments because
of numerical instabilities, which we did not observe.

A.2 Geodesic estimation

We estimate geodesic distances by minimizing curve energy. In detail, we represent
the geodesic curve with a cubic spline with parameters initialized to form a straight
line. These parameters are then optimized via gradient descent by minimizing the



66 Appendix A Appendix fo chapter 2

curve energy:
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where « is the geodesic curve, 4 is the first derivative of the curve, i.e. its velocity
vector and G is the matrix representation of the metric tensor evaluated at the
curve points. The integral A.1 is computed by numerical approximation, where the
partition of the interval can be chosen as a hyperparameter.

A.3 Experimental setup

The architectures of all model variants are shown below in Tables A.1 and A.2. The
encoder mean and variance, as well as the decoder mean are modelled by 2-layer MLPs
as shown below. The decoder mean mirrors the encoder mean, while the precision
B is estimated by the RBF network. The number of the RBF centers is set to 350
and the bandwidth is set to 0.01 in all cases. For a fair comparison, all models share
the same underlying architecture for the encoder and decoder. Tables A.1 and A.2
summarize the architectures, listing the activation function for each layer with the
units corresponding to each layer in parentheses.

Table A.1. Encoder network architectures.

Network Layer 1 Layer 2 Output

ne(x) ELU (300) ELU (300)  Linear (dim(z))
oZ(x) ELU (300) ELU (300) Softplus (dim(z))

Table A.2. Decoder network architectures. * denotes strictly positive weights.

Network Layer 1 Layer 2 Output

110(2) ELU (300) ELU (300) Linear (dim(z))
By(z)  RBF (R4m(2)x350)  Linear* (dim(z)) Identity (dim(x))

A.3.1 Section 5.1 experiment

Detlefsen et al. [2019a] highlighted the importance of optimizing the mean and vari-
ance components separately, when training VAEs with Gaussian generative models.
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Following this paradigm, in all our experiments we first optimize the encoder com-
ponents (ug and og) along with the decoder pg. Then, keeping these fixed, we
optimize the decoder o. All models were trained for 300 epochs. More specifically,
the R-VAE was trained as an autoencoder (optimizing only the encoder g and oy
and the decoder pg) for the first 100 epochs and for the remaining 200 epochs the
latent prior and the decoder B, were optimized. Similarly for a VAE, it was deter-
ministically warmed up for 100 epochs and for the remaining 200 epochs, the decoder
By was optimized. All experiments were run with the Adam optimizer Kingma and
Ba [2015] with default parameter settings and a fixed learning rate of 10~3. The
batch size was 100 for all models.

A.3.2 Section 5.2 experiment

The classifier used on this section was a single, 100-unit layer MLP with ReLU non-
linearities, trained for 100 epochs with the Adam optimizer with default parameter
settings and a learning rate of 1073. The batch size was set at 64. The architectures
of the models giving rise to the latent representations are as in the previous section.

A.3.3 Runtime comparisons

Below is the wall clock time for every model used in the experiments. The statistics
were computed without a fixed seed. The latent space dimensions are denoted by d.
In VAE-VampPrior, n denotes the number of mixture components in the latent prior.

Table A.3. Per epoch training time for each model. Mean and std deviation in seconds,
computed over 100 epochs on MNIST.

Model d=2 d=5 d=10

VAE 10641 5;  11.011 77 11.101¢0
VAE-VampPrior (n = 128) | 10.664 ¢ 11.224 ¢ 11.37+ 96
VAE—V&mpPI‘iOI‘ (Tl = 256) 1072i3 11-34i1.21 11-52i.77
VAE—VampPrior (n = 512) 10.9:|:.34 11.38i_93 12.18:|:1_12
R-VAE 95.734+4.36 99.974133 60.1341.19

A.3.4 Complete results for VAE-VampPrior

Tables 2.1 & 2.2 show the results of the best performing VampPrior model variant.
Here we show the complete results of the VAE-VampPrior in all settings. Below n
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denotes the number of mixture components in the latent prior, while d denotes the
latent space dimensions.

Table A.4. MNIST results of VAE with VampPrior for varying latent space dimensions
and number of mixture components in the latent prior.

Model Neg. ELBO Rec KL
d=2

VAE—VampPrior (’fl = 128) —1039.66:‘:2.56 '1042-13:|:2.56 2.46:|:,01

VAE-VampPrior (n = 256) -1045.041590 -1047.3415922 2.304 03

VAE-VampPrior (n = 512) -1040.791903 -1043.241905 2.451 05
d=5

VAE-VampPrior (n = 128) -1100.77149s -1102.461491 1.694 06

VAE-VampPrior (7’7, = 256) ‘1103-29j:1.85 '1105~04i1.79 1-75i.12

VAE—VampPrior (Tl = 512) '1109-74i4.87 '1111~63i4.87 1.88i.01
d=10

VAE—VampPrior (Tl = 128) '1110~05i6.10 '1112~23i5.82 1-84i.04

VAE—VampPrior (’fl = 256) —1116.58:‘:4.23 —1118.28i4,20 1.69:|:,02

VAE-VampPrior (n = 512) -1100.644905 -1102.421597 1.78. 03

Table A.5. FashionMNIST results of VAE with VampPrior for varying latent space dimen-
sions and number of mixture components in the latent prior.

Model Neg. ELBO Rec KL
d=2

VAE—VampPrior (n = 128) ‘694-63i8.65 ‘697-14i8.65 2~50i.01

VAE—V&mpPI‘iOI‘ (n = 256) —702.67:|:17.45 —705.19:|:17.44 2.52:|:_04

VAE—VampPrior (TL = 512) '705~90:|:21.29 —708.45:|:21.29 2.54;‘;_01
d=5

VAE-VampPrior (n = 128)  -755.804 46 -756.58+ 71 0.77+.06

VAE—VampPrior (n = 256) -767.54:‘:3.22 -768.33:‘:3.31 0.78:|:'09

VAE—V&mpPI‘iOI‘ (n = 512) —769.27i5.0 '770-1Oi5.02 0.83i,09
d=10

VAE—VampPrior (n = 128) '754-47i6,78 '758-20i6,72 3~72i,06

VAE—V&mpPI‘iOI‘ (’fl = 256) —756.13i5,40 —760.49i5.1 3~69i.06

VAE-VampPrior (n = 512) -774.1741083 -777.75+10.78 3.58+.06



APPENDIX B

Appendix to chapter 3

B.1 Additional details for information geometry

In this section we provide additional information regarding information geometry. We
note that many of these proposition are already know in the literature, however, we
include them for completion and for the paper to be standalone.

The Fisher-Rao metric is positive definite only if it is non-singular, and then, defines
a Riemannian metric [Nielsen, 2020]. In this paper, we assume that the observation
x € X is a random variable following a probability distribution p(x) such that @ ~
p(x|n), and any smooth changes of the parameter n would alter the observation .
This way, the Fisher-Rao metric used in our paper is non-singular and the statistical
manifold H is a Riemannian manifold.

A known result in information geometry [Amari, 2016, Nielsen, 2020] is that the
Fisher-Rao metric is the first order approximation of the KL-divergence, as recall in
Proposition 5. Using this fact, we can define the Fisher-Rao distance and energy in
function of the KL-divergence, leading to Proposition 6.

Proposition 5. The Fisher-Rao metric is the first order approzimation of the KL-
divergence between perturbed distributions:

Dic(pleln)lp(aln + 50)) = 360" Tn(n)on + O)
with I (n) = [ p(xln) [V log p(x|n)V, log p(x(n) ' | da.

Proof. Let’s decompose log p(x|n + 0n) using the Taylor expansion:

1
log p(x|n + dn) = log p(x|n) + V, log p(z|n) "dn + 5(577—'—Hess77 [log p(z|n)] dn+ O(61?),
where the Hessian is Hess,, [log p(x|n)] = W — V, log p(x|n)V, logp(z|n)

Vnp(m\??)

and the V, logp(z|n) = ~1505".

Also [ Vyp(x|n)de =V, [ p(x|n)de = 0 and [ Hess,[p(x|n)]de = Hess, | [ p(x|n)dx]
—0.
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Replacing all those expressions to the first equation finally gives:
D (p(z[n)llp(z|n + on))

— [ plaln ogpialndz [ paln)lozplaly -+ on)de
=— /p(wln) (Vn log p(x|n) " on + %MTHGSSn [log p(x|n)]on + 0(5772)) da

= 501" | [ vleln) [ togp(eln) ¥, g ptaln) ) da| o1 + OG?).

O

Definition 8. We consider a curve y(t) and its derivative ¥(t) on the statistical
manifold such that, Vt € [0,1],v(t) = n: € H. The manifold is equipped with the
Fisher-Rao metric. The length and the energy functionals are defined with respect to
the metric I(n):

Length(y) = / IO Iy (t)dt and Energy(y) = / S0 I (m) ().

Locally length-minimising curves between two connecting points are called geodesics.
These can be found by minimizing the energy using the Euler-Lagrange equations
which gives the following system of 2*¢ order nonlinear ordinary differential equations
(ODEs) [Arvanitidis et al., 2018]

]
316) = 5100 [2600)T 1) 20y - 22O (361400
(B.1)

Proposition 6. The KL-divergence between two close elements of the curve -y is
defined as: KL(py, pivst) = Dxrn(p(x|y(@))|lp(x|y(t + 6t))). The length and the
energy functionals can be approzimated with respect to this KL-divergence:

2
Length(yy) ~ \/2 23;1 KL(pt,pt+st) and  Energy(y) ~ 5t 23:1 KL(pt, pe+st)

Proof. On the statistical manifold, we have v(t + dt) = y(¢) + 0ty(¢). The KL diver-
gence between perturbed distributions can be defined as:

KL(ps, peysr) = KL(p(2[v(2)), p(a|v(t + 6t))) = KL(p([n:), p(2|n: + 0m)),  (B-2)
with 1, = v(¢) and o7, = 0t 4(t). Then, we obtain:

KL pessr) = 508 50 Tu ()i (1) + O(6¢2).
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The length and energy terms appear in the following equations:

' ot o Ot
KL(pt, peise)dt = 5 () Ly (ne)3(t)dt + O(6t%) = 5 Energy(7)
0
+0(0t?),
' 5t
| VL rpeait - / VA L) (@)t + 06t2) = 2% Length(y)
0 T V2
+0(5t2).

If we want approximate any continuous function f with a discrete bequence by parti-

tioning it in 7" small segments, such that: 0t ~ =, we have: fo t)dt ~ Zt L f(t)ét
which in our case gives:

Length(y \/2 Zt 1 KL(pt; petot) and  Energy(y) ~ 5t 23:1 KL(pt, pe4st)-

B.1.1 The Fisher-Rao metric for several distributions

Distributions PDFs Parameters Fisher-Rao matrix
Normal \/2;? exp{f (EQ;ZL)2 } , o2 In (i, 0%)
Bernoulli 6=(1—0)t-= 0 15(6)

Categorical HkK:1 ks 01,...,0 Tc(01,...,0K)
Gamma W a, B Ig(a, B)

Von Mises-Fisher (S?) —f—-exp{(kp'®)} £, p Is(k, 1)

Beta T et 0 me) B Is(e.p)

Table B.1. List of distributions

With the notations of Table B.1, the Fisher-Rao matrices of the the univariate Normal,
Bernoulli and Categorical are:

IN(,[L,0'2) = <°b2 (1)) s IB(G) = ﬁ, Ic(@l,...,QK) :diag(l/el,...,l/ex)

202
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In addition, the Fisher-Rao matrices of the Gamma, Von Mises-Fisher and the Beta
distributions are:

Is(k,p) = K (k) (1 — 3/#;) + 2’ (kK(k)? = 2K (k) + 1)p
’ (K,K(/{)z — %K(KJ) + 1)/’LT 3K(/€)2 o %K(KJ) +1 s

_ (V@) = Ti(a+B)  —Ti(a+p)
In(a, B) = ( —Ui(a+ B) U (6) — ¥i(a+ B)) ’

with Uy (a) = % the trigamma function, and K (k) = coth s —

Proof. The univariate Normal, Bernoulli and Categorical have already been studied
by Tomczak [2012], and the Beta distribution by Brigant and Puechmorel [2019]. We
will then focus our proof on the Gamma and the Von-Mises Fisher distributions.

In order to bypass unnecessary details, we will use the following notations, we redefine
the Fisher-Rao as: I(n) = E.[g(n,z)g(n,z) "], with g(n,z) = V, Inp(z|n) the Fisher
score. We call G = g(n,z)g(n, a:)T, and Gj; the matrix elements.

Gamma distribution:

We have p(z|a, 8) = I'(a) 12> Le=# which leads to:

lnp(z|la, B) = —InT(a) + aln f + (o — 1) Inx — Bz,

Olnp =—V(a)+Inf+1Inz,
Oa

dlnp a -

op B

Then:

2
G = (8;)2”) = (Wo(a) + In B)2 + 2(V() + In B)Inz + In® z,

G — (f”np)Q (>2+
22 — 66 - ﬁ B )

_ _Olnp Olnp a a B
G2 =Go = 5 5 —(\I/(a)—klnﬁ)(ﬁ x)—&—ﬂlnx xlnx.

We know that E[z] = % We can compute, using your favorite symbolic computation
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software, the following moments:
E[llnz] = —Inf + ¥(a)

E[zInz] = % (U(a+ 1) — In B)

E[ln?z] = (In 8 — ¥(a))® + ¥ (a)
Replacing the moments for the following equations: E[G11], E[G22] and E[G12] will
finally give the Fisher-Rao matrix.

Von Mises Fisher distribution, for S%:

We have p(x|u, k) = Cs(k)exp(kp’ @), with C5(k) = k(4msinh k)L,

3-dimensional vector with ||| = 1.

Here, 1 is a

Inp(x|y, k) =Ink — Indr — Insinh(k) + ku ' x
V.lnp = sz
Jlnp
or

Here, the Fisher-Rao matrix Is will be composed of block matrices, such that: Is =
E[G], with G11 a 3 x 3-matrix, Ga2 a scalar, and G2 = G;l a 3-dimensional vector.

k=1 — coth(k) + pu' .

Gi11=V,InpV, lin =Kz’

2
G = (%) = K0P + 2K (n & + (4T

0K
T dlnp T
G2 =Gy = W~Vulnp: (K(k)+p' @) ke,

with K (k) = coth(x) — L.

We know from Hillen et al. [2016] that the mean and variance of the Von Mises Fisher
distribution in the 3-dimensional case is: E[x] = K (x)u and Var[z] = 1 K (k)1 + (1 —

% + % — coth?(k)) ,u,uT. We can then deduce the following meaningful moments:
3 1
E[zz | = Var[z] + E[z]E[z] = (1 - HK(@) '+ “K(r)1,

Eln"2) = p Elz] = K(r)p' p=K(x)
2

El(n"@)’] = 4’ Varlalu + Bl 2] = 1 - ZK(r),

E[u"za] = Eluza’] = Efez | = (1 - ZK(&)) e

Replacing those moments in the following expressions: E[G11], E[Ga2], E[G12] directly
gives the Fisher-Rao metric. O
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B.2 Curve energy approximation for categorical data

In this section we present the details of the example in Section 3.3.3. In particular,
we the steps to derive an approximation to the energy of a latent curve in closed form,
which is suitable for applying automatic differentiation. This is particularly useful
for our setting, since it allows us to consider our framework as a Black Box Random
Geometry processing toolbox.

Let a random variable = € RP that follows a generalized Bernoulli likelihood p(z|n),
so the vector € R” is of the form ¢ = (0,---,1,---,0) with >, #; = 1. The param-
eters n € RP are given as n = h(z), with n; > 0 Vi and Y., 7; = 1 so we know that
the parameters lie on the unit simplex. Actually, they represent the probability the

corresponding dimension to be 1 on a random draw. Also, the p(x|z) = n%xl] . ~77£§D],
where [z;] = 1 if z; = 1 else [z;] = 0 which can be seen as an indicator function. The
logp(x|n) = >,;[xi]log(n;) and V,logp(xln) = ([2—1],,[%’]) Due to the outer
product we have to compute the following expectations
E, {[xi] [%q -0, if i#j (B.3)
i 7y

Eq

(E)]-r e @0

because the [z;] and [z;] cannot be 1 on the same time, while the Ey[[z;]?] = 7; as
it shows the number of times x; = 1. So the Fisher-Rao metric of H is equal to
Iy (n) = diag (1/m1, ..., 1/np). Note that the shortest paths between two distributions
must be on the unit simplex in H, while on the same time respecting the geometry
of the Fisher-Rao metric.

We can easily parametrize the unit simplex by [n1,...,n7p—1,7p] with
D—1
ﬁD(nlavnD—l)zl_ an (B5)
i=1
This allows to pullback the Fisher-Rao metric in the latent space [n1,...,np—1] as
we have described in this paper. Intuitively, the z = [n;,...,np_1] and the function

h is the parametrization of the simplex. Hence, we are able to compute the shortest
path using the induced metric.

However, there is a simpler way to compute this path. We know that the element-
wise square root of the parameters 7 gives a point on the positive orthonant of the
unit sphere as y; = /i = >, y2 = >, /M- = 1. We also know that the shortest
path on a sphere is the great-circle. Therefore, the distance between two distributions
parametrized by 1 and 7’ on the unit simplex in H, can be equivalently measured
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using the great-circle distance between their square roots as
dist(n, ') = arccos /' /1. (B.6)

In this way, we can approximate the energy of a curve c(t) in the latent space as
follows

N-1
Energy[c| ~ distQ(h(c("/N)), h(c(n+1/N))) (B.7)
N1
= arccos® \/h(c(n/N)) \/h n+1/N))
N

(2—2\/h /) (e n+1/N) (B.8)

Il
I M

where we used at the last step the small angle approximation cosf ~ 1 — % Lo 0?2 x
2—2cosf. Note that this formulation is suitable for our proposed method to compute
shortest paths (see Section 3.3.2).

The derivation above represents the conceptual strategy, while in general we proposed
to use the KL divergence approximation result equation 3.8 in place of the great-circle
distance. Intuitively, when the KL divergence has an analytic solution, we can derive
an analogous energy approximation. Even if the solution of the KL is intractable, we
can still use our approach as long as we can estimate the KL using Monte Carlo and
propagate the gradient through the samples using a re-parametrization scheme or a
score function estimator.

B.3 Information geometry in generative modeling

In this section we present the additional technical information related to the pullback
Fisher-Rao metric in the latent space of a VAE.

B.3.1 Details for the pullback metric in the latent space

We call h the non linear function, typically parametrized as deep neural networks,
that maps the variables from the latent space Z to the parameter space H, such that:
h(z) =7, with z € Z and n € H. Furthermore, the data & € X is reconstructed such
that it follows a specific distribution: @ ~ p(x|n), with p(x|n) being for instance a
Bernoulli or Gaussian distribution. The parameter space H is a statistical manifold

equipped with Fisher-Rao metric: I (n fp x|n) [V, log p(z|n)V, log p(z|n) " | de
We denote by Jj the Jacobian of h.
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Proposition 7. The latent space Z is equipped with the Riemannian pullback metric
tensor: A
G(z) = Jn(2) " In(h(2)) n(2)-

Proof. The parameter space is a statistical manifold equipped with the Fisher-Rao
metric I3(n), thus the scalar product at n between two vectors dni,dn, € H is:
(dny, dna) 1,y = dny Iy (n)dnz. For two vectors dz1,dzs € Z, we have at ) = f(z)

that: <dT]1,d772>IH(,7) = (Jp(2z)dz1, Jh(z)dz2>1,{(n) =dz{ (Jn(2) "Iy (h(2))Jn(2))dzs.

I (h(2)) is a Riemannian metric tensor by definition, and it is then positive definite.
Furthermore, h : Z — H is a smooth immersion, and so Jp(z) is full-rank. It follows
that Jy,(2) " I (h(2))Jn(2) is positive definite. Hence G(z) is a Riemannian metric
tensor. O

Proposition 8. Our pullback metric G(z) is actually equal to the Fisher-Rao metric
obtained over the parameter space Z:

G(z) = Iz(z) 2 / p(z|2) [V log p(e|2)V » log p(z|2)T] dz

Proof. We will show that Iz(z) = J¢(2) " Ix(n)Js(2). Let’s consider the definition
of the Fisher-Rao metric in Z :

I2(2) = [ Valogp(a | 2)- Valogp(e | =) ple | )i (B.9)
- / J1(2) TV, log p(aln) V. log plaeln) T T (2)p(ln) dee (B.10)
— Ji(2)T [ [ 9y 0spala ¥, g ptal) plalnds| gy2) B

= Jf(z)TIH(f(z))Jf(z) =G(z)

where we use the fact that = f(z) so the V. logp(z|f(2)) = Js(2)" - V, log p(z|n)

The same argument can be proved as follows:

(dn, T (m)dn) = (J5(2)dz, I (f ()] (2)d2) (B.12)
— (Ji(2)dz, / v, log p(a|) V. log p(|n) p(aln)de T (z)dz) (B.13)

= {dz, / ()" - Vylogp(@ln) Vylogp(zln)" - Jp(z)p(@n)de dz)  (B.14)
= (dz,/Vz log p(z|2)V ., log p(x|2) "p(x|2)de dz) = (dz, [z(z)dz) (B.15)

O
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In section B.1.1, we have seen how to derive a close-form expression of the Fisher-
Rao metric for a one-dimensional observation x that follows a specific distribution.
In practice, £ € X C RP is a multi-dimensional variable where each dimension
represents, for instance, a pixel when working with images or a feature when working
with tabular data. Each feature, x; with i = 1--- D, is obtained for a specific set of
parameters {n;}. We assume that the features follow the same distribution D, such

D
that: @; ~ p(zi|n;), and p(z|n) = [[;.Z, p(zi[n:).
Proposition 9. If the features follow the same distribution D, such that: x; ~ p(x;|n;)

and p(zx|n) = Hi’;l p(xi|ni), then the Fisher-Rao metric Iy(n) is a block matriz where
the diagonal terms are the Fisher-Rao matrices 1y ; obtained for each data feature x;:

Iya 0 ... 0

0 Inyo ... 0

Iy (n) = : S :
0 0 ... Iup

Proof. We have x; ~ p(x;|n;) and Yy = [ p(wiln:) [V, log p(2i|ni) Vi, log p(ailni) '] da;.
Also, we assumed: p(x|n) = Hi’;l p(x;|n;). We then have: log p(x|n) = Zil log p(x;|n;),
and the Fisher score:

D
Vylogp(mln) =V, > logp(zilni) = [V Inp(z1|m), ..., Vip np(z1|np)] "
1=1

(B.16)
The matrix Iy (n) is thus a D x D block matrix, where the (4, j)-block element is:

I = /p(l’i\m) [V, log p(]n;) Vi, log p(x5]m;) 7] das.
Let’s note that:
[ el togptastides = [ ptotn) L g0~ 9, [ iy =o.

When i = j, we have I;; = I ;, with I ; being the Fisher-Rao metric obtained for:
z; ~ p(zi|n;)-
When i # j, we have: 1;; = Vlogp(x;|n;) " [ p(xi|n:)Va, log p(a;|n;)dx; = 0. O

Then, for example, if we are dealing with binary images, and make the assumption
that each pixel x; follows a Bernoulli distribution: p(z;|n;) = % (1 — n;)* =%, then
according to Section B.1.1 and Proposition 9, the Fisher-Rao matrix that endows the
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parameter space H is:

1
w0
IH(?’]) _ : 2 : 72 ' .
0 0 o un=nn)

We have seen that in theory, we can obtain a close form expression for the pullback
metric, if the probability distribution is known. In practice, we can directly infer the
metric using the approximation of the KL-divergence.

Proposition 10. We define perturbations vectors as: de; = €-e;, withe € Ry a small
infinitesimal quantity, and (e;) a canonical basis vector in R, For clarity, we rename
Dk (p(x|z)||p(x|z + 62)) = KL.(62) and we note G;; the components of G(z). We
can then approzimate by a system of equations the diagonal and non-diagonal elements
of the metric:

Gii ~ 2 KLZ((Sei)/EQ
Gij = Gji ~ (KLz(dei + (Sej) — KLz(cSei) — KLz(c?ej)) /62.

Proof. From Proposition 5, we know that:

KL.(0z) = %c&zTG(z)éz +0(622).

Let’s take de; = € - €;. On one hand, we have: 56;G(Z)56i = ¢2@G4;. On the second
hand, we also have: 5eiTG(z)5ei ~ 2KL.(de;), which gives us the equation to infer
the diagonal elements of the metric.

Now, let’s take de; +de; = ¢ - (e; +e€;). Then, we have: (de; +5ej)TG(z)(6ei +dej) =
e2(Gy + Gjj + Gij + Gj;). We also know that G;; = G;j. Again, we also have:
(8e; + de;) G(z)(5e; + de;) ~ 2KL(Se; + de;).

We can replace the terms G;; and G; in the equation obtained above with the KL-
divergence for the diagonal terms. Which finally gives us:

Gij = Gji ~ (KLz(dei + (5ej) — KLz(dei) — KLZ(58J)) /62. (B].?)

O

B.3.2 Uncertainty quantification and regularization

As discussed in the main text, we carefully design our mappings from latent space
to parameter space such that they model the training codes according to the learned
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decoders, and extrapolate to uncertainty outside the support of the data. This, we
refer to as uncertainty regularization. In this section we explain it in detail.
The core idea of this uncertainty regularization is imposing a “slider” that forces the
distribution p(x|z) to change when z is far from the training latent codes. For this,
we use a combination of KMeans and the sigmoid activation function.

We start by encoding our training data, arriving at a set of latent codes {2z, }_, C Z.
We then train KMeans(k) on these latent codes (where k is a hyperparameter that
we tweak manually), arriving at k cluster centers {c;} le. These cluster centers serve
as a proxy for "closeness” to the data: we know that a latent code z € Z is near the
support if D(z) := min; {||z — ¢;[|?} is close to 0.

The next step in our regularization process is to reweight our decoded distributions
such that we decode to high uncertainty when D(z) is large, and we decode to our
learned distributions when D(z) ~ 0. This mapping from [0,00) — (0,1) can be
constructed using a modified sigmoid function Detlefsen et al. [2019b, 2020], consider
indeed

(B.18)

55(d) = Sigmoid (d — ¢ Softplus(3 )> :

Softplus(5)

where 8 € R is another hyperparameter that we manually tweak, and ¢ ~ 7.

With this translated sigmoid, we have that 65(D(z)) is close to 0 when z is close to
the support of the data (i.e. close to the cluster centers), and it converges to 1 when
D(z) — 00. 63(D(z)) serves, then, as a slider that indicates closeness to the training
codes. This reweighting takes the following form:

reweight(z) = (1 — 63(D(2)))h(2) + 65(D(z)) extrapolate(z), (B.19)

where h(z) = n € H represents our learned networks in parameter space, and
extrapolate(z) returns the parameters of the distribution that maximize uncertainty
(e.g. 0 — 0o in the case of an isotropic Gaussian, p — 1/2 in the case of a Bernoulli,
and x — 0 in the case of the von Mises-Fisher).

For the particular case of the experiment in which we pull back the Fisher-Rao metric
from the parameter space of several distributions (see 3.4.2), Table B.2 provides the
exact extrapolation mechanisms and implementations of h(z).

B.4 Details for our implementation and experiments

In this section we present the technical details that we used in our implementation
and experiments. We are currently implementing an open-source version of our code
here.


https://github.com/MachineLearningLifeScience/stochman/tree/black-box-random-geometry/examples/black_box_random_geometries

[

V]

15
16

80 Appendix B Appendix to chapter 3

Distribution h: Zioy =+ H Extrapolation mechanism
Normal w(z) =10- f3(z), o(z)=10- Softplus(f3(2)) o(z) = o0

Bernoulli p(z) = Sigmoid(f15(2)) p(z)=1/2

Beta a(z) =10 - Softplus(f5(2)), B(z) =10- Softplus(f3(z)) (a(z),8(z))=(1,1)
Dirichlet a(z) = Softplus(f3(z)) a(z)=1

Exponential ~ A(2z) = Softplus(f3(z)) Az)—0

Table B.2. This table shows the implementations of the decode and extrapolate functions
in Eq. (B.19) for all the distributions studied in our second experiment (see Sec. 3.4.2).
Here we represent a randomly initialized neural network with f;, where ¢ represents the
size of the co-domain. For example, in the case of the Dirichlet distribution, we use a
randomly initialized neural network to compute the parameters « of the distribution and,
since these have to be positive, we pass the output of this network through a Softplus
activation; moreover, since the Dirichlet distribution is approximately uniform when all its
parameters equal 1, our extrapolation mechanism consists of replacing the output of the
network with a constant vector of ones.

B.4.1 What we mean when we say black-box random geometry

Before we dive into the specific details of our experiments, it is worth noting that
they were all made using the same interface. This is precisely what we mean when we
say that our results open the doors for black-box random geometry: We can define a
curve_energy method that is agnostic to the distribution our models decode to.

To hammer this point home, consider the following interface, written in Python:

class StatisticalManifold:
def __init__(self, model: torch.nn.Module):
# A model with regularized uncertainty (see Uncertainty
Quantification)
self .model = model
assert "decode" in dir (model)

def curve_energy(self, curve: CubicSpline) -> torch.Tensor:
# An energy function that can be minimized using autodifferentiation

dt = (curve[l] - curve[0])

distl = self.model.decode(curvel[:-1])
dist2 = self.model.decode(curvel[1:])
k1 = kl_divergence(distl, dist2)
energy = kl.sum() * (2 x dt **x -1)

return energy

Notice that the user need only provide a model that implements a decode function
which is expected to return a distribution with proper uncertainty estimates (as de-
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scribed in Sec. B.3.2). Line 14 is a direct implementation of our derived expression
for the energy (see Prop. 6). Most distributions of interest are available in the Torch
submodule torch.distributions, and similar implementations could be done for
other frameworks.

B.4.2 Shortest path approximation with cubic splines

As we described in the main paper, we use an approximate solution for the shortest
paths based on cubic splines. Let a cubic spline

e (t) = [1,8, 82, 8% [\ho, \ibr, \ba, \¢i3] (B.20)

with parameters \¢; € R?*!. Also, in our implementation the actual curve is a
piecewise cubic spline and we optimize the K control points c; as well. We opti-
mize the parameters using the approximation of the curve energy {\¢},c;}< =
arg miny ,, Energy[c\y]. In general, we can use Prop. 6 as long as we can propagate
the gradient through the KL or as in equation B.7 if an explicit closed form solution
exists. In this case, we are able to use automatic differentiation for the optimization
of the parameters (as discussed in Sec. B.4.1).

In practical terms, we compute these shortest paths by creating a uniform grid in
latent space and computing, only once, the curve energy for the edges of this grid.
After this expensive computation (which only needs to be performed once) we can use
shortest-paths algorithms in graphs to create a suitable initialization of the geodesic.
We fit a cubic spline to this initialization and then optimize its parameters further.

B.4.3 Models used

In this section we describe, in detail, the models that we used for our experiments (see
Sec.3.4). All the networks that we used are Multi-Layer Perceptrons implemented in
PyTorch.

First, Table B.3 shows the Variational Autoencoder implemented for the experiment
described in Sec. 3.4.1. In the computations without uncertainty regularization,
we used a simpler model for the uncertainty quantification (namely, a single Linear
layer, followed by a Softplus activation). For our second experiment involving a toy
latent space, we also provide the implementation of the respective MLPs in Table
B.4. Finally, Table B.5 and B.6 respectively represents the VAE trained for the
experiments related to motion capture (Sec. 3.4.3) and movie rating (Sec. 3.4.6). For
the motion capture experiments, we are training a VAE that decodes to a von Mises
Fisher distribution, and for the movie rating experiments, we decode to a Bernoulli
distribution.
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Pulling back the Euclidean vs. Fisher-Rao (Sec. 3.4.1)
Module MLP

Encoder
u Linear(728, 2)

Decoder
u  Linear(2, 728)
our RBF(), PosLinear(500, 1), Reciprocal(), PosLinear(1, 728)
Ono Ur  Linear(2, 728), Softplus()

Optimizer Adam (a =1 x 1075)
Batch size 32

Table B.3. This table shows the Variational Autoencoder used in our first experiment
(see Sec. 3.4.1). The network for approximating the standard deviation o leverages ideas
from Arvanitidis et al. [2018], in which an RBF network is trained on latent codes using
centers positioned through KMeans. The operation PosLinear(a,b) represents the usual
Linear transformation with a inputs and b outputs, but considering only positive weights.
To compare between having and not having uncertainty regularization, we use two different
approximations of the standard deviation in the decoder: ocur when performing meaningful
uncertainty quantification, and o o ur otherwise.

Toy latent spaces (Sec. 3.4.2)
Distribution Module MLP Random seed f in dg

1 Linear(2,3) i
Normal o Linear(2,3), Softplus() L 25
Bernoulli p Linear(2,15), Sigmoid() 1 -3.5
e Linear(2,3), Softplus()
Beta Ié] Linear(2,3), Softplus() 1 4.0
Dirichlet « Linear(2,3), Softplus() 17 -4.0
Exponential A Linear(2,3), Softplus() 17 -4.0

Table B.4. This table describes the neural networks used for the experiment presented in
Sec. 3.4.2. Following the notation of PyTorch, Linear(a,b) represents an MLP layer with a
input nodes and b output nodes. In each of these networks, we implement the reweighting
operation described in Sec. B.3.2, and we describe the 8 hyperparameter present in the
modified sigmoid function (Eq. (B.18)). This networks were not trained in any way, and
they were initialized using the provided seed.
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Decoding to a von Mises-Fisher Distribution (Sec 3.4.3, 3.4.4, 3.4.5)
Module MLP
Encoder (Normal dist.)
p Linear(3 x 26, 90), Linear(90, 2)
o Linear(3 x 26, 90), Linear(90, 2), Softplus()
Decoder (vMF dist.)
i Linear(2, 90), Linear(90, 3 x 26), Linear(3 x 26, 3 x 26)
% Linear(2, 90), Linear(90, 3 x 26), Linear(3 x 26, 26), Softplus()
Optimizer Adam (o =1 x 1073)
Batch size 16
Bin &g -5.5
KL annealing 0.01
Extrapolation x — 0.1

90
90

Table B.5. This table shows the Variational Autoencoder used in our last two experiments
(see Sec. 3.4.3, 3.4.4). Our motion capture data tracked 26 different bones, and thus we
decode to a product of 26 different von Mises-Fisher distributions.

Decoding to a Bernoulli Distribution (Sec 3.4.6)
Module MLP

Encoder (Normal dist.)
p Linear(60, 16), Tanh(), Linear(16, 16), Tanh(), Linear(16, 2)
o Linear(60, 16), Tanh(), Linear(16, 16), Tanh(), Linear(16, 2), Softplus()
Decoder (Bernoulli dist.)
p Linear(2, 16), Tanh(), Linear(16, 16), Tanh(), Linear(16, 60), Sigmoid()
Optimizer Adam (a =1x 1073, w =1x 1077)
Batch size 256
B in &3 -3.0
KL annealing 0.01
Extrapolation p — 1/2

Table B.6. This table shows the Variational Autoencoder used in the movie rating ex-
periement (see Sec. 3.4.6). The MovieLens 25M dataset has been preprocessed such that
it is composed of 10000 users rating if they have seen some of 60 selected movies. We only
select users that have seen more than two movies and less than 30 movies, to avoid outliers
and aim for a more realistic scenario. We used the same extrapolation mechanism described
in the toy experiments for the Bernoulli: having the probits be 1/2 (see Sec. B.3.2).
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All of these VAEs were trained by maximizing the Evidence Lower Bound with differ-
ent values for KL annealing which can be read from the different tables. For example,
Table B.5 shows that the KL annealing constant was chosen to be 0.01.

B.4.4 Metric approximation and KL by sampling

When visualising our latent space as a statistical manifold, we can obtain a direct
approximation of the metric using the KL-divergence between two close distributions
(Proposition 4). We will show here, in simple cases, how our metric approximation
compares to close-form expressions.

In the following experiment, our statistical manifold is the parameter space of known
distributions (Beta and Normal). Their Fisher-Rao matrices are well-known (Sec.
B.1.1), and we approximate them by computing the KL-divergence of sampled dis-
tributions. We call G; the theoretical metric and G, the approximated metric, and

we note €, = % the relative error between the theoretical and approximated

matrices. Here, ||-|| denotes the Frobenius norm. For the Normal distribution, we
empirically obtain: &, = 5.32-107% £ 9.63 - 1074, and for the Beta distribution, we
have: ¢, =1.73-107° £ 1.17-1075.

B.4.5 Computational complexity

Proposition 5 shows the system of equations required to approximate the pullback
metric in the latent space. Each KL operation requires 2 forward passes from the
decoder to compute, so first we establish the lower bound on the time complexity of
the decoder forward pass. Ignoring all activation function related operations, for an
MLP with H hidden layers, N-dimensional network output, K-dimensional hidden
layer output and single M-dimensional vector input, this lower bound is:

H—-1
Q) (MKl + KyN + Z Mz’Mi+1> (B21)

=1

For each diagonal element G;; of the metric tensor we need to compute a single KL
divergence, which will require two forward passes through the decoder network giving

us a (lower bounded) time complexity of [2 (MKl + KN + Zfi_ll MiMHl)} for
each element. For the off-diagonal elements we will need to compute the KL three
times which corresponds to six forward passes through the decoder network. which
yields a (lower bounded) time complexity {6 (MK1 + KN + Zi—ll MiMiH”

per element.
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B.4.6 Information for the movie preferences experiment

For this experiment we used the MovieLens 25M dataset (https://grouplens.org/
datasets/movielens/25m/). Each cell of the data matrix represents the rating of a
user (row) from 1 to 5 for the corresponding movie (column). In order to fit a Bernouli
VAE we considered the matrix as binary i.e. if a user has seen a movie (1) or not (0).
We then selected the 60 most popular movies, as well as, 10000 users who have seen
between 2 and 30 of these movies. We also verified that all the movies have been seen
from at least 600 users. In this way we reduced the size of the dataset, obtaining a
realistic scenario where: 1) some movies are more popular than the others, and 2) we
do not include users that have seen 0 or almost all the movies. We show in Fig. B.1
the number of views for each movie and the number of movies each user has seen. In
Table B.6 we present the details for the Bernouli VAE.
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Figure B.1. The numbers of views for the movies and the users.

B.4.7 Information for fitting the LAND model

The locally adaptive normal distribution (LAND) [Arvanitidis et al., 2016b] is the
extension of the normal distribution on Riemannian manifolds learned from data.
Pennec [2006b] first derived this distribution on predefined manifolds as the sphere
and also showed that it is the maximum entropy distribution given a mean and a
precision matrix. The flexibility of this probability density relies on the shortest paths.
However, the computational demand to fit this model is relatively high, especially in
our case, since we need to use an approximation scheme to find the shortest paths.

In particular, we compute the logarithmic map v = Log,(y) by first finding the
shortest path between x and y, and then, rescaling the initial velocity as v =
%Length(e), which ensures that ||v|| = Length(c). In addition, for the estimation
of the normalization constant we use the exponential map Exp,(v) = ¢, (t), which is
the inverse operator that generates the shortest path with ¢(1) = y taking the rescaled

initial velocity v as input. Also, we should be able to evaluate the metric. While
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the logarithmic map can be approximated using our approach (Section B.4.2), for the
exponential map we need to solve the ODEs system equation B.1 as an initial value
problem (IVP). Note that we fit the LAND using gradient descent, which implies that
the computation of these operators is the main computational bottleneck.

We provided a method in Proposition 4, which enables us to approximate the pull-
back metric in the latent space of a generative model using the corresponding KL
divergence. Even if this is a sensible approach, in practice, the computational cost is
relatively high as we might need to estimate the KL using Monte Carlo. For example,
this is the case when the likelihood is the von Mises-Fisher. This further implies that
fitting the LAND using this approach is prohibited due to the computational cost.
Especially, since we need to evaluate many times the metric and its derivative for the
computation of each exponential map. Hence, in order to fit the LAND efficiently,
we used the following approximation based on Hauberg et al. [2012].

First we construct a uniformly spaced grid in the latent space. Then, we evaluate
the metric using Proposition 4 for each point on the grid getting a set {zs, G }5_; of
metric tensors. Thus, we can estimate the metric at any point z as

S 2
G(z) =Y @s(2)Gs, with @y(2) = S’“’i and w,(z) = exp (”z;|>
s=1 Ej:l ws(2) 20

(B.22)
where ¢ > 0 the bandwidth parameter. This is by definition a Riemannian metric
as a weighted sum of Riemannian metrics with a smooth weighting function. In this
way, we can approximate the pullback of the Fisher-Rao metric in the latent space Z
in order to perform the necessary computations more efficiently.
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C.1 Proof of the lower bound on the data manifold
log likelihood

We will denote with M the data manifold of dimension d embedded in some higher
dimensional Euclidean ambient space R”. An open cover U of M consists of K
local coordinate charts (U;, ¢;)X; with U; ¢ M and ¢; : U; — V; C R?. A prob-
ability density function py : M — R can be constructed with a smooth partition
of unity subordinate to U. That is, an indexed family {f;}X, of smooth functions
with suppf; C U;, where for a neighborhood around any data point € M, only a
finite subset of {f;} is non-zero and Zfil fi(x) = 1. For our particular case, we take
fi = w;py, with w; € [0,1] and construct prq as a weighted sum of smooth density
functions defined locally in each coordinate patch U;, i.e. pap(x) = Zfil wipy; =
S K wipy, (w) det |Gi(w)| 2, with py, the base distribution in Euclidean subset V;,

K2

u = qﬁl(a:) and Gl(u) = J$71 J<Z5,-71'

Proposition 11. The log-likelihood log pap(x) is bounded from below by
L =log|C - ZlK wipv; (u)Tr(J;i,l(u)J(bi—l(u))_%} with C = d#/?

Proof For a local coordinate chart (U, ), with U € M with M C R? and ¢ :
M — R?, we denote the log-likelihood in neighborhood U by log py (). Furthermore,
denoting the singular values of matrix Jg,l (u) by s;, we will use Jensen’s inequality
to first lower-bound the probability density in a local neighborhood U:
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d d d
1 _dR1 d 2\ d dlog(d)
- ENT D logs? < 4 Si) =&y 2| - 2080
(C.1)
1 d d dlog(d)
2N 1ogs? >~ 2| 4 208 2
QZogsl— 2Og<;8l>+ 2 (©2)
d
d dlog(d
log pv (u _Zlog5221ogpv(u>_2log<zf + dogld) g5
=1

log py () — 5 loglJ]-+ ()1 (w)] 2 log py () — & log (

d
d
log py () 2 logpy (u) — ; log <Z s?

Now for a matrix A, we have:

d
Tr(ATA) = Tr(UTSTVVTSU) = Tr(STSUUT) = Tr(27Y) = Z s2 (C.6)

s
Il
—

with U, V orthogonal matrices and ¥ a diagonal matrix containing the singular values
of A.
Thus, eq. C.5 becomes:

dlog(d)
2

log pu () > log py (ar) — 5 log T (I () Jy () + —Ly (@)

Thus, we have introduced a lower bound to the probability density in neighborhood
U € M. Because log(-) is a monotonic function and for all ¢ we have w; € [0, 1], the
direction of the inequality in eq. C.5 is preserved for all K neighborhoods in our open
cover of M, so our lower bound holds for the complete data log likelihood:

log p(x) = log Z w;ipy, ( (C.8)
longzpv ) det |G (u)| 2 (C9)

> log [c : Zwipvi (w)T'r (Jg_l (), (u)) _’“] = (C.10)
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with C' = d%?. Using Hutchinson’s estimator we can compute the trace efficiently.
With Jy-1 € RP*4 and p(e) = N(0,Ip):

d dlog(d
Ly ~logpy,(u) — 3 logEp e [eTjg_l(u)J(ﬁq(u)e} + 2g( ) (C.11)
d dlog(d
— log py, (u) — & o Eyqo) [|l77-1¢lf3] + L512) (C12)

C.2 Details on synthetic 2D experiments

Datasets For all target densities in Figure 4.3 we generated 50000 points for the
train set and 10000 points for the validation set. For details on generating the datasets,
see Lou et al. [2020].

Architectures Table C.1 shows the architecture details for MCF. All flow layers
are implemented as rational quadratic coupling flows. In all cases, our base distribu-
tions py, are standard normals over the Euclidean spaces V;. The distribution of the
orthogonal directions to the manifold Pyt is a standard normal with o2 = 0.01.

Baseline implementations are provided by Lou et al. [2020] in https://github.com/
CUAI/Neural-Manifold-Ordinary-Differential-Equations.

Hyperparameters Datasets
Checkerboard (S?)  Four wrapped Normals (S?)
Charts 4 2
Chart flow layers 3 2
Chart bins 5 1
Spline range [-3, 3] [-4, 4]
Linear transform LU LU
ResNet layers (& units) 2 (64) 2 (16)
Activation ReLU ReLU

Table C.1. Architecture details for MCF on all synthetic datasets.

Training We train MCF using maximum likelihood. For the spherical checkerboard
dataset we train for 300 epochs and for the four wrapped normals we train for 250
epochs. For both datasets we used a batch size of 256 with a learning rate of 3-107%.

To train NCPS we used a learning rate of 102 and a batch size of 200. For the
spherical checkerboard dataset we train for 10000 epochs, while for the four wrapped
normals dataset we train for 5000 epochs.


https://github.com/CUAI/Neural-Manifold-Ordinary-Differential-Equations
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For NMODE, on four wrapped normals we used a batch size of 200 and a learning
rate of 1072, training for 600 epochs. For the spherical checkerboard we used a batch
size of 200 and a learning rate of 1072, training for 700 epochs.

All models are trained with the Adam optimizer [Kingma and Ba, 2014]. In gen-
eral, we chose baseline hyperparameters such that we can have the fastest possible
convergence without sacrificing training stability. Please note however that this is
a different training setting to the one used for NMODE and the other baselines by
Lou et al. [2020], as they generated a random batch of points on the manifold for
every iteration, whereas in our case we generate a fixed amount of training points
and iterate on those. We think that while this is a much harder training scenario, it’s
also a more realistic one.

C.3 Detaqils on real world 2D experiments

Hyperparameters Datasets
Fires  Farthquakes
Charts 2 2
Chart flow layers 5 4
Chart bins 10 16
Spline range [-6, 6] [-6, 6]
Linear transform LU LU
ResNet layers (& units) | 2 (100) 2 (64)
Activation CELU CELU

Table C.2. Architecture details for MCF on all synthetic datasets.

C.3.1 Experimental details

MCF For architectural details please see table C.2. Our base distribution py, is
a standard normal in the Euclidean spaces V;. The distribution of the orthogonal
directions to the manifold py 1 is a standard normal with ¢ = 0.01.

Baselines The architectures of both the NMODE and NCPS baselines are the same
as in the synthetic datasets case.

Datasets The fires dataset consists of 66444 data points, while the earthquakes
dataset consists of 5883 data points at the time of writing. We shuffle both datasets
and keep 80% for the training sets and 20% for the validation sets.
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Training on earthquakes We train MCF using maximum likelihood for 3000
epochs using the Adam optimizer with a batch size of 128 and a learning rate of
3-10~%. Throughout training we annealed the learning rate using a cosine annealing
schedule.

We train NCPS with the Adam optimizer for 10000 epochs with a learning rate of
103 and a batch size of 200.

We train NMODE with the Adam optimizer for 10000 epochs with a learning rate
3-10~* and a batch size of 500.

Training on fires We train MCF using maximum likelihood for 1000 epochs using
the Adam optimizer with a batch size of 256 and a learning rate 10~%. Throughout
training we annealed the learning rate using a cosine annealing schedule and clipped
the gradient norm to 8.

We train NCPS with the Adam optimizer for 3000 epochs with a learning rate of 103
and a batch size of 200.

We train NMODE with the Adam optimizer for 600 epochs with a learning rate 3-10~4
and a batch size of 500.

For all baselines in both datasets we decay the learning rate every 1/3d of the total
epochs with a scaling factor of 0.1. We found that training was difficult for all
models. The hardest model to train was NMODE even though results for both
baselines are generally unsatisfactory (see figure C.1). Given this, in our choice of
hyperparameters we attempted to strike a balance between fast convergence and
stable gradient updates. Furthermore, we checkpoint all models to retain the best
performing parameter configuration according to validation results.

C.4 Details on the Lorenz experiment

C.4.1 Architecture

MCF Our model uses two coordinate charts to parameterize the manifold. The
chart models ¢ comprise five flow layers. These are implemented as rational quadratic
coupling layers, interspersed with random feature permutations. We use five bins in
the range [—3,3]. Each coupling transform is parameterized by a residual network
with 1 residual block containing 2 hidden layers per block. Each hidden layer consists
of 32 ReLU units. Our base distribution py; is a standard normal over the Euclidean
spaces V;. The distribution of the orthogonal directions to the manifold Pyt is a

standard normal with o2 = 0.01.
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Earthquakes Fires

Figure C.1. Density estimation results on the earthquakes and fires data. Robinson
projection. Top row: MCF (ours), middle row: NMODE, bottom row: NCPS

M-flow For M-flow we reproduced the reference architecture given by Brehmer
and Cranmer [2020]. Both the chart model and the base model comprise 5 rational
quadratic coupling layers, interspersed with random feature permutations. We use 5
bins for both maps in the range [-3, 3]. Each coupling transform is parameterized by
a residual network with 2 residual blocks and 2 hidden layers per block. Each hidden
layer consists of 100 ReLU units.
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C.4.2 Training

MCF We trained the model on a dataset of 10° samples using maximum likelihood
training for 1000 epochs. The AdamW optimizer [Loshchilov and Hutter, 2017] was
used with a learning rate of 10~*. We use a batch size of 10000.

M-flow We trained the model on a dataset of 10% samples with split manifold
learning and maximum likelihood training phases, assigning 50 epochs to each phase
(100 in total). The AdamW optimizer was used with a learning rate of 3-10~%, cosine
annealing and weight decay of 10~%. We use a batch size of 100.

C.5 Details on the Large Hadron Collider experiment

For details on dataset generation, as well as an explanation on the closure tests
we refer the interested reader to Brehmer and Cranmer [2020]. The dataset itself
can be found in https://drive.google.com/drive/folders/13x81E08--L18-0RoN_
QTUbSC_fRBAdRPT.

MCF Our model uses five coordinate charts to parameterize the manifold. The
chart models ¢ comprise ten flow layers. These are implemented as rational quadratic
coupling layers, interspersed with LU-decomposed invertible linear transformations.
We use 11 bins in the range [-10, 10]. Each coupling transform is parameterized by a
residual network with two residual blocks of two hidden layers per block. Each hidden
layer consists of 100 ReLU units. Our base distributions py, are standard normals
over the Euclidean spaces V;. The distribution of the orthogonal directions to the
manifold pyv+ is a standard normal with o2 = 0.01.

Baselines To estimate baseline runtimes we run both RQ-flow and M-flow but we
note that baseline results are taken from the paper itself. Both baselines are composed
of 35 rational quadratic coupling layers, interspersed with LU-decomposed invertible
linear transformations. For M-flow, the chart model ¢ uses 20 layers and the base
model h uses 15 layers. Each coupling transform is parameterized by a residual
network with two residual blocks of two hidden layers per block. Each hidden layer
consists of 100 ReLLU units. All runtime estimations are based on the implementation
provided by Brehmer and Cranmer [2020], which can be found in https://github.
com/johannbrehmer/manifold-flow.

Training We trained our model using maximum likelihood on the same dataset as
Brehmer and Cranmer [2020], using 10° samples. We used the AdamW optimizer


https://drive.google.com/drive/folders/13x8lEO8--L8-ORoN_QTUbSC_fRBAdRPT
https://drive.google.com/drive/folders/13x8lEO8--L8-ORoN_QTUbSC_fRBAdRPT
https://github.com/johannbrehmer/manifold-flow
https://github.com/johannbrehmer/manifold-flow

94 Appendix C Appendix to chapter 4

with a learning rate of 3 - 1074, a batch size of 256, cosine annealing and a weight
decay of 107° and trained the model for 50 epochs.

Evaluation Our evaluation procedure is identical to Brehmer and Cranmer [2020].
In brief, we generate 3 different datasets using 3 different parameter points 6, =
(0,0),62 = (0.5,0) and 03 = (—1,—1). Each dataset has 15 i.i.d. samples. For each
model and each observed dataset, we generate four MCMC chains of length 750 each,
with a Gaussian proposal distribution with mean step size 0.15 and a burn in of 100
steps. Then we obtain kernel density estimates of the log-posterior for each of the
3 parameter points and report the average value in table 4.1. Like Brehmer and
Cranmer [2020] we train 5 instances of our model with independent initializations,
remove the top and bottom value and report the mean over the remaining runs.
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