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Resumé
I denne Ph.D. afhandling undersøges forskellige teoretiske metoder til at beskrive
kemiske processer vha. røntgenspektroskopi og særligt røntgenabsorption (XAS).
Dette inkluderer både metodeudvikling, sammenligning af metoder og analyse
af eksperimentel data. I afhandlingen introduceres de vigtigste teoretiske kon-
cepter indenfor elektronstruktur og molekyledynamik samt relevante egenskaber.
Sidstnævnte bygger på én molekylestruktur, der bestemmes vha. en molekylegra-
dient. En sådan gradient er som en del af denne afhandling blevet implementeret
på coupled cluster singles and doubles (CCSD) niveau for både grundtilstanden
og exciterede tilstande. Dermed kan ligevægtsstrukturer bestemmes i begge til-
fælde. Derudover er implementeringen grundlaget for at beskrive molekyledy-
namik på CCSD-niveau. Molekyledynamik er her simuleret vha. tidsafhængig
density functional theory (TDDFT) med bl.a. trajectory surface hopping (TSH),
der beskriver atomkernerne vha. klassisk mekanik. Det ses, at TSH kan beskrive
molekyledynamikken kvalitativt, selv når relativt få bevægelsesbaner simuleres.
TSH er ydermere en glimrende basis for at foretage en kvantedynamik-simulering.
Til at beskrive forskellige typer af statiske røntgen-spektre er CCSD metoden
benyttet. For bl.a. XAS, røntgenfotoelektronspektroskopi og resonant inelastisk
røntgenspredning er der generelt stor lighed mellem CCSD baserede resultater og
eksperiment. Dette indikerer, at CCSD giver en god beskrivelse af de undersøgte
processer. Eksperimentelle spektre af heterocyklen oxazoles grundtilstand blev
eksemplevis analyseret vha. CCSD beregninger. Dette er fundamentet for senere
at undersøge fotoexcitationen af molekylet med tidsopløst XAS (tr-XAS). I dette
studie blev også TDDFT benyttet til at beregne XAS spektre. Denne mindre
beregningstunge metode viste sig at beskrive XAS på lige fod med CCSD. Dette
blev også senere bemærket i forbindelse med analysen af eksperimentel tr-XAS
data for et større molekyle. Simuleringer af tr-XAS baseret på de ovennævnte
metoder viste desuden, at det er muligt udelukkende at basere beregningerne på
optimerede strukturer, hvis molekylet er relativt stift. Hvis molekylet opholder
sig længe i samme elektroniske tilstand, er det endda muligt helt at undgå en
dynamikberegning. Detter er dog ikke tilfældet, hvis flere elektroniske tilstande
er i spil, idet populationerne af disse tilstande i så fald må bestemmes. For mere
bevægelige molekyler må disse konklusioner undersøges yderligere.
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Summary
This Ph.D. thesis explores different theoretical methods to describe chemical pro-
cesses via X-ray spectroscopy with an emphasis on X-ray absorption spectroscopy
(XAS). This includes method development, comparisons of methods, and analysis
of experimental data. The thesis reviews the theory for describing electronic struc-
ture and nuclear dynamics, and the properties of interest are presented. These
rely on a single molecular geometry, which is determined by using a molecular gra-
dient. An efficient implementation of such a gradient has been carried out as part
of the presented work at the coupled cluster singles and doubles (CCSD) level of
theory for both ground and excited states. Thus, the corresponding equilibrium
structures can be determined. Also, the implementation lays the ground work for
describing nuclear dynamics at the CCSD level of theory. Nuclear dynamics is
here simulated with time-dependent density functional theory (TDDFT) using,
e.g., trajectory surface hopping (TSH), where nuclei are treated with classical
mechanics. This gives a qualitatively good description of the nuclear dynamics,
even for a limited number of trajectories. A TSH calculation is also found to
be a good basis for a quantum dynamics simulation. The CCSD method was
employed to calculate different static X-ray spectra. It showed an overall good
agreement with experiment for, e.g., XAS, X-ray photoelectron spectroscopy and
resonant inelastic X-ray scattering. This indicates that the method yields a good
description of the studied processes. The CCSD method was, for instance, used
to analyse experimental ground state spectra of the heterocycle oxazole. This is
a first step towards analyzing future time-resolved XAS (tr-XAS) experiments
of the system. In the present study, TDDFT was also employed to calculate
XAS spectra. Here, this less computationally expensive method turned out to
yield results of similar accuracy to CCSD. This was also noticed in the analysis
of experimental tr-XAS data for a larger molecule. Moreover, simulations of tr-
XAS based on the above mentioned methods, showed that for rigid molecules,
tr-XAS can be simulated based on optimized geometries alone. Indeed, when the
molecule remains in the same electronic state for a long time, one might even
avoid a nuclear dynamics simulation. Several states of interest will, however,
require such a simulation to predict the evolution of state populations. These
conclusions must be further investigated for less rigid molecules.
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Introduction
When developing and improving new tools and technologies, understanding what
drives the relevant processes involved are of key importance. To systematically
guide the optimization of certain processes, a thorough fundamental understand-
ing of the systems involved is required at a molecular level. Information of this
kind can be obtained by shining light on the molecule(s) involved and investigate
the resulting interactions. Depending on the chosen wavelength, different transi-
tions in the molecule are probed. Thus, different information about the molecule,
its properties, and its reactions can be revealed. Whereas light in the infrared
region reveals information of the vibrational levels of the system, ultraviolet (UV)
and visible (Vis) light probes electronic energy transitions in the valence region.
X-rays, like UV-Vis light, probes electronic transitions. However, rather than
the valence region, it is here the core region that is explored. Moreover, X-ray
spectroscopies are element specific, which allows the local environment around
specific atoms to be probed selectively. Understanding the electronic energy
levels, whether they are probed by core or valence transitions, are of great impor-
tance, for instance, when designing solar cells [1]. When employing pump-probe
X-ray spectroscopy, a time-resolution on the fs timescale is becoming achievable
with the emergence of increasingly sophisticated X-ray facilities [2, 3]. Thus, X-
rays offer the possibility of investigating processes on the ps and to some extent
even the sub-ps timescale, typical for molecular reactions.

The extraction of information from experimental spectra is far from triv-
ial [4, 5]. While the experimental spectrum holds all the information, and an
experienced eye might perceive much of this, the finer details are often difficult
to discern. In order to capture these details, theory is a valuable interpretation
tool. For a sufficiently accurate and efficient theory, it might even be possible to
determine which experiments are most likely to be of interest. Thus, it might be
possible to avoid performing expensive tests with little output.

Unfortunately, the computational resources for performing state-of-the-art
calculations in a short (or even reasonable) amount of time only exist for smaller
systems [6]. Therefore, one must choose a level of theory that offers a good
compromise between accuracy and computational costs. A very popular and
successful method for describing the electronic structure of a system is density
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functional theory (DFT), introduced by Hohenberg and Kohn in 1964 [7]. It is a
method that relies on choosing the description of what is known as the exchange-
correlation energy in the shape of a functional [8]. Such functionals are based on
a fit of certain parameters [8]. Hence, the quality of a DFT calculation depends
on how well the functional describes whichever property is investigated. This,
however, is generally impossible to predict, although schemes, such as Jacob’s
ladder [9, 10], exist for guiding the choice of functional. Nevertheless, results
obtained with DFT-based methods are generally rather good, while the compu-
tational costs are low [11]. It is therefore no surprise that the method is popular,
despite the rather unpredictable quality of its results. An alternative method,
which has received increasing attention over the last decades, is coupled cluster
(CC) [12,13]. It was introduced by Coester and Kümmel [14,15] in the late 1950’s
and extended by Čížek [16] in the 1960’s. Unlike DFT, it is a wavefunction-based
method, which does not rely on fitting parameters. It consists of a series of sys-
tematically improvable methods, describing the wavefunction in an increasingly
accurate way. It is also in this family of methods that the current state-of-the-
art methods for predicting properties (determined for a set of static nuclei) can
be found for systems that are well described by a single electronic configuration.
When a single electronic configuration is no longer a sufficient description of the
system, such as in the vicinity of conical intersections (CIs), multiconfigurational
methods are required [17]. These will not, however, be discussed in this work.
Unfortunately, the high accuracy CC methods are computationally expensive
and thus the size of the systems that can be investigated at the higher levels of
theory are limited [6, 13]. In this work, both CC methods as well as DFT-based
methods have been employed.
In addition to the theoretical method, it must be determined on which molecular
geometry the (property) calculation should be based. If experimental geometries
are available, these can be utilized, but this is often not the case. Thus, the
molecular structure must be determined theoretically. When properties are con-
sidered for a static system, an obvious choice of structure is the one corresponding
to the lowest energy on the potential energy surface (PES), which governs the
forces that make the nuclei of the molecule move. As the minimum-energy point
is approached, the forces working on the molecule will diminish. Hence, at the
minimum-energy point, the (optimized) structure is considered to be relaxed.
This structure is the most energetically favourable, and therefore it is the most
probable geometry of a system in equilibrium. Such an equilibrium structure
can be determined by optimization at any given level of theory, if the molecular
gradient is available. In case of a dynamic system, e.g., if a chemical reaction
is investigated, one must determine not just one but several structures. Since
the molecule is now moving, a structure must be determined for each investi-
gated timestep. In principle, this can be done by solving the time-dependent
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Schrödinger equation, however, such calculations quickly become too demanding
for practical purposes. Hence, approximations must be made. The molecule can,
e.g., be approximated as moving along only a few degrees of freedom, limiting
the computational costs but also the flexibility of the system. Alternatively, the
time-dependent equation for the movement of the nuclei can be approximated by
Newton’s second law, i.e., classical mechanics. This again requires the molecular
gradient to be computed. Both of these approaches have been considered in this
work. Once the necessary molecular structure has been determined for a given
time-delay, the properties of interest can be computed as for a static molecule.
In this thesis, it has been explored how to simulate ultra-fast chemical reactions.
This includes describing molecular movement as well as spectroscopic properties,
necessary to determine spectroscopic signatures observable in experiments. The
work presented cover both method development, evaluation of the performance of
theoretical methods in describing X-ray spectra and theoretical analysis of experi-
mental data. The simulation of X-ray spectra has been focused on the CC singles
and doubles (CCSD) method. It is also based on this wavefunction that the im-
plementations presented have been carried out. In addition, the second-order
approximate coupled cluster singles and doubles method has been considered
for evaluating resonant inelastic X-ray scattering (RIXS) spectra. Furthermore,
DFT-based methods have been employed to evaluate spectra based on X-ray
absorption spectroscopy (XAS). Moreover, all nuclear dynamics simulations pre-
sented were based on DFT. The thesis is organized as follows:
The first part of the thesis introduces the necessary theoretical concepts. This
part is split into three chapters. In the first chapter, the electronic structure
theory for the methods, which are the basis of this work, is reviewed. The sec-
ond chapter introduces the reader to the molecular properties considered. It is
also in this section the molecular gradient, which was implemented at the CCSD
level of theory for this work (see Publication 1), is presented. The third chap-
ter is focused on nuclear dynamics and introduces different approaches to such
simulations. In the second part of the thesis, the calculations carried out for
this work are presented. First, the analysis of ground state experimental data
of oxazole is presented (Publication 2). Then, the implementation of RIXS cross
sections is evaluated by comparing theoretical results at two levels of theory and
experimental data (Manuscript 1). Third, XAS spectra are presented for a larger
molecule (BT-1T), interesting for its applications in solar cells (Manuscript 2).
Next, the simulation of nuclear dynamics is considered. A study of azobenzene,
carried out using trajectory surface hopping, is presented (Publication 3), followed
by a study employing both trajectory surface hopping and multi-configurational
time-dependent Hartree (Manuscript 2). The latter also consideres the BT-1T
molecule for which time-resolved XAS are then presented (Manuscript 2). At the
end of the thesis, the results are summarized.
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Part I
Theoretical Concepts





CHAPTER1
Describing the

Molecular System
When we aim to describe a molecule theoretically, the quantum mechanical
starting point is usually the time-dependent Schrödinger equation, here given
in atomic units (see, e.g., Ref. 18):

i
∂

∂t
Ψ(r,R, t) = Ĥ(r,R)Ψ(r,R, t), (1.1)

where Ψ(r,R, t) is the wavefunction describing the system, i is the imaginary
unit, r and R are the position vectors of all electrons and nuclei, respectively,
and t is the time. The Hamiltonian, Ĥ, is given as a sum of the kinetic energy
operators of the electrons, T̂e(r), and the nuclei, T̂N (R), and the potential energy
operators for the electron-electron, V̂ee(r), electron-nuclei, V̂eN (r,R), and nuclei-
nuclei, V̂NN (R), interactions. In atomic units, which will be used throughout, for
a system of M electrons and K nuclei, Ĥ is given as [18]

Ĥ(r,R) = T̂e(r) + T̂N (R) + V̂ee(r) + V̂eN (r,R) + V̂NN (R)

= −1
2

M∑
i

∇2
i − 1

2

K∑
A

1
mA

∇2
A

+
M∑

i<j

1
|ri − rj |

−
M,K∑

iA

ZA

|RA − ri|
+

K∑
A<B

ZAZB

|RB −RA|
,

(1.2)

where mA is the mass of nucleus A and ZA denotes its charge.
It should be noted that Eq. (1.1) gives a non-relativistic description of the sys-
tem although relativistic effects can be included in a perturbative manner when
describing properties [19, 20]. For a fully relativistic description of the system,
one should instead start from the Dirac equation [21]. This work is not focused
on describing molecules containing heavy elements nor indeed relativistic effects.
Nonetheless, relativistic effects can play a role when simulating core spectroscopy,
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even for lighter elements [22]. These effects at the K-edge, which is the focus of
this study, can often be accounted for by a simple overall shift of the excitation
energies [22]. Hence, relativistic effects will not be discussed further in this thesis,
and we content ourselves with the Schrödinger equation as our starting point.
As a standard manner of simplification, Eq. (1.1) can be split into a time-
dependent and a time-independent part by utilizing a special case of the adiabatic
approximation known as the Born-Oppenheimer approximation (BOA). The adi-
abatic approximation consists in assuming that the system evolves on a single
electronic state [18]. Mathematically, this corresponds to truncating the exact
expansion of the wavefunction in a complete basis to one term only. To obtain
the BOA, the movement of the electrons is furthermore considered instantaneous
with respect to the nuclei [23]. The BOA thus gives the well known electronic
time-independent Schrödinger Equation in Eq. (1.3) and the equation of motion
for the nuclei in Eq. (1.4) (see, e.g., Ref. 18):

Ĥe(r;R)Ψelec(r;R) = E(R)Ψelec(r;R) (1.3)

i
∂

∂t
χ(R, t) =

[
E(R) + T̂N (R)

]
χ(R, t), (1.4)

where Ĥe(r;R) is the electronic Hamiltonian, which consists of the kinetic en-
ergy operator for the electrons and all the potential energy operator terms. This
Hamiltonian depends only on the positions of the electrons and parametrically on
the positions of the nuclei. This is also the case for the wavefunction, Ψelec(r;R),
describing the electronic part of the system. The electronic Schrödinger equa-
tion, Eq. (1.3), describes the electronic structure of the system, while the time-
dependent equation, Eq. (1.4), allows us to describe nuclear dynamics.
Time-dependence of the electrons is required when computing many molecular
properties, usually determined as response properties. Here, it is utilized that
one can go from the time to the frequency domain by a Fourier transform. While
geometrical parameters and other zeroth order properties are computed from
Eq. (1.3), properties related to spectroscopy generally require us to solve a time-
dependent electronic Schrödinger equation. Such an equation may be obtained by
first assuming that the time-dependence can be written as a phase. This means
that we can separate time-dependence from both the electronic and nuclear co-
ordinates, allowing us to split Eq. (1.1) in two (see, e.g., Ref. 24):

Ĥ(r,R)Ψ(r,R) = EΨ(r,R) (1.5)

i
∂

∂t
ϑ(t) = Eϑ(t). (1.6)

Eq. (1.6) is a simple differential equation which has the well known solution (see,
e.g., Ref. 24)

ϑ(t) = e−iEt. (1.7)
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By applying the BOA to (1.5) and assuming slowly moving nuclei, i.e.,
T̂N (R)χ(R) = 0, the time-dependent electronic Schrödinger equation (see, e.g.,
Ref. 23),

i
∂

∂t
Ψelec(r, t;R) = Ĥe(r, t)Ψelec(r, t;R), (1.8)

can then be obtained. This equation allows us to simulate response properties
and hence spectra.
The above approach should be noted to only provide a dynamic picture of the
electrons. The nuclei, and hence the molecular structure, remain static. Such
a static structure is often of great interest when characterizing molecules and
can provide information about electronically excited states. It does not, however,
allow us to describe the nuclear dynamics of molecular reactions, which instead
requires us to solve Eq. (1.4). This will be discussed further in Chapter 3.
Observe that the equation of motion for the nuclei depends on the electronic
energy at any given position of the nuclei, since this is the potential in which
they move. Consequently, solving Eq. (1.4) cannot be done without first solving
the electronic time-independent Schrödinger equation.

Regardless of whether it is the static properties or the dynamics of the nuclei
one wishes to describe, the electronic Schrödinger equation must therefore be
solved to a satisfactory degree of accuracy. Unfortunately, this equation cannot
be solved exactly for system with more than one electron due to the Coulomb
repulsion term [25]. In order to describe molecules, approximations must then be
made. Many excellent schemes are available, and a review can be found in, e.g.,
Ref. 26.

In this work, only three strategies shall be considered, namely Hartree-Fock
(HF) theory, density functional theory (DFT), and coupled cluster (CC) theory.
Of these, only the latter two have been utilized in the present work, but since HF
theory is the foundation of the wavefunction-based methods, such as CC, this will
also briefly be discussed. As this chapter is concerned with the electronic part
of the system, i.e., solving Eqs. (1.3) and (1.8), the superscript as well as the
explicit parametrical dependence on the position of nuclei shall be omitted for
brevity of notation. Thus, in the remainder of this chapter Ψelec(r, t;R) = Ψ(r, t)
and E(R) = E. Furthermore, the bracket notation shall be employed with the
ket-state corresponding to Ψ(r, t) denoted as |Ψ(t)⟩.

1.1 The Ground State
The first step when attempting to describe a system is to describe its ground
state without any perturbations. Hence, we must consider how to solve Eq. (1.3)



10 1 Describing the Molecular System

and obtain the electronic energy. Here, we can either consider wavefunction-
based methods, such as HF and CC, which focus on the choice of an approximate
wavefunction, i.e. Ψ(r) = Ψmethod(r), or we might turn to DFT. In the latter
approach, the energy expression is rewritten in terms of the electron density
rather than a wavefunction.

1.1.1 Hartree-Fock

HF theory is the simplest wavefunction-based method and is decribed in many
textbooks, e.g., Refs. 24, 23, and 25. This brief introduction will follow that of
Ref. 24 unless otherwise stated.
In HF theory the wavefunction of a system with N electrons in k spin-orbitals,
ψi(rj), is described as a single Slater determinant:

ΨHF(r1, r2, . . . , rN ) = 1√
N !

∣∣∣∣∣∣∣∣
ψ1(r1) ψ2(r1) . . . ψk(r1)
ψ1(r2) ψ2(r2) . . . ψk(r2)
. . . . . . . . . . . .

ψ1(rN ) ψ2(rN ) . . . ψk(rN )

∣∣∣∣∣∣∣∣ , (1.9)

where 1√
N ! is a normalization factor and each spin-orbital is a product of a spa-

tial, ϕi(rj), and a spin function, σi(rj). The Slater determinant ensures that
the wavefunction is antisymmetric when exchanging two particles. This is a re-
quirement for fermions as per the Pauli principle. In the Slater determinant,
exchanging two particles corresponds to exchanging two rows of the determinant,
which in turn results in a change of sign. Furthermore, the Slater determinant
enforces the more specific Pauli exclusion principle. This principle states that
two fermions cannot have the same set of quantum numbers, which corresponds
to two identical columns of the Slater determinant.
The HF method relies on the variational principle that states that the energy of
a given approximate wavefunction is always higher than or equal to the exact
energy. Hence, one can optimize the wavefunction by determining the set of
spin-orbitals that gives the lowest possible energy. This is done by performing a
constrained optimization utilizing Lagrange’s method of undetermined multipli-
ers with the orthonormality condition as the constraint [24]. This leads to a set
of equations from which the spin-orbitals leading to the lowest possible energy
can be determined. These eigenvalue equations are known as the HF equations:

f̂(ri)ψk(ri) = ϵkψk(ri) (1.10)
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with

f̂(ri) = ĥ(ri) + vHF(ri) (1.11)

ĥ(ri) = −1
2

∇2
i −

Nnuclei∑
A

ZA

riA
(1.12)

vHF(ri) =
N∑
j

(2Ĵj(ri) − K̂j(ri)) (1.13)

Ĵj(ri)ψk(ri) =
∫
drl

ψ∗
j (rl)ψj(rl)

ril
ψk(ri) (1.14)

K̂j(ri)ψk(ri) =
∫
drl

ψ∗
j (rl)ψk(rl)

ril
ψj(ri), (1.15)

where vHF(ri) is the average electronic repulsion felt by electron i, and Ĵj and K̂j

are the Coulomb and exchange operators, respectively. The Coulomb operator
can be interpreted as the Coulomb repulsion between two electrons, while the
exchange operator has no simple classical interpretation. The exchange term en-
sures that we take into account spin-correlation, i.e., that electrons with parallel
spins lowers the overall energy more than electrons with antiparallel spins [23].
The notation rij is short for |rj − ri|, while riA is short for |RA − ri|. The eigen-
values ϵi are the HF orbital energies.
Since the average potential in Eq. (1.13) depends on the spin-orbitals (see Eqs.
(1.14) and (1.15)), one cannot solve Eq. (1.10) without already having a guess
for these spin-orbitals. Therefore, the problem must be solved in an iterative
manner using a self-consistent field (SCF) approach.

1.1.2 Coupled Cluster Theory
In HF theory, the electron-electron interactions are approximated as an interac-
tion between each electron and an average location of the remaining electrons
(see Eqs. (1.13)-(1.15)), and we say that electron correlation is neglected [23]. In
fact, the correlation energy is defined as the difference between the exact energy
and the HF energy [23]. Unfortunately, electron correlation is recognized to be
very important for many molecular applications [25, 27], and at higher levels of
theory one attempts to include this effect.

There are two types of electron correlation; static and dynamical [28]. Static
correlation is a result of (near) degeneracies and thus becomes important for
systems that are not described well by a single electron configuration (i.e., a
single Slater determinant) [28]. Dynamical correlation, on the other hand, is
related to the lack of a satisfactory description of the instantaneous interaction
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between the electrons [28, 29]. Both types of correlation can be remedied by
including more electron configurations and thus describing the wavefunction as
a linear combination of Slater determinants. When one primarily treats static
correlation, a few determinants are included with similar weights to allow the
electron density to be equally spread over the degenerate states. Dynamical
correlation, however, is treated by considering many determinants in order to
include flexibility, but only one (the reference) will have a large weight.

As was the case for HF theory, CC methods are described in several textbooks
and the introduction here will follow that of reference 25.
The CC family of methods mainly treats dynamical correlation and are based on
the exponential ansatz given in Eq. (1.16):∣∣ΨCC

〉
= eT̂ |0⟩ . (1.16)

In Eq. (1.16), T̂ is the cluster operator, which is the sum of all possible excitations
of the system (see Eq. (1.17)), and |0⟩ is a reference single Slater determinant,
usually the simple ground state HF wavefunction. The cluster operator, T̂ , is
defined as

T̂ =
∑

µ

tµτ̂µ, (1.17)

where µ denotes an excitation, tµ is the CC amplitude for the given excitation
and τ̂µ is the excitation operator so that τ̂µ |0⟩ = |µ⟩. Thus, when the excitation
operator, τ̂µ, works on the (HF) reference state, an excited determinant, |µ⟩, is
created by promoting one or more electrons from orbitals that were occupied in
the reference to those that were virtual.
Inserting this wavefunction in the time-independent Schrödinger equation in Eq.
(1.3) yields

Ĥee
T̂ |0⟩ = ECCeT̂ |0⟩ . (1.18)

We multiply Eq. (1.18) by e−T̂ from the left for later convenience. One could now
apply the variational principle and optimize the CC wavefunction with respect
to the amplitudes. This, however, results in a rather complicated set of non-
linear equations, which becomes computationally expensive to solve [25]. To
avoid this, the variational principle is abandoned for optimizing the wavefunction,
and instead the projected Schrödinger equation is considered. The CC energy,
ECC , can then be obtained by projecting onto Eq. (1.18) the reference state. An
equation for the CC amplitudes, which is required to determine the wavefunction,
can be obtained by projection upon an excited state, ⟨µ|. Thus, the CC equations
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become

⟨0| e−T̂ Ĥee
T̂ |0⟩ = ECC (1.19)

⟨µ| e−T̂ Ĥee
T̂ |0⟩ = 0. (1.20)

Observe that the exponential operator can be written in terms of its Taylor ex-
pansion. This allows the derivation of specific CC equations for different levels
of theory within the hierarchy.
The obtained energy is no longer variational and hence, does not give an upper
bound for the exact energy. Nevertheless, the quality of the results obtained
by utilizing CC methods is often so high that this matters little in practical
applications [25]. In fact, today, the golden standard of static calculations for
single reference wavefunctions is considered to be obtained with CCSD(T) [30]
and CC3 [31]. These are CC methods where all single and double excitations are
included in the cluster operator, and were triple excitations are treated pertur-
batively. Unfortunately, these methods are computationally too expensive to be
used routinely on molecules containing more than approximately 15 second row
elements [6]. Thus, alternatives must be considered. One such is the successful
CCSD method [32] based on a cluster operator containing all single and double
excitations. This method has proven most successful over the past years [12, 25]
and is the one that has been used for static calculations throughout this work.

1.1.3 Density Functional Theory
DFT is a very popular theory for describing the electronic structure of molecular
systems. Despite its low computational costs, it often yields results of good qual-
ity, which makes it a very powerful and much used tool [11]. The major drawback
of the DFT-based methods is the fact that no real hierarchy exists for systemat-
ically improving results, although Jacob’s ladder can work as a guideline [9, 10].
DFT is based on the idea that the total electronic energy, as well as other observ-
able properties, of any given system can be written as a functional of the electron
density, ρ(r) [7]. In addition, this functional is universal for all systems and
the global minimum can be found by inserting the exact ground state electron
density. This was proved by Hohenberg and Kohn in 1964 [7]. Considering the
electron density rather than the wavefunction, simplifies our problem immensely.
While the density is only a function of three coordinates (one given position),
the wavefunction is a function of all positions of all electrons, i.e., 3N coordi-
nates. Employing this so-called orbital free formulation, where the functional is
expressed only in terms of the electron density without considering orbitals, is not
without problems. While such an immense simplification is indeed tantalizing,
the orbital free formulation shows a poor representation of the kinetic energy [27].
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Hence, the foundation for the use of DFT in chemistry today is the reintroduction
of orbitals by Kohn and Sham, giving rise to the Kohn-Sham (KS) formulation
of DFT [33]. In KS theory, the kinetic energy is computed as a sum of the exact
kinetic energy for a non-interacting reference system and a correction, which can
again be split in two parts. Thus, the energy functional can now be written as a
sum of four terms [27]:

E[ρ(r)] = ET [ρ(r)] + EV [ρ(r)] + EJ [ρ(r)] + EXC [ρ(r)], (1.21)

where ET [ρ(r)] is the exact kinetic energy of the reference system for non-interacting
electrons, EV [ρ(r)] is the potential resulting from the Coulomb interaction be-
tween electrons and (fixed) nuclei, EJ [ρ(r)] is the potential energy resulting
from the average Coulomb interaction between electrons, and the last term,
EXC [ρ(r)], is the correction to the exact energy of the reference system known
as the exchange-correlation energy. Hence, we note that electron correlation is
included at the DFT level of theory. The degree to which it is included depends
on the choice of functional, though [34].
The reference system is, analogously to the one in HF theory, described as a
single Slater determinant consisting of (molecular) spin-orbitals. These orbitals
are determined from a set of self consistent equations known as the Kohn-Sham
(KS) equations (see, e.g., Ref. [24]):[

− 1
2

∇2
k + veff(rk)

]
ψi(rk) = ϵiψi(rk), (1.22)

where veff(r) is an average potential energy that depends on the energy functional
in Eq. (1.21), and ϵi is an orbital energy. Observe that the KS equations in form
are identical to the HF equations, Eq. (1.10).
Unfortunately, while the first three terms of the energy expression in Eq. (1.21)
can be readily evaluated, this is not the case for the last one, i.e., the exchange-
correlation energy. Various methods for evaluating approximations exist, each
optimized for different properties [27]. It is the choice of this part of the en-
ergy functional, which makes the prediction of the quality of DFT results so
difficult [9, 10]. Still, DFT is a most powerful tool [11, 35]. Together with time-
dependent DFT (TDDFT), used for excited state calculations, it has been used
throughout this work for dynamics simulations as well as for some static X-ray
absorption spectra calculations.

1.2 Properties and Excited States
When we wish to consider an excited state, or indeed many ground state proper-
ties, we consider the interaction of our system with light. For the excited state,
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the frequency of the light should correspond to the excitation energy associated
with this state. For other properties, different frequencies may be relevant. Upon
interaction with light, the system can be considered as a perturbed state with
respect to the ground state. For a small perturbation, which will be the only
type discussed here, we can employ perturbation theory to derive expressions for
the perturbed systems. These expressions can then be used to determine both
excited states and properties. This is known as response theory and will be briefly
recapped in the following section by following the derivations of Ref. 20. Alter-
natively, one can describe the excited states by way of the equation-of-motion
(EOM) formulation, which will also be recapped below for CC.

1.2.1 Response Theory
In order to describe the perturbation of the system, it is necessary to add to the
Hamiltonian a term accounting for this perturbation. The electronic Hamiltonian
can in this case be written as a perturbation series of the form

Ĥ(t) = Ĥ(0) +H(1)(t) +H(2)(t) + . . . , (1.23)

where for brevity the subscript e as well as the explicit dependence on electron
positions has been omitted. The notation Ĥ(n)(t) indicates the nth order time-
dependent perturbation correction to the unperturbed, or zeroth order, Hamilto-
nian, Ĥ(0). In general, we can consider the interaction with light as an interaction
with an external oscillating electromagnetic field, F(t), with three components,
Fα(t). The perturbation corrections to the Hamiltonian can then be written

Ĥ(1)(t) =
∑

α

X̂αFα(t) (1.24)

Ĥ(2)(t) =
∑
α,β

Fα(t)X̂αβFβ(t), (1.25)

(1.26)

where X̂α and X̂αβ are perturbation operators. Such operators could, for instance,
be electric dipole and quadrupole operators. As we consider oscillating and thus
time-dependent fields, we need to consider our system as being time-dependent.
We therefore need to solve the time-dependent electronic Schrödinger equation,
Eq. (1.8), where we must consider the perturbed Hamiltonian, Ĥ(t). Likewise,
we also define our wavefunction as a perturbation series,

|Ψ(t)⟩ =
∣∣∣Ψ(0)(t)

〉
+
∣∣∣Ψ(1)(t)

〉
+ . . . , (1.27)
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where the zeroth order (unperturbed) wavefunction can be expressed as∣∣∣Ψ(0)(t)
〉

= ϑ(t) |Ψ0⟩ , (1.28)

and |Ψ0⟩ is the lowest energy solution to the time-independent electronic Scrödinger
equation, Eq. (1.3), as indicated by the subscript ”0”. For brevity of notation this
solution shall hence forth be denoted as |0⟩. Higher energy solutions (i.e., excited
states) are likewise denoted |µ⟩. The first-order correction to the wavefunction is
found to be ∣∣∣Ψ(1)(t)

〉
= −i

∫ t

−∞
dt′e−i(t−t′)Ĥ(0)

Ĥ(1)(t′)
∣∣∣Ψ(0)(t)

〉
. (1.29)

By now utilizing that we can express a property, Y , as an expectation value of
the property operator, Ŷ , we can, to first-order in our perturbation series, write

⟨Y ⟩ = ⟨Ψ(t)| Ŷ |Ψ(t)⟩

=
〈

Ψ(0)(t)
∣∣∣ Ŷ ∣∣∣Ψ(0)(t)

〉
+
〈

Ψ(1)(t)
∣∣∣ Ŷ ∣∣∣Ψ(0)(t)

〉
+
〈

Ψ(0)(t)
∣∣∣ Ŷ ∣∣∣Ψ(1)(t)

〉
= ⟨0| Ŷ |0⟩

− i

∫ t

−∞
dt′
〈

Ψ(0)(t)
∣∣∣ [Ŷ I(t), Ĥ(t′)(1),I ]

∣∣∣Ψ(0)(t)
〉

(1.30)

with

Ŷ I(t) = eiĤ(0)tŶ e−iĤ(0)t. (1.31)

By inserting now the first order perturbation of the Hamiltonian, i.e., terms linear
in the field, and utilizing the (reverse) Heaveside step function, Θ(t− t′), which
allows us to integrate over the entire time-range (from −∞ to ∞), we obtain

⟨Y ⟩ = ⟨0| Ŷ |0⟩

− i
∑

α

∫ ∞

−∞
dt′Fα(t′)Θ(t− t′)

〈
Ψ(0)(t)

∣∣∣ [Ŷ I(t), X̂I
α(t′)]

∣∣∣Ψ(0)(t)
〉
,

(1.32)

from where the linear response is defined as the term linear in the perturbing
field. The linear response function in the time domain is therefore given as

⟨⟨Ŷ I(t); X̂I
α(t′)⟩⟩ = Θ(t− t′)

〈
Ψ(0)(t)

∣∣∣ [Ŷ I(t), X̂I
α(t′)]

∣∣∣Ψ(0)(t)
〉
, (1.33)
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where the linear response function for the operators, X̂ and Ŷ , is denoted ⟨⟨X̂; Ŷ ⟩⟩.
This expression can be rewritten to only depend on the time difference, t − t′,
i.e.,

⟨⟨Ŷ ; X̂I
α(t− t′)⟩⟩ = Θ(t− t′) ⟨0| [Ŷ , X̂I

α(t− t′)] |0⟩ . (1.34)

Since we would like to relate the response to the frequency of the radiation,
rather than considering a certain time, a Fourier transformation is performed on
Eq. (1.34).

⟨⟨Ŷ ; X̂α⟩⟩ω =
∫ ∞

−∞
⟨⟨Ŷ ; X̂I

α(t)⟩⟩ exp(−iωt)dt, (1.35)

By inserting Eq. (1.34) into Eq. (1.35) and evaluating the expression, the spectral
representation [20] is obtained:

⟨⟨Ŷ ; X̂α⟩⟩ω =
∑
µ̸=0

⟨0| Ŷ |µ⟩ ⟨µ| X̂α |0⟩
ω + E

(0)
0 − E

(0)
µ

+
∑
µ̸=0

⟨0| X̂α |µ⟩ ⟨µ| Ŷ |0⟩
−ω + E

(0)
0 − E

(0)
µ

. (1.36)

Here, E(0)
0 is the eigenvalue of the unperturbed time-independent wavefunction

of the reference state, |0⟩. Likewise, E(0)
µ is the eigenvalue of the unperturbed

time-independent wavefunction of the excited state, |µ⟩, while ω is the frequency
of the perturbing field. For further details see, e.g., Ref. 20.
The spectral representation can be recast in a matrix form for approximate meth-
ods (see e.g. Refs. 36 and 37 for a detailed derivation). For a HF wavefunction
as the unperturbed reference, time-dependent HF (TDHF) [38] also known as the
Random Phase Approximation1 (RPA) [41,42] is then obtained:

⟨⟨Ŷα; X̂β⟩⟩ω =
(
(eYα)T (dYα)T

) [
ω

(
1 0
0 −1

)
−
(

A(0,1) B(1)∗

B(1) A(0,1)∗

)]−1(
eXβ
dXβ

)
(1.37)

1The random phase approximation consists in assuming that the response of the system has
two contributions: the first depends on the positions of the particles and is out of phase with
the perturbing field, while the second is independent of the particle positions and in phase
with the perturbing field [39]. For many randomly distributed particles, the first contribution
will even out to zero. Thus, only the second needs to be evaluated. This contribution consists
of independent particles affected by an average potential [40], which is also the basis of HF
theory. Hence, the same equations are obtained.
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with
eYα,ai = (dYα,ai)∗ =

〈
ΨHF

0
∣∣ [Ŷα, τ̂ai]

∣∣ΨHF
0
〉

= ⟨ψi| ŷα |ψa⟩ (1.38)
eXα,ai = (dXα,ai)∗ =

〈
ΨHF

0
∣∣ [τ̂ †

ai, X̂α]
∣∣ΨHF

0
〉

= ⟨ψa| x̂α |ψi⟩ (1.39)

A(0,1)
aibj =

〈
ΨHF

0
∣∣ [τ̂ †

ai, [Ĥ
(0), τ̂bj ]]

∣∣ΨHF
0
〉

= (ϵa − ϵi)δijδab + (ai|jb) − (ab|ji)
(1.40)

B(1)
aibj =

〈
ΨHF

0
∣∣ [τ̂ †

ai, [Ĥ
(0), τ̂ †

bj ]]
∣∣ΨHF

0
〉

= (aj|bi) − (ai|bj)
, (1.41)

where τ̂ †
ai is the de-excitation operator corresponding to the excitation operator,

τ̂ai, that promotes an electron from orbital i to orbital a. The operators ŷα and
x̂α are one electron operators, and the full many-electron operators, Ŷα and X̂α,
can be written as a sum of these, i.e.,

Ŷα =
Nelec∑

k

ŷα(rk). (1.42)

Furthermore, (pq|rs) are two-electron integrals given in Mulliken notation.
It is evident from the spectral representation in Eq. (1.36) that in the case where
the frequency of the perturbing field corresponds to an excitation energy of the
system, the linear response function will have a pole. Thus, the excitation energies
and corresponding excited states can be determined by solving the eigenvalue
problem

ω

(
1 0
0 −1

)(
eT
dT

)
=
(

A(0,1) B(1)∗

B(1) A(0,1)∗

)(
eT
dT

)
, (1.43)

where
(

eT
dT

)
is a solution vector.

1.2.2 TDDFT
TDDFT is in many ways equivalent to RPA in form [27], as might be expected
from the equivalence of the HF and KS equations. At the TDDFT level of
theory, however, the A(0,1) and B(1) elements are not identical to those given for
RPA. Instead, the expressions each include a term originating from the exchange-
correlation part of the energy [43]:

A(0,1)
aibj = (ϵa − ϵi)δijδab + (ai|jb) + ⟨ψiψj | f̂xc |ψaψb⟩ (1.44)

B(1)
aibj = −(ai|bj) + ⟨ψiψj | f̂xc |ψaψb⟩ (1.45)
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with

f̂xc = ∂VXC [ρ]
∂ρ

, (1.46)

where VXC [ρ] is the exchange-correlation potential.
A common approximation when employing TDDFT is the Tamm-Dancoff approx-
imation (TDA), where B(1) is set to zero. The B(1)-matrix, however, introduces,
to some extent, electron correlation in the description of the ground state [27].
Thus, setting these matrix blocks to zero means neglecting some electron cor-
relation. Neglecting electron correlation can lead to problems known as triplet
instabilities, when considering triplet states or triplet properties. Since triplet
states are degenerate, they require static correlation to be accounted for to some
extent. In this work, triplet states and triplet properties have not been consid-
ered, and thus the TDA has been utilized for all of the calculations on which the
presented dynamics are based.

1.2.3 Equation-of-Motion CCSD
In CC theory, it is possible to compute molecular properties by using the EOM-
CC [42,44,45] method2. It is more approximate compared to rigorously following
linear response (LR) theory, however, EOM-CC often yields results of similar
accuracy to LR-CC at a slightly reduced cost [47]. Since it is the EOM-CC
approach that has been utilized throughout this work, this formalism will be con-
sidered here, while LR-CC will not be discussed. In EOM-CC, the excited state
is defined as an excitation of the CC ground state,

∣∣ΨCC
0
〉
, i.e., (see, e.g., Ref. 48)

∣∣ΨCC
µ

〉
= R̂µ

∣∣ΨCC
0
〉

(1.47)〈
ΨCC

µ

∣∣ =
〈
ΨCC

0
∣∣ L̂µ, (1.48)

where

R̂µ =
∑
ν=0

Rµ
ν τ̂ν (1.49)

L̂µ =
∑
ν=0

Lµ
ν τ̂

†
ν , (1.50)

2The equation-of-motion can be written as [42, 45] [Ĥ, Ω̂k] = ωkΩ̂k, where Ω̂k is the operator
that creates the excited state wavefunction and ωk is the corresponding excitation energy.
Thus, the excited state is generated by allowing some operator to work on the ground state
[45,46], which is also how we define it in Eqs. (1.47) and (1.48). Based on the given expression
for the equation-of-motion, it is possible to obtain Eqs. (1.51) and (1.55) [45].
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and Rµ
ν and Lµ

ν are excitation coefficients for the excitation, ν, needed to to
generate the excited state wavefunction ΨCC

µ . The excitation operator τ̂0 corre-
sponds to an identity operation. By inserting this wavefunction, Eq. (1.47), in
the time-independent electronic Schrödinger equation and considering all states,∣∣ΨCC

µ

〉
, we obtain the matrix eigenvalue equation (see, e.g., Ref. [25])

HR = ER
⇓(

ECC
0 η
0 A + ECC

0 1

)(
R0
Rµ

)
=
(
ECC

0 0
0 ECC

µ

)(
R0
Rµ

) (1.51)

with

ηµ = ⟨0| ĤeT̂ |µ⟩ (1.52)

Aµν = ⟨µ| e−T̂ [H, τ̂ν ]eT̂ |0⟩ (1.53)
ECC

µ = ECC
0 + ωµ, (1.54)

where ωµ is the excitation energy associated with the excited state,
∣∣ΨCC

µ

〉
, and

the matrix A here denotes the CC Jacobian. We recall from Section 1.1.2 that |0⟩
and |µ⟩ denote the ground and µ-excited state of the (HF) reference, respectively.
The Hamiltonian matrix, H, is non-symmetric. Therefore, the left and right hand
side (LHS and RHS) wavefunctions (Eqs. (1.47) and (1.48)) are not adjoint [25],
and we need to solve both Eq. (1.51) and

LT H = LT E. (1.55)

Normally, the equations to consider are the level-shifted ones (i.e., ECC
0 R is

subtracted from Eq. (1.51) and LTECC
0 is subtracted from Eq. (1.55)) [25],

∆HR = ωR (1.56)
LT ∆H = ωLT , (1.57)

which gives the excitation energies ωµ as the eigenvalues and has (from Eq. 1.51)

∆H =
(

0 η
0 A

)
. (1.58)

Observe that the eigenvectors are not changed by considering the level-shifted
eigenvalue problem.
Based on the level-shifted eigenvalue problem, the R0 and L0 coefficients can be
determined both for the ground and excited states. The ket ground state was
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already defined in Eq. (1.16), i.e., R0
0 = 1 and R0

µ = 0. The corresponding
bra-state can then be determined based on the requirement that it must be
biorthonormal to the ket-state. This yields the Λ-state (see, e.g., Ref. [25]),〈

ΨCC
0
∣∣ = ⟨Λ| = ⟨0| e−T̂ +

∑
ν ̸=0

t̄ν ⟨ν| , (1.59)

where the CC multipliers, t̄ν , are determined as [25]

t̄TA = −η. (1.60)

For the excited states, biorthogonality to the ground state is required, which
yields (see, e.g., Pawłowski et al. [49]):∣∣ΨCC

µ

〉
= −

∑
ν ̸=0

t̄νR
µ
ν

∣∣ΨCC
0
〉

+
∑
ν ̸=0

Rµ
ν e

T̂ |ν⟩ (1.61)

〈
ΨCC

µ

∣∣ =
∑
ν ̸=0

Lµ
ν ⟨ν| e−T̂ . (1.62)

Based on the EOM parametrization of the excited state wavefunction, the matrix
form of Eq. (1.36) becomes (see, e.g., Ref. 49):

⟨⟨X̂; Ŷ ⟩⟩ω = 1
2
C±ω

(
ηXtY (ω) + ηY tX(ω)

)
(1.63)

with C±ω being the complex conjugation and frequency inversion operator and

ηX
µ = ⟨Λ| X̂eT̂ |µ⟩ − ⟨X⟩CC t̄µ, (1.64)

where

⟨X⟩ = ⟨Λ| X̂
∣∣ΨCC

0
〉
. (1.65)

Note that the definition of ηX is not the same in EOM-CC and LR-CC. In the
above, ηX is given for EOM-CC, while the LR-CC expression is (see, e.g., Ref.
50):

LRηX
µ = ⟨Λ| [X̂, τ̂µ]

∣∣ΨCC
0
〉
. (1.66)

The response equations, from which to determine the RHS and LHS response
amplitudes, tX(ω) and t̄

X(ω), are given as [49]

(A − ω1)tX(ω) = −ξX (1.67)

t̄
X(ω)(A + ω1) = −ηX (1.68)
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with

ξX
µ = ⟨µ| e−T X̂eT |0⟩ . (1.69)

Note that ξX is the same for both EOM-CC and LR-CC.
For simply computing excitation energies, EOM-CCSD yields results identi-

cal to those obtained by using LR-CC [51]. When evaluating other properties,
however, the results differ, except in the full configuration interaction limit [51].
For practical purposes, the differences between the obtained results are small [47].
The computationally cheaper EOM method can therefore be used with advantage.
In fact, only for systems of a size that challenges the computational feasibility of
the CC methods anyway, do the discrepancy become too large for EOM results
to be considered reasonable [47].

1.2.4 Maximum Overlap Method
Yet another way of generating an excited state is by utilizing the Maximum
Overlap Method [52] (MOM). Usually, when the SCF equations (either HF or
KS) are solved, the aufbau principle is used. This means that the electrons are
placed in the orbitals with the lowest energies. In MOM, instead of demanding
that the lowest energy orbitals be filled, we demand that the overlap with some
guess state is maximized. The initial guess state is a set of orbitals, usually
obtained from a converged calculation of a ground state (based on the aufbau
principle). It is then specified which of these orbitals should be occupied, and
which should be unoccupied, in the new calculation. In each iteration, the overlap
between the old set of orbitals specified to be occupied and a new set of orbitals
will then be evaluated as [52]

O =
(

Cold
)†

SCnew, (1.70)

where Oij is the overlap between the ith old and jth new orbital, and C and S
are the MO coefficient matrices and overlap matrix, respectively. To determine
the occupation of the new guess state, the projections of the jth new orbital onto
the old space is evaluated [52],

pj =
n∑
i

Oij =
Norbitals∑

q

[
Norbitals∑

p

(
Nocc∑

i

Cold
ip

)
Spq

]
Cnew

qj . (1.71)

The orbitals chosen as occupied in the new guess state are those showing the
largest pj . This procedure is repeated until convergence is reached when solving
the SCF equations.
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A modification of MOM is initial MOM [53] (IMOM). Here, rather than updating
the old guess in each iteration, one always considers the overlap to the initial
guess. This procedure shows improved convergence compared to MOM, and
the generated states are less likely to fall back on the ground state, which is
sometimes the case for MOM [53]. One disadvantage of MOM and IMOM that
should be kept in mind is that the excited states generated by this approach are
not orthogonal to the ground state [52].
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CHAPTER2
Molecular Properties

of Interest
Once a method for solving Eq. (1.3) has been chosen, molecular properties can
be determined by considering Eq. (1.36). The chosen methods for this work
have been CCSD and TDDFT. As all method development has been for CCSD,
presented in the previous chapter, all equations in this chapter will be given only
for this method. First, the molecular gradient is introduced followed by different
X-ray spectroscopies considered in this work. At the end of the chapter, line
broadening is discussed, as this is an important part of simulating spectra.

2.1 Molecular Gradients

One very important property of the molecule is its molecular gradient, ∂E
∂R ≡ ∇E.

Firstly, is it paramount for the optimization of molecular geometries to the
minimum-energy structures. The most obvious choice of geometry for computing
static spectra is the equilibrium geometry, found at the bottom of the potential
energy well. The optimized structures are therefore the natural starting point
of any calculation. Secondly, the molecular gradient is also of great importance
when considering nuclear dynamics (see Section 3.1). During this project, the
molecular gradient was implemented at the CCSD level of theory for both ground
and excited states (see Publication 1, Appendix A). The implementation was car-
ried out in the open source program eT [54], using a very efficient Cholesky-based
scheme. Here, we utilize that the two-electron integrals can be written [55,56]

gpqrs = (pq|rs) =
∑
KL

(pq|K)(S−1)KL(L|rs)

=
∑

J

LJ
pqL

J
rs

(2.1)
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with

SKL = (K|L), (2.2)

for the elements K and L in the Cholesky basis. The molecular gradient can be
written as the derivative of the Lagrangian, L, i.e., [57, 58]

L(1) =
∑
pq

h(1)
pq Dpq +

∑
pqrs

g(1)
pqrsdpqrs +

∑
p≤q

κ̄pqF
(1)
pq , (2.3)

where L(1) is the derivative Lagrangian ( ∂L
∂R = ∂E

∂R ). Dpq and dpqrs are the one-
and two-electron densities, κ̄pq are the orbital rotation multipliers, h(1)

pq and g(1)
pqrs

are the one- and two-electron derivative integrals, and F (1)
pq is the derivative Fock

matrix. In Publication 1, these derivative integrals are evaluated in a basis that
is strictly orthonormal at all geometries [59,60]. The main focus of the implemen-
tation was on the two-electron part of the gradient. Here, it was utilized that one
can avoid storing the OV 3 and V 4 blocks of the two-electron density matrix and
instead directly construct two- and three-index intermediates [61]. Furthermore,
as the derivative integrals involving the Cholesky basis are constructed on-the-fly,
these need not be stored, thus avoiding an N(O4) storage requirement [61].
In this work, only geometry optimizations have been considered, however, with
further work, it might also be possible to consider nuclear dynamics. The new
implementation was shown to be efficient, taking up around 7% of the calculation
time for geometry optimizations in the ground state and only 5% for the excited
state [61]. Moreover, the implementation showed considerable time savings com-
pared to other codes [61]. This, however, to a large extent can be attributed to
the general efficiency of the ground and excited state codes of the respective pro-
grams [61]. For further details of the implementation of the molecular gradient
at the CCSD level of theory, see Publication 1 in Appendix A.

Work towards extending the CCSD implementation to core excited states is in
progress. When valence excited states are considered, one only needs to evaluate
the virtual-occupied block of the orbital rotation multipliers [58, 62]. When one
considers core excited states (and hence a CVS-based method), the remaining
blocks of these multipliers must also be evaluated [62]. This means modifying
the orbital relaxation and reorthonormalization contributions to the molecular
gradient.
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2.2 X-ray Absorption, Emission and Photoelectron
Spectroscopy.

With the increasing availability and continuous development of X-ray facilities
allowing for still more accurate experiments [63], the computation of X-ray spec-
tra have become a field of great interest. A review of the developments of the
related theory can be found in, e.g., Ref. 64. For some time now, the com-
putation of X-ray absorption, emission and photoelectron spectroscopy (XAS,
XES and XPS) has been well established, even at higher levels of theory, such
as CCSD [54, 64–68]. These calculations can be carried out in several quantum
chemistry codes [54, 65, 68]. This work has been concerned with all of the above
mentioned types of spectroscopy, although mainly XAS. As such, a brief intro-
duction will be presented.

Figure 2.1. Schematic illustration of the XAS (left), XPS (middle) and XES (right)
processes. Filled circles indicate an electron, while an empty circle indicates a hole, i.e.,
a removed electron.

2.2.1 XAS
The spectra resulting from absorption of a photon with sufficient energy to excite
a core electron (see Fig. 2.1, left) are known as XAS. Technically, experiments in
the region where only the bound-to-bound states are considered are known as X-
ray absorption near edge spectroscopy (XANES), while experiments in the energy
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regions above the core ionization threshold, in which scattering dominates, are
denoted near edge X-ray absorption fine structure (NEXAFS) and extended X-
ray absorption fine structure (EXAFS). Throughout this work, we consider only
the bound-to-bound excitations and thus XAS will here refer only to XANES.
In principle, the idea for simulating core excitations is the same as for valence
excitations. The latter are determined by solving a set of equations such as Eq.
(1.43) for TDDFT or Eqs. (1.56) and (1.57) for CC. The computations are, how-
ever, more complicated for core excitations. Standard eigenvalue solvers, such
as, e.g., the Davidson solver [69], determines the lowest eigenvalues first. Core
excited states can therefore be reached only after first determining all valence
excited states. Computing core excitations in this manner would therefore be te-
dious, if at all possible. By employing the core-valence-separation (CVS) [70,71]
scheme, the valence excitations can be filtered out, and the core excitations are
then easily reached. For further details, see Section 2.2.1.1.
The excitation energies give only the expected positions of signals in an experi-
mental spectrum, but it is of course also necessary to consider intensities. Such
intensities of the transitions are theoretically computed as oscillator strengths,
which are related to the transition probabilities. The oscillator strengths are dis-
cussed in Section 2.2.1.3.
Throughout this work, XAS spectra have been computed for many different
molecules using existing implementations (see Publication 2 and Manuscripts
1-2 in Appendices B, D, and E). Note that the damped response solver, imple-
mented for this work (See Manucript 1, Appendix D), could in principle also have
been employed.

2.2.1.1 Core-Valence-Separation

The general idea behind the CVS approximation [70] is that the core and valence
space can be separated. In practice, where the linear equations are solved itera-
tively using a set of trial vectors, this means zeroing out all elements in the trial
vectors that do not involve a core orbital.
For CCSD, the approximation can be considered in different flavours [72]. One
could, for instance, retain all the elements of the single excitation part of the trial
vector, while zeroing out elements not involving the core orbitals in the double
excitation part [72]. This is known as the CVS with valence uncoupled singles
(CVS-uS) approximation. Only the standard CVS approximation is so far avail-
able for computing XAS with the standard response solver in the eT and Q-Chem
codes. Both the standard CVS and the CVS-uS approximations have, however,
been implemented for the damped response solver in this work (see Manuscript
1, Appendix D).
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2.2.1.2 Frozen Core

A related approximation, which reduces computational costs, is the frozen core
(fc) approximation [73]. As in CVS, the core and valence orbitals are considered
to be non-interacting, but now both core-core and core-valence correlation are
neglected [73]. For CC-based methods, the fc approximation means that the el-
ements of the ground state amplitudes, tµ, and multipliers, t̄µ, are set to zero
if they refer to excitations involving a core electron [66]. Thus, fc corresponds
to freezing the core orbitals [73]. This approximation is always invoked for gen-
erating the ground state in the existing implementation of core spectroscopy at
the CC level of theory in Q-Chem [66]. Observe though that in Q-Chem, the
implementation for core spectroscopy is more of a ”frozen edge” approximation.
Here, the frozen orbitals are only those associated with the same or lower energies
compared to the probed K-edge. Only for calculations at the carbon K-edge is
the approximation therefore a true fc. In this work, we will, however, not distin-
guish.
The fc approximation is not yet available for core excited states within the eT

program [54], where implementations have been carried out for this work.

2.2.1.3 Transition Moments and Oscillator Strengths

The intensities of transitions in absorption spectra are calculated as the oscillator
strengths, f if

osc, for each electronic transition from an initial state, ⟨i|, to a final
state, ⟨f |:

f if
osc = 2

3
ωif

∑
α

⟨i| µ̂α |f⟩ ⟨f | µ̂α |i⟩ , (2.4)

where µ̂α is the α-component of the dipole operator and ωif is the excitation
energy. The integrals ⟨i| µ̂α |f⟩ and ⟨f | µ̂α |i⟩ are known as the transition moments,
which are denoted T if

µα
and T fi

µα
respectively. In the EOM-CC formalism, they

are given as

EOMT if
µα

=
∑

ν

Lf
νξ

µα
ν (2.5)

EOMT fi
µα

=
∑

ν

ηµα
ν Rf

ν . (2.6)

2.2.2 XPS
XPS has only been considered for a few calculations throughout this work. The ex-
isting XPS (development) code as well as the valence photoelectron spectroscopy
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code of the eT program was, however, used in the presented implementation of
XES (see Manuscript 1, Appendix D). Therefore, a brief note on the underlying
idea is in order.
Just as XAS, XPS is a one photon process, where the molecule, upon absorption
of a photon, promotes an electron to the continuum. This creates a state with
one electron less than the original state (see Fig. 2.1, middle). At the EOM-CC
level of theory, the approach for computing ionized states is similar to that for
computing excitations. A difference is that, instead of using excitation operators
in Eqs. (1.49) and (1.50), one uses ionization operators [74], i.e.,

R̂ionize =
∑

i

Riai +
∑

i<j,a

Ra
ija

†
aajai + . . . , (2.7)

where a†
a is a creation operator, creating an electron in orbital a, while ai is

an anihillation operator, removing an electron from orbital i. Here, i, j... refers
to occupied orbitals, while a, b, ... refers to virtual orbitals in the HF-reference.
Thus, τ̂ai = a†

aai.
The intensities of ionization spectra are determined as the squared norm of the
Dyson orbitals [67], ∥∥ϕd

if

∥∥2 =
∑

p

γ2
p (2.8)

with

ϕd
if =

√
N
〈

ΨN
i

∣∣∣ΨN−1
f

〉
=
∑

p

γpψp (2.9)

γp =
〈
ΨN
∣∣ a†

p

∣∣ΨN−1〉 , (2.10)
(2.11)

where ϕd
if is a Dyson orbital,

〈
ΨN

i

∣∣ denotes the initial state of the wavefunction
with N electrons and

〈
ΨN−1

f

∣∣∣ is the final state with N − 1 electrons. The Dyson
orbital can be expanded in a set of reference molecular orbitals, ψp, where p
denotes a general orbital with amplitude γp. In CC, the

〈
ΨCC

0
∣∣ and ∣∣ΨCC

0
〉
states

are not adjoint (see Section 1.2.3). Therefore, both RHS and LHS amplitudes
must be calculated separately to construct the squared norm of the Dyson orbitals
[75].

2.2.3 XES
XES is also a one photon process, where one photon is emitted by a molecule
in an excited state, resulting in de-excitation (see Fig. 2.1, right). The energy
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emitted from de-exciting a valence electron to the core region can be considered
as [50]

Eem = Ec
ip − Ev

ip, (2.12)

where Ec
ip and Ev

ip are the core and valence ionization energies. The oscillator
strength of this process, fvc

osc, is determined from the expression [50]

fvc
osc = 2

3
(Ec

ip − Ev
ip)(Svc

XX + Svc
Y Y + Svc

ZZ) (2.13)

with

Svc
XX = T vc

X T cv
X (2.14)

EOMT vc
X = (LvAXRc) − (t̄Rc)(LEOM

v ηX) − (LvIRc)(t̄EOMηX), (2.15)

where Svc
ii denotes the diagonal elements of the transition strength matrix.

This efficient and simple implementation scheme was recently proposed by Faber
and Coriani [50]. It is by following this approach that XES has been implemented
in the open source eT program as part of this work. For further details, see Faber
and Coriani [50] and Manuscript 1 (Appendix D).

2.3 RIXS
Where XAS, XES, and XPS are all one photon processes, resonant inelastic X-ray
scattering (RIXS) is a two-photon process. It can be thought of as the absorption
of one photon in the X-ray area, resulting in the excitation of one core electron,
followed by the emission of another photon, also in the X-ray energy region [76].
It is this emission that is recorded as RIXS. The two-photon process results in
the molecule ending up in a valence excited state. Thus, the transition energies
are determined as the difference between the (resonant) core excitation energy
and valence excitation energies. The intensities of the emission can be calculated
as [50,77]

σif
θ = ωem

ω

1
15
∑
XY

[(
2 − 1

2
sin2 θ

)
F0f

XY (ω)Ff0
XY (ω) (2.16)

+
(3

4
sin2 θ − 1

2

)
(F if

XX(ω)Ffi
Y Y (ω) + F if

Y Y (ω)Ff0
XX(ω))

]
, (2.17)

where F if
XY (ω) and Ffi

XY (ω) are transition moments, calculated based on a damped
response solver (see Section 2.3.1). The core resonance energy (i.e., the core ex-
citation energy) is denoted ω, and ωem is the emission energy (i.e., the energy
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difference between the core and valence excitation). The angle, θ, is defined as
the angle between the incident photon and the scattered photon [50].
The mathematical background for RIXS at the CCSD level of theory is described
in detail in Ref. 50 and will not be discussed further here.
As is the case for Raman spectroscopy, RIXS is complementary of the corre-
sponding absorption spectroscopy, i.e., XAS, as the two methods have different
selection rules [72]. It should be observed that, while formally a one-photon pro-
cess, XES corresponds to RIXS computed at a non-resonant frequency, i.e., core
transitions above the ionization threshold. Whereas XAS probes the unoccupied
valence states, and XES probes the occupied core states, RIXS probes both of
these types of states as well as their correlation [78].

2.3.1 Complex Damped Response Solver
The basis for computing RIXS spectra is a damped response solver. Such a
solver has been implemented at various levels of theory over the past decades
[22, 50, 79–90]. In this work, only the CCSD level implementation has been con-
sidered, which is thoroughly described by, e.g., Kauczer et al. [85] and Faber
and Coriani [50]. The equations shall therefore not be repeated. Suffice to say
that a damping factor, γ, is introduced around the excitation energy when solv-
ing the linear response equations, Eqs. (1.67) and (1.68). This effectively sets
ωdamped = ω + iγ, where i is the imaginary phase. Using the damped response
solver allows the molecular properties to be evaluated at all energies, without
encountering singularities [79]. Such a damped response solver was implemented
in the eT code for this work based on the equations given in Refs. 50 and 85 (see
Manuscript 1, Appendix D).

2.4 Auger-Meitner Electron Spectroscopy
Another process that has been considered is Auger-Meitner electron spectroscopy
(AES). While spectra have been simulated for the study of Oxazole (Publication
2, Appendix B), the theory behind has not been considered. Instead, the existing
EOM-CCSD implementation of Skomorowski and Krylov [91,92] in Q-Chem has
been employed almost as a black box method. This is also the case for the new one-
center-approximation implementation in OpenMolcas [93], as these calculations
were run by a colleague. Thus, the equations behind these implementations will
not be discussed. A few notes on the process will, however, be given.
The Auger process consists in the decay of a core excited state resulting in the
simultaneous emission of light and a valence electron [94]. Two kinds of Auger
spectroscopy exist: normal and resonant. In the normal Auger process, the initial
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state is prepared by core ionization [92]. This state can then undergo spontaneous
emission, releasing energy, which allows a valence electron to be ejected [92]. The
final state can therefore either have singlet or triplet spin symmetry (assuming
a closed-shell initial state), and these two decay channels are distinguished in
calculations [92]. In the resonant Auger process, the initial state is created by a
resonant excitation of a core electron to a valence unoccupied orbital [92]. As for
the normal Auger process, this state then undergoes spontaneous emission, and
the released energy allows an electron to be ejected [92]. The ejected electron
can here either be the one initially excited from the core, which gives rise to
a participator type decay, or it can be another valence electron, resulting in a
spectator type decay [92]. As was the case with singlet and triplet decay channels
for the normal Auger process, the participator and spectator decay channels can
be distinguished theoretically [92]. At the CCSD level of theory, the spectator
decay channel is not well described. Skomorowski and Krylov [91, 92] reported
that the method is unable to satisfactorily describe 2h1p ionizations, which are
required to describe this decay channel. The poor description of 2h1p ionizations
was also observed by Moitra et al. [95].

2.5 Line Broadening
So far, it has been discussed how to obtain transition energies and intensities in
order to simulate experimental spectra. These properties, however, leads only to a
spectrum consisting of sticks, since the transition energies are determined as a set
of discrete values. In principle, with a damped response solver, one can compute
intensities for all energies within a given range, but this is not the approach
typically adopted. An experimental spectrum does not consist of sticks. Each
signal has some width, and we must therefore consider a line broadening of the
theoretically determined transitions. There are several effects that contribute to
this broadening, e.g., Doppler broadening and lifetime broadening [23]. Doppler
broadening is caused by the molecules of the sample moving, since a small increase
in frequency is observed when the molecule moves towards the detector. Likewise,
a small decrease is seen, if the molecule is moving away from the detector [23].
Generally, such broadening can be described by a Gaussian function. As the
movement of molecules can be limited by decreasing the temperature, this effect
can to some extent be controlled, if the sample can be kept sufficiently cold [23].
Lifetime broadening, on the other hand, cannot be controlled [23]. It stems
from the energy-time uncertainty principle, stating that one cannot know with
arbitrary precision the energy of a state with a finite lifetime (τlife) [23]:

∆E ≈ 1
τlife

. (2.18)
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This type of broadening can be described by a Lorentzian function [96]. As
lifetime broadening cannot be eliminated, this is the type of line broadening that
has been taken into account when simulating the spectra in this work. Thus, the
broadened intensity, Ibr(ω), at a given energy, ω can be determined as [96,97]

Ibr(ω) = Iex

1 +
(

ω−ωex

Γ
)2 , (2.19)

where Γ is the half width at half maximum (HWHM) of the signal centered around
the transition with transition energy ωex and transition strength Iex. The width
is generally determined by fitting to experimental data.
Observe that the introduction of the damping factor, γ, in the damped response
solver also in principle introduces some line broadening. The damped response
solver can therefore, as mentioned, be used to evaluate the cross sections in a
given energy range [79]. Nevertheless, in this work, the damped response solver
has, however, only been used for calculating RIXS (stick) spectra. Thus, the
broadening was added only when plotting by use of the Lorentzian function in
Eq. (2.19).
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Nuclear Dynamics

In order to study the dynamics of a system experimentally, the system must
be pumped by a short laser pulse (purple arrow in Fig. 3.1), resulting in a
photoexcited or photoionized state. Following this perturbation, the system is

Figure 3.1. Illustration of the excitation process (purple arrow) and subsequent relaxation
(red arrow) of a system, illustrated by a (blue) wavepacket, on the excited state.

no longer at its equilibrium structure (the bottom of the energy well in Fig. 3.1).
The system must therefore relax on the potential energy surface (movement along
the red arrow in Fig. 3.1). The resulting electronic and nuclear dynamics can
then be studied, if the system is probed in a manner suited to reveal the desired
information. Some of these possible methods, such as, e.g., XAS, were discussed
in the previous chapter. Theoretically, the challenge then becomes to describe the
nuclear motion of the system, in addition to the electronic structure, discussed in
Chapters 1.1 and 1.2. When considering the equation of motion for the nuclei, it
is instructive to take a step back from the BOA, which was employed to obtain Eq.
(1.4). If we simply expand the total wavefunction in a complete basis consisting
of solutions to the electronic Schrödinger equation, Eq. (1.3), and expansion
coefficients, χ(R, t), so that [18]

|Ψ⟩ =
∑

p

∣∣Ψelec
p

〉
χp(R, t), (3.1)
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we can write Eq. (1.1) as

i
∂

∂t

∑
p

∣∣Ψelec
p

〉
χp(R, t) =

[
Ĥe + T̂N

]∑
p

∣∣Ψelec
p

〉
χp(R, t). (3.2)

To obtain the equation of motion of the nuclei, we now use that the solutions to
the electronic wavefunction are orthonormal and independent of time. We thus
project onto Eq. (3.2) the electronic wavefunction of state q,

〈
Ψelec

q

∣∣ [98]:
i
∑

p

〈
Ψelec

q

∣∣Ψelec
p

〉 ∂
∂t
χp(R, t) =

∑
p

〈
Ψelec

q

∣∣ [Ĥe + T̂N

] ∣∣Ψelec
p

〉
χp(R, t)

⇓
∂

∂t
χq(R, t) =

[
T̂N + E(R)

]
χq(R, t)

− 1
2
∑

p

Nnuclei∑
A

1
mA

[ 〈
Ψelec

q

∣∣∇2
A

∣∣Ψelec
p

〉
χp(R, t)

+ 2
〈
Ψelec

q

∣∣∇A

∣∣Ψelec
p

〉
∇Aχp(R, t)

]
(3.3)

The last two terms of Eq. (3.3) that were not present when employing the BOA
(see Eq. (1.4)) are known as the non-adiabatic coupling terms. In the adiabatic
approximation, the wavefunction evolves on a single electronic state. Therefore,
p has only one possible value (p = q), and only the diagonal coupling terms are
retained. Note that these terms do not couple different states. Instead, they
provide a correction to the electronic energy and hence, the potential energy
surface (PES) considered [98].

It is thus Eq. (3.3) that must be solved when we wish to describe nuclear dy-
namics. In practice this is done by following one of two possible approaches. Ei-
ther it is attempted to solve the equation directly, by, e.g., considering wavepack-
ets1 [99], or the single surface movement of the nuclei is approximated as classical.
In the latter case, Eq. (3.3) is replaced by Newton’s second law:

−∇E = mR̈, (3.4)
1In quantum mechanics, a particle can be described as a wave (e.g., a sine function for a
harmonic wave), defined by a momentum [23]. As per the Heisenberg uncertainty principle,
the exact momentum and position of a particle cannot be known simultaneously [23]. If only a
single wave is considered, the momentum is known, however, the position is not. If the wave is
described not by a single function but by a superposition of functions with different momenta,
the particle position will become more localized. The momentum, on the other hand, is no
longer known exactly. Such a superposition of waves to describe a particle is known as a
wavepacket [23].
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where ∇E is the molecular gradient of the relevant PES (see Chapter 2.1), m is
the vector containing the atomic masses, and R̈ is the second time-derivative of
the vector containing all nuclear positions.
The former approach of solving the time-dependent Schrödinger equation directly
is of course formally the most precise. It is, however, very computationally expen-
sive and generally one can only consider a few degrees of freedom (DOFs) [100].
The system must therefore be restricted to movement along a subset of DOFs.
Thus, both methods involve approximations of Eq. (3.3) beyond that of the choice
of wavefunction method (or, if DFT is considered, the choice of functional). The
approach based on Newton’s second law, while obviously an approximation, al-
lows us to consider all DOFs [101]. In addition, approximating the single surface
movement of the nuclei as classical is reasonable, since the nuclei are heavy from
a quantum mechanical point of view [23]. Several computational schemes exist
for simulating the full nuclear dynamics [99, 101–104]. When considering clas-
sical nuclei, for instance, surface hopping (SH) [101, 102] and ab initio multiple
spawning (AIMS) [103] are available. Time-Dependent Hartree (TDH) [99] and
multi-configurational TDH (MCTDH) [100, 104], on the other hand, both treat
the nuclei quantum mechanically. Here, we shall consider only the two methods,
which have been utilized for the present project. First, the simple surface hop-
ping scheme [102], as implemented in the SHARC-2.1.1 program [101, 105, 106],
based on solving Newton’s second law. Second, the MCTDH [100,104] approach,
as implemented in the MCTDH-8.4.12 program [107], based on considering the
time-dependent problem quantum mechanically with a limited number of DOFs.

3.1 Surface Hopping

In surface hopping, the adiabatic movement of the nuclei is treated classically,
thus reducing the total Hamiltonian to the electronic Hamiltonian (Ĥ = Ĥe).
Hence, Eq. (1.1) can in this case be rewritten as [106]

i
∂

∂t

∑
p

∣∣Ψelec
p

〉
cp(t) = Ĥe

∑
p

∣∣Ψelec
p

〉
cp(t), (3.5)

where the electronic wavefunction has been expanded in a set of basis functions.
These are the solutions to the time-independent Schrödinger equation, Eq. (1.3),∣∣Ψelec

p

〉
, and are recalled to depend parametrically on the time-dependent nuclear

coordinates. The corresponding expansion coefficients, cp(t), are also defined as
time-dependent.
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By projecting against the electronic state
〈
Ψelec

q

∣∣, we obtain [106]

i
∂

∂t
cq(t) =

∑
p

Hqpcp(t) − i
∑

p

〈
Ψelec

q

∣∣ ∂
∂t

∣∣Ψelec
p

〉
cp(t), (3.6)

where the last term is usually computed as [106]

〈
Ψelec

q

∣∣ ∂
∂t

∣∣Ψelec
p

〉
cp(t) =

Nnuclei∑
A

〈
Ψelec

q

∣∣∇A

∣∣Ψelec
p

〉 dRA

dt
cp(t), (3.7)

which we recognize as the velocity of the nuclei A multiplied by a non-adiabatic
coupling term. The explicit calculation of this term is often avoided by using
the local diabatization scheme suggested by Granucci et al. [108]. Instead, the
overlap, Sqp(t, t + δt), between the electronic wavefunction in states q and p,
respectively, at the nuclear geometries corresponding to two subsequent time
steps (t and t+ δt), is evaluated [106]:

Sqp(t, t+ δt) =
〈
Ψelec, t

q

∣∣Ψelec, t+δt
p

〉
. (3.8)

This expression is used when defining a propagator, based on Eq. (3.5), to
calculate the expansion coefficient for a new time step, cp(t + δt), from that
of a previous one, cp(t). While Eq. (3.8) does not replace the non-adiabatic
coupling term in Eq. (3.6) one to one, it does allow the computation of cp(t +
δt) to be independent of this non-adiabatic coupling term [109]. For further
details, see, e.g., Ref. 109. Note that in SH calculations, the sum over p is
truncated to only include predefined states of interest [105]. Observe also that
in Eq. (3.6), Hqp = δpqEq when the basis functions are eigenfunctions of the
electronic Hamiltonian. This is true, if Ĥe is defined as the molecular Coulomb
Hamiltonian (MCH), which is defined in Eq. (1.2). In this case, we say that we use
the MCH representation [106]. One might, however, include additional coupling
terms, accounting for interactions with an external field or indeed any interactions
going beyond the Coulomb interaction [106]. This was, for instance, done in
Eq. (1.23), where a perturbation of the system was included and the MCH was
denoted H(0). For additional interaction terms,

∣∣Ψelec
p

〉
is no longer an eigenstate

of Ĥtotal
e = ĤMCH

e + Ĥ interaction. The total Hamiltonian can be diagonalized by
a unitary transformation of the MCH to yield the diagonal representation [106]:

Hdiag = U†HMCHU (3.9)∣∣Ψelec,diag
q

〉
=
∑

p

∣∣Ψelec,MCH
p

〉
Upq, (3.10)
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where

Hdiag
pq =

〈
Ψelec,diag

q

∣∣ Ĥtotal
e

∣∣Ψelec,diag
p

〉
(3.11)

HMCH
pq =

〈
Ψelec,MCH

q

∣∣ Ĥtotal
e

∣∣Ψelec,MCH
p

〉
(3.12)

ĤMCH
e

∣∣Ψelec,MCH
p

〉
= Ep

∣∣Ψelec,MCH
p

〉
. (3.13)

In one of the studies presented here, spin-orbit coupling terms were included
in the Hamiltonian and the diagonal representation was used (see Chapter 5.2).
These couplings should, however, only be large, when heavy atoms are consid-
ered [105]. Furthermore, these couplings are mainly of interest when studying
inter system crossings [101], which have not been considered here. The MCH
and diagonal representations should therefore in our study be very similar. The
similarity between calculations employing the two representations is indeed noted
by investigating Manuscript 2 and its corresponding supplementary information
(Appendix E).

When employing the surface hopping procedure, as implemented in SHARC,
the system we wish to investigate is initially prepared by optimizing its geometry
to the equilibrium structure of the initial PES at a chosen level of theory. More-
over, all DOFs of the system, expressed in terms of normal modes, are computed.
This is based on the harmonic oscillator approximation. In this approximation,
the potential is considered to be of the form 1

2
∑

i aiQ
2
i , where i is a normal mode,

Qi is the displacement along that mode, and ai is a coefficient that depends on
the masses of the atoms involved in the normal mode [24]. Note that this approx-
imation is only valid for small displacements away from equillibrium [24].

Since the nuclei move according to the laws of classical mechanics, at each
time step the system described by a given trajectory can have one geometry and
reside in one electronic state only. In order to simulate the quantum behaviour of
the system, i.e., that a particle can be in many places at once until measured, we
must prepare a number of geometries from which our trajectories can start. These
can be computed by use of a probability distribution function. Hence, a given
number of geometries can be determined based on the initially optimized geome-
try and this probability distribution. The Wigner distribution function [110] was
introduced as a reformulation of non-relativistic quantum mechanics [111] and
is thus a popular choice, when performing surface hopping simulations [106,112].
A script for generating initial conditions based on this distribution function is
available in SH programs, such as, e.g., SHARC and NewtonX [113, 114]. Once
the initial geometries are found, the electronic Schrödinger equation, Eq. (1.3),
must be solved for all the geometries. Here, it is necessary to compute not only
ground state energies but also excitation energies and their corresponding oscilla-
tor strengths for all states to be considered in the calculation. Initial conditions,
from which to start trajectories, are then chosen based on which geometries show
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a large probability of reaching the desired excited state, when a given distribution
of excitation energies is employed. It is also possible to calculate initial condi-
tions based on ionization energies rather than excitation energies. The prob-
ability of the ionizations are then determined from the Dyson orbital squared
norms, whereas the excitation process considers the oscillator strengths (see also
Chapters 2.2.1.3 and 2.2.2).

Once the initial geometries are found, the forces of the system must be com-
puted, to solve Eq. (3.4). For each initial condition, one trajectory can be
simulated. At each step, one must compute the molecular gradient using quan-
tum mechanics in order to obtain the forces and hence the PES on-the-fly. This
requires Eq. (1.3) to be solved using the MCH representation for the current ge-
ometry of the trajectory. Here, it is again necessary to compute both the ground
state energies and excitation energies as well as the gradient of the current elec-
tronic state of the trajectory. If one desires to simulate the nuclear dynamics
using the diagonal representation, which can be advantageous [106], the gradient
is transformed to this basis. Based on the computed gradient, giving the forces
working on the molecule, the trajectory can then be propagated classically using
Eq. (3.4).
For a classical trajectory, it is only possible to move on one PES, i.e., adiabatic
dynamics. In general, what is of interest, when we simulate nuclear dynamics,
is the non-adiabatic dynamics, i.e., when the molecule moves between PESs. In
order to allow this behaviour, at each timestep probabilities of a jump between
the current electronic state and all other electronic states are computed. This
is done based on Tully’s fewest switches SH (FSSH) approach [102]. For a time
step of length δt, the probability of a jump from state p to state q, pp→q(t), (see,
e.g., Refs. 98 and 115) is

pp→q(t) =
Nnuclei∑

A

〈
Ψelec

p

∣∣∇A

∣∣Ψelec
q

〉
dRA

dt Re
[
c∗

p(t)cq(t)
]
δt

|cp(t)|2
(3.14)

based on the time dependent expansion coefficients of the wavefunction, cp(t),
which are obtained by solving Eq. (3.6). In SHARC, the diagonal representation
is generally preferred [106], which yields a modified equation for computing the
probabilities compared to Eq. (3.14). For further details, see Ref. 106.
Quantum mechanics is non-deterministic in the sense that the outcome of an
experiment can only be determined with a certain probability [23]. The prob-
abilities (and corresponding outcomes) are, however, deterministic. In order to
simulate this quantum behaviour of the system, a random number, X, is then
generated and the trajectory will jump from the current electronic state, p, to a
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new electronic state, q, if (see e.g. Ref. 115)

q−1∑
r

max{0, pp→r(t)} < X ≤
q∑
r

max{0, pp→r(t)}. (3.15)

It is this procedure of allowing trajectories to hop between PESs that has given
the method its name.

In this work we have employed DFT methods to simulate the forces driving
the nuclear dynamcis, since this is a feasible method that generally yields results
of a reasonable accuracy [35, 116–118]. When approaching the CI between S0
and S1, DFT, however, inherently encounters problems [119,120]. This is due to
the single reference character of the (KS-)DFT ground state, which is not a good
description of the system close to the CI. A way of circumventing this problem,
which has also been utilized in this work (see Publication 3, Appendix C), is
the procedure of using forced jumps to the ground state [116, 117]. This simply
means that, if the energy gap between the current state and the ground state
falls below a preset threshold, the jumping probability will be set to one. Thus,
the trajectory will be forced to jump. This procedure can therefore be expected
to give rise to too short life times as well as too small quantum yields (QY). The
method has, however, been utilized with success also in other works [116,117].

One shortcoming of SH that has so far not been discussed is its treatment
of decoherence. Decoherence is a quantum effect, not included in the classical
description of the nuclei [98, 106]. In quantum mechanics, a wavepacket will be
spread over all the considered states. Therefore the gradient of each state must
be evaluated so that the wavepacket can evolve on all electronic state based on
their respective gradients [98, 106]. The geometries associated with the different
states will thus diverge over time. When nuclear motion is considered to be clas-
sical, only the gradient associated with the current active state, which determines
the next step, is evaluated [98, 106]. Hence, the same geometry will always be
associated with all states. In quantum mechanics, the overlap of the wavepackets
in the different states will therefore diminish over time. The superposition of
the electronic states for classical trajectories will instead continue to evolve in a
coherent manner [98, 106]. This difference affects the state populations, which
for a single trajectory, k, can be evaluated based on the expansion coefficients,
ck

s(t), for the state of interest, s (see e.g. Ref. 115):

popk
s(t) =

∣∣cl
s(t)
∣∣2. (3.16)

Different schemes exist to correct for this deficiency [121, 122]. In this work, the
energy-based correction scheme by Granucci et al. [121] was employed.
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3.2 Multi-Configurational Time-Dependent Hartree
When attempting to solve the Scrödinger equation - be it the time-dependent
or time-independent one, we generally expand our wavefunction in a set of basis
functions. For a complete basis this would be exact [25], however, only for the
smallest of systems is it possible to avoid truncation of the wavefunction. Thus,
the wavefunction becomes, in practise, an approximation.

A popular and most successful approach, when solving the equation of motion
for the nuclei, Eq. (3.3), is to use MCTDH. Here, the basis as well as the expan-
sion coefficients are chosen to be time-dependent. For a system with f nuclear
DOFs and nk basis functions for the kth degree of freedom, the wavefunction can
then be written as [104]

χ(Q, t) =
n1∑
j1

· · ·
nf∑
jf

Aj1...jf
(t)

f∏
k

ϕk
jk

(Qk, t), (3.17)

where Aj1...jf
(t) are the expansion coefficients, ϕk

jk
(Qk, t) are the basis functions,

known as single particle functions, and Q are the nuclear (normal mode) coor-
dinates. In addition, it should be noted that the product

∏f
k ϕ

k
jk

(Qk, t) is the
Hartree product. Here, a basis of such Hartree products is used, instead of one
consisting of the more complicated Slater determinants.

The Hartree product, unlike a Slater determinant, is not antisymmetric and
therefore distinguishes between identical particles. Electrons are fermions. Thus,
when one considers the electronic Schrödinger equation, it is essential to use an
antisymmetric wavefunction to include exchange interactions between electrons
[123]. For nuclei, on the other hand, these exchange interactions are small [123].
In practice, the use of a Hartree product rather than a Slater determinant does
therefore not affect the results significantly [123].

As mentioned, our basis cannot be infinite, which naturally leads to an ap-
proximation of the wavefunction. Another important point to note is that the
problem becomes too big to solve for all degrees of freedom with the current com-
putational resources [100]. It is illustrative to consider that at the turn of the
millennium, pyrazine, including all 24 DOFs, was the largest system considered
using the MCTDH method and that required mode combination [124,125]. Mode
combination is a way of reducing the computational costs by limiting the number
of single particle functions needed [100]. Rather than defining the wavepacket by
Eq. (3.17), it is written as an expansion over p generalized particles

χ(q, t) =
ñ1∑
j1

· · ·
ñp∑
jf

Aj1...jp
(t)

p∏
k

ϕk
jk

(qk, t), (3.18)
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where qk consists of a set of normal mode coordinates combined to a single par-
ticle, i.e. qk = (Ql, Qm, ...). Thus, rather than considering ni single particle
functions, one now considers ñi < ni multimode single particle functions.
Despite the passing of two decades, the calculation of pyrazine remains one of the
only examples of a full dimensional quantum dynamics calculation of a larger sys-
tem [126]. In general, it becomes challenging, if at all possible, to consider more
than six DOFs when using the MCTDH method without employing mode combi-
nation [100,127]. Such combination, however, relies on knowing which modes to
combine, which can be difficult. As a rule of thumb, the combined modes should
have similar vibrational frequencies.
When actually performing an MCTDH calculation, the first step is to construct
the Hamiltonian and PES. Unlike what is done in SH, the PES is not constructed
on-the-fly, but must be determined prior to the propagation of the wavepacket.
In this work, the PES of each normal mode has been approximated as a harmonic
oscillator, since this is a good approximation for small displacements [24]. It is,
however, possible to employ other models, such as, e.g., a Morse potential. The
Hamiltonian is approximated as the vibronic coupling Hamiltonian [128–130]

ĤV C
= − 1

f∑
k

ωk

2
∂2

∂Q2
k

+ 1
f∑
k

ωk

2
Q2

k + W (3.19)

Wss =ϵs +
f∑
k

κ
(s)
k Qk +

f∑
k

f∑
l

γ
(s)
k,lQkQl (3.20)

Wsr =
f∑
k

λ
(s,r)
k Qk + . . . , (3.21)

where the κ(s)
k -, γ(s)

k,l - and λ
(s,r)
k -terms give the vibronic coupling and correspond

to the non-adiabatic coupling terms in Eq. (3.3). Here, ωk is the frequency of
normal mode k in the ground state, and ϵs is the excitation energy for state s.
The fitting parameter κ(s)

k is the linear intra-state coupling of normal mode k for
state s, which modifies the energy gap between the states along mode k [128].
The parameter γ(s)

k,l accounts for the coupling between modes l and k in state
s, while λ(s,r)

k is the linear inter-state coupling between electronic states s and
r for normal mode k [128, 130]. Additional fitting parameters to account for
the non-adiabatic couplings can be included [128], but will not be considered
in this work. For further details, see, e.g., Refs. 128 and 129. Observe that all
fitting parameters are based on adiabatic energies calculated by a chosen quantum
chemistry method. In this work, the method of choice was TDDFT.

Once the PES has been constructed and the Hamiltonian defined (The Heidel-
berg MCTDH package includes the VCHAM program, which has excellent scripts
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for assisting in defining the PES), the program propagates one wavepacket along
the PES.

The modes to combine can be chosen by investigating the generated fitting
parameters and, as mentioned, by generally considering modes of similar frequen-
cies. Newer versions of MCTDH [131] also have scripts to assist in evaluating the
choice of mode combination. This was not utilized in this work, where an older
version of the program without this functionality was employed [107].
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Results





CHAPTER4
Static Spectra

4.1 Oxazole

Oxazole is a small aromatic heterocycle. It is an important building block in
many molecules of pharmacological activity [132, 133] as well as in organic elec-
tronic devices [134].
The ground state characterization of this molecule, reported in Publication 2 (Ap-
pendix B), was carried out by investigating the valence photoelectron spectrum,
XPS, XAS, and Auger-Meitner spectra at all second row atomic 1s core levels in
the gas phase. This study was carried out as preparation for future time-resolved
X-ray experiments on the molecule.
The experimental spectra were recorded at the Gas Phase Photoemession beam-
line at Elettra (Trieste, Italy) [135] by experimental collaborators. The sup-
porting theoretical calculations were performed as part of the work for this the-
sis. Note that the restricted-active-space perturbation theory of second order
(RASPT2) calculations presented in Publication 2 were performed by a theoreti-
cal collaborator.
Both occupied and unoccupied valence orbitals in oxazole were found to be typical
for heterocycles [136]. In Publication 2, the highest occupied molecular orbitals
(HOMOs) were found to consist of lone electron pair orbitals on the two het-
ero atoms as well as π orbitals [136]. The lowest unoccupied molecular orbitals
(LUMOs) were instead seen to consist of π∗ orbitals followed by σ∗ orbitals [136].
As also observed in other small organic molecules [137, 138], the energetic order-
ing of the XAS peaks at the C K-edge was found to correspond well with the
trends in electronegativity of the atoms bound to the respective carbons [136].
The agreement between experiment and theory, found in Publication 2, was gen-
erally good for both the valence photoelectron spectrum, XPS, and XAS. The
theoretical understanding, and hence description of these processes, is thus noted
to be good at the CC level of theory. Nevertheless, for XAS, relaxation effects
from dynamical electron correlation were found to be of great importance [136].
In order to describe the spectra at the O and N K-edges properly, improvements
on the CCSD method by including the effect of triple excitations in an iterative
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manner via CCSDR(3) [71,139] were necessary. Such systematical improvements
were not possible at the TDDFT level of theory. The TDDFT results were gen-
erally in excellent agreement with those obtained at the CCSD level of theory
but were calculated at a lower computational cost [136]. It should be noted that
absolute values of the excitation energies calculated at the CC level of theory
were found to be in good agreement with experimental results (see Publication
2, Appendix B). This was not the case for TDDFT [136]. Here, the excitation
energies displayed large shifts for XAS in agreement with previous studies [140].

The AES simulations proved more challenging [136]. The normal AES spectra
were in reasonable agreement with experiment at the fc-CVS-EOM-CCSD level of
theory, showing that the decay was dominated by the singlet decay channel [136].
The resonant spectra, on the other hand, could not be reproduced by the fc-CVS-
EOM-CCSD calculations [136]. This was attributed to the fact that the CCSD
method is only able to satisfactorily describe the participator decay channel,
which dominates the high kinetic energy region of the spectra [136]. As already
mentioned, this shortcoming in the CCSD-based calculations of resonant AES
has previously been discussed by Skomorowski and Krylov [92]. They attribute
it to the poor description of 2h1p states, due to the lack of 3h2p excitations in
the CCSD model. The RASPT2 calculations [93] of the resonant spectra, though,
were in good agreement with experiment, as it managed to describe both decay
channels [136].
For further information, see Publication 2 in Appendix B.

4.2 RIXS

A damped response solver was implemented in a local development version of the
eT code [54] in order to simulate RIXS spectra (see Manuscript 1 in Appendix
D). The code was tested by comparison to the existing implementation in the
Q-Chem-5.4 code [65, 78], which employs the fc approximation for computing
the ground state. This approximation was not invoked for calculations with our
implementation. For further details, see Manuscript 1 (Appendix D).

The performance of the implementation was evaluated both at the CCSD
level of theory and at the computationally cheaper second-order approximate
coupled cluster singles and doubles (CC2) level of theory. Observe however that
our implementation of the damped response solver was focused on CCSD. Hence,
as mentioned in Manuscript 1, the CC2 problem can only be solved in full space
at this point, which is inefficient. It was found that, while CC2 does not describe
XAS spectra as well as CCSD, the description of RIXS was comparable between
the methods (see Manuscript 1, Appendix D). It was therefore concluded in
Manuscript 1 that computational effort might be saved without significant loss
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of accuracy by employing CC2 when simulating these spectra. It was, however,
noted to require the same valence transitions to be determined at the two levels
of theory (see Manuscript 1, Appendix D).

Moreover, the implementation was evaluated for CCSD utilizing the full CVS
as well as the alternative CVS-uS approximations in the damped response solver.
In Manuscript 1, it was found that in some cases the results obtained using the
CVS approximation differs from those obtained using the CVS-uS approximation.
Here, the CVS-uS results were found to more closely resemble the spectra simu-
lated without any CVS approximation. This has also previously been reported
by Nanda and Krylov [72].

The performance of the implementation was, in addition, tested on imidazole
in an aqueous solution. These calculations were performed by explicit inclusion
of four water molecules. The resulting XAS was found to be well reproduced
by this approach (see Manuscript 1, Appendix D) as also reported by Thoma-
son [141]. The RIXS spectra, obtained in this manner, were likewise reported to
be in excellent agreement with experiment. It was, however, noted to be difficult
to obtain the spectra due to a large number of states required to converge in the
damped response solver. If only nonresonant simulations were considered, the
spectral shape of the RIXS could be reasonably well reproduced in a computa-
tionally cheaper way (see Manuscript 1, Appendix D). It is, however, reported
in Manuscript 1 that some peak separations were overestimated. This was not
the case in the full RIXS calculation. Moreover, as mentioned in Manuscript 1,
the nature of the valence transitions probed could not be determined when only
considering nonresonant spectra. More work is needed to evaluate the general
performance of the implementation for solvated molecules. For further details,
see Manuscript 1 in Appendix D.

4.3 BT-1T

4-(2-thienyl)-2,1,3-benzothiadiazole (BT-1T), shown in Fig. 4.1, is a molecule
that belongs to the family of π-conjugated polymers that is of interest as build-
ing blocks for organic solar cells [142–144]. Recently, the BT-1T molecule has
been studied theoretically, both for the case of photoexcitation [145] and for
photoionization [146]. A time-resolved XAS experiment has also been carried
out at SwissFEL by Wenzel Andreasen and co-workers, studying the former pro-
cess [147]. This will be the subject of a future publication. Here, XAS calcula-
tions have been performed for both processes. Previously, the low level HF and
configuration interaction singles methods with the small 6-31G basis have been
employed to study the processes [145,146]. Here, they are studied utilizing both
TDDFT with the BHHLYP functional and fc-CVS-EOM-CCSD. In both cases,
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Figure 4.1. BT-1T. Molecular structure with labels to indicate the sulfur atom of the
benzothiodiazole unit (left) labelled SBT and of the thiophene unit (right) labelled ST .
Other C and N atoms relevant for structural parameters of interest are also labelled.
The figure was adapted from Manuscript 2, Appendix E.

the aug-cc-pVTZ basis was employed on the sulfur atoms and the cc-pVDZ basis
was used on the remaining atoms. In this section, only the static spectra are
considered, while time-resolved spectra will be discussed in sections 6.1 and 6.2.

4.3.1 Neutral Molecule

The molecular structure was optimized to the ground state (S0) PES at the
BHHLYP/cc-pVDZ level of theory, as this was the method used in the dynamics
simulations presented in section 5.2. Based on this structure the HOMO and
LUMO (see Appendix F, Fig. F.1) were determined as well as the lowest lying
valence excitation. Excitation energies of 3.41 eV and 3.96 eV were found at
the BHHLYP and fc-EOM-CCSD levels of theory, respectively, with oscillator
strengths of 0.2251 and 0.2568. To distinguish the HOMO and LUMO obtained
in these calculations from those obtained for the photoionized cation, they shall
henceforth be denoted HOMO0 and LUMO0, respectively.
The first valence transition was, unsurprisingly, found to be the HOMO0-LUMO0
transition with the fc-EOM-CCSD level NTOs shown in Fig. 4.2. The BHHLYP
level predicts the same NTO pair, which is therefore shown only in Appendix
F (Fig. F.3). The orbitals found in these calculations are noted to be in good
agreement with those previously presented [145].
Ground state XAS calculations can be readily carried out in quantum chemistry
codes such as Q-Chem [65] at both the TDDFT and fc-CVS-EOM-CCSD levels
of theory. The results of these calculations can be seen in Fig. 4.3. Note that
the two theoretical S0 XAS calculations are from Manuscript 2 (Appendix E).
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Figure 4.2. BT-1T. Main NTOs of the lowest lying valence transition at the S0 minimum-
energy structure calculated at the BHHLYP/cc-pVDZ level of theory. The hole NTO
(left) resembles HOMO0, while the particle NTO (right) resembles LUMO0. The tran-
sitions are calculated at the fc-EOM-CCSD level of theory with the aug-cc-pVTZ basis
on S and the cc-pVDZ basis on the remaining atoms. Contour value is ±0.01 a.u. and
the NTO weight, σ2

K , is 0.73.

The same qualitative shape of the spectra are obtained at the two levels of
theory. As also reported in Manuscript 2, it is observed that the first three of the
four main transitions, giving rise to the main band in our calculations, occur with
a very small separation at the BHHLYP level of theory. At the fc-CVS-EOM-
CCSD level of theory, the four transitions are spread out more evenly. Thus, two
peaks arise in the BHHLYP spectrum with the given broadening, while only one
is observed at the fc-CVS-EOM-CCSD level of theory (see also Manuscript 2,
Appendix E). The ground state XAS calculated by Khalili et al. [145] does not
cover as large an energy range as shown here. Nonetheless, the main band was
also in the previous study predicted to be a double peak [145].

In Manuscript 2, the four main transitions computed in this band are noted to
be the same regardless of whether the fc-CVS-EOM-CCSD or BHHLYP method
is utilized. The NTOs calculated at the fc-CVS-EOM-CCSD level of theory are
shown in Fig. 4.4, while the BHHLYP level NTOs are shown in Appendix F
(Fig. F.4). The two most intense transitions are seen to originate on ST and
SBT , respectively, and both have a σ∗-type final state (Fig. 4.4 and Appendix
E). For additional NTOs of the S0 spectrum, see the supplementary information
of Manuscript 2 in Appendix E.

Note that the π∗
1,BT and π∗

2,T NTOs found for the second and third transitions
of the ground state XAS both resemble LUMO0 (see Fig. F.1). The electron
density is, however, more localized on either the thiophene or the benzothiodiazole
unit compared to LUMO0 in Appendix F (Fig. F.1) and Fig. 4.2.

The overall qualitative agreement between experiment and theory is accept-
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Figure 4.3. BT-1T. XAS spectra of the S0 (bottom) and S1 (top) states. In each state, the
spectrum has been calculated at the fc-CVS-EOM-CCSD (red) and BHHLYP (green)
level of theory for a geometry optimized to the S0 state at the BHHLYP/cc-pVDZ
level of theory. For the XAS calculations, the aug-cc-pVTZ basis was employed on S,
while the cc-pVDZ basis was employed on the remaining atoms. The calculated XAS
in a) are based on the IMOM procedure and assumes 100% photoexcitation yield. The
spectra were simulated by employing a Lorentzian broadening with HWHM=0.33 eV to
the stick spectra. The spectra have been shifted by ∆ to align with the ground state
experiment. The excited state spectrum was measured with a time-delay of 5 ps. Labels
show the characters of the indicated transitions. Theoretical S0 XAS results are from
Manuscript 2, Appendix E.
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(a) Hole (left) and particle (right) NTOs of the 1st core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 0.85.

(b) Hole (left) and particle (right) NTOs of the 2nd core excitation. The hole NTO is 1s of
SBT . The NTO weight, σ2

K , is 0.79.

(c) Hole (left) and particle (right) NTOs of the 3rd core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 0.80.

(d) Hole (left) and particle (right) NTOs of the 4th core excitation. The hole NTO is 1s of SBT .
The NTO weight, σ2

K , is 0.85.

Figure 4.4. BT-1T. Main NTOs for the four main core transitions in S0 calculated at the
fc-CVS-EOM-CCSD level of theory at the S0 optimized geometry. The aug-cc-pVTZ
basis was used on S, and the cc-pVDZ basis was used on the remaining atoms. Contour
value is ±0.01 a.u. The transitions are labelled in Fig. 4.3 based on character. These
NTOs are reproduced from the supplementary information of Manuscript 2, Appendix
E.
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able for S0. A discrepancy is, however, observed with respect to the main feature
of the spectrum. Both theoretical methods predict this feature to be significantly
more narrow than is the case. In the experiment, the main feature is a double
peak, consisting of one relatively sharp feature and a very broad one (approxi-
mately 2 eV broad). To reproduce this, a larger separation is needed between the
four transitions associated with the double peak. Changing the HWHM of the
Lorentzian broadening cannot cause the band to spread out significantly beyond
the energy range covered by the transitions of intensity. Therefore, the desired
additional broadening cannot be obtained simply by utilizing a larger HWHM.
Note that, while the theoretical spectra are gasphase spectra and do not take
temperature effects into account, the experimental spectra were obtained in so-
lution (approximately 10mM toluene solution). Thus, differences between the
spectra could be a result of the calculations failing to take into account solvation
and temperature effects. Nevertheless, for the CCSD calculations, it was investi-
gated if further broadening could be acquired by including additional dynamical
electron correlation in the description of core excitation energies. This was done
by employing the CCSDR(3) method [139] as implemented in the Dalton pro-
gram [148,149], which includes the effect of triple excitations in an approximate
manner. The correction provided by CCSDR(3) was seen to be necessary for a
good description of the N and O K-edge XAS of oxazole (see Section 4.1 and
Publication 2, Appendix B). The CCSDR(3) method is significantly more com-
putationally demanding than CCSD. Therefore, only the first 8 transitions were
computed for a smaller basis set: cc-pVDZ on all atoms. The calculation should
therefore not be compared to results in Fig. 4.3. It is simply a way of investi-
gating if the additional dynamical electron correlation corrects the spectrum by
broadening the main feature. Note also that the correction was attempted only
for the ground state. Moreover, the oscillator strengths were determined at the
CCSD level of theory. In Fig. 4.5, we observe that the transitions do indeed
spread out when CCSDR(3) is employed, resulting in a broader main band. The
characters of the first four transitions can again be attributed to transitions from
the two sulfur atoms to π∗- and σ∗-type orbitals. Moreover, the intensity ra-
tios of the transition types appear to be roughly the same as in the calculation
with a larger basis set on the sulfur atoms. The energetic ordering has, however,
changed when the smaller basis set is used. Nevertheless, since it is the effect
of the triples correction that is investigated, we shall not concern ourselves with
such changes further. Thus, while the BHHLYP and CCSD results are of similar
quality, the CCSD method has the advantage of being systematically improv-
able. This appears to be necessary to reproduce the experimental spectrum and
will be further discussed in a future publication [147]. Note that both solvent
and temperature effects might still be required to fully describe the experimental
spectrum.
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Figure 4.5. BT-1T. Ground state XAS calculated at the CVS-EOM-CCSD (red) and
CVS-EOM-CCSDR(3) (blue) levels of theory. In both calculations, the cc-pVDZ basis
was employed on all atoms. The oscillator strengths were in both cases calculated at the
CVS-EOM-CCSD level of theory and the spectra simulated by employing a Lorentzian
broadening with HWHM=0.33 eV. The CVS-EOM-CCSD spectrum has been shifted
by ∆ to align with the CVS-EOM-CCSDR(3) calculation. Labels show the characters
of the indicated transitions.

Turning our attention to the excited state XAS, further considerations are
required in order to calculate the transitions of interest. It is possible to compute
intensities of some excited state transitions by considering the transition moment
between the initial valence excited state and the core excited state as a kind of
quadratic response (see, e.g., Ref. 150). The corresponding excitation energies
can then be computed as the energy difference between the two states. Such
an approach, though, only gives reliable results for transitions into the lowest
singly-occupied molecular orbital (SOMO) [150]. This is because the final states
for higher excitations cannot be described as a single photon process from the
ground state. An alternative way of predicting the full excited state XAS is by
utilizing IMOM (see Section 1.2.4). Here, one generates the wavefunction for
an excited state configuration and calculates the XAS transitions as one-photon
processes. A drawback of the method is that spin contaminated states might be
obtained [150]. Also, as previously mentioned, the generated excited states are in
this approach no longer orthogonal to the ground state. Furthermore, there must
be one set of MOs that describe the desired excitation well, for the excited state
to be constructed in this manner. Nonetheless, the method has previously been
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reported to yield good results for both CCSD- and TDDFT-based excited state
XAS calculations [150]. While both the quadratic response-like approach and the
IMOM procedure are available in Q-Chem at the fc-CVS-EOM-CCSD level of
theory, only the IMOM procedure is available at the TDDFT level of theory in
Q-Chem. For this system, the core-to-SOMO transitions (where the SOMO is
here HOMO0) were predicted to be dark, regardless of the calculation method
(see Tables F.1 and F.3). This is in good agreement with results by Khalili et
al. [145], who predicted very low intensities of these transitions. Furthermore, the
electron density on the two sulfur atoms is noted to be low in HOMO0 (Fig. F.2),
where the sulfur atoms both fall at the edge of the regions of density. In Fig. 4.3a,
only the IMOM-based excited state XAS spectra are shown. Observe that the
spin-contamination in these excited state calculations resulted in ⟨S2⟩ = 1.0282
for BHHLYP and ⟨S2⟩ = 1.1888 for fc-EOM-CCSD. For a pure singlet state
⟨S2⟩ = 1.0. Note also that the calculated excited state spectrum only consists
of the excited state signal. The experimental spectrum, on the other hand, is
a weighted sum of both the excited state and ground state XAS depending on
the photoexcitation yield. The calculated spectrum in 4.3a is thus only the total
spectrum after photoexcitation in case of 100% yield of the photoexcitation.

As also observed for the S0 spectra, the agreement between the two computed
excited state spectra is good. The agreement between the excited state spectra is
noted to be greater than between the ground state spectra. This has also previ-
ously been reported by Tsuru et al. [150] for other systems. In the excited state,
a low intensity peak is observed to emerge on the low energy side of the main
feature compared to the ground state spectra (See XAS in Fig. 4.3a). This is
attributed to a core-to-LUMO0 transition (see Figs. 4.6 and F.6). The electron
density of the relevant particle NTO is, as previously mentioned, somewhat more
localized on the benzothiodiazole unit compared to LUMO0. Khalili et al. [145]
predicted no distinguishable core-to-LUMO0 transitions, and hence no easy way
of distinguishing the ground and excited state XAS. The core-to-HOMO0 transi-
tions are of so low intensity that they are considered dark. These can be found at
a lower energy still compared to the main band. The peak visible in the experi-
mental excited state spectrum is thus attributed to the core-to-LUMO0 transition
originating on SBT .

The three transitions, giving rise to the main peak of the excited state spec-
trum, is found to be the same as those observed in the S0 spectrum with the
same intensity ratios (see Figs. 4.6 and F.6).

For the excited state, the experiment once again shows a broader main feature
compared to the theoretical calculations. Otherwise, the qualitative agreement
of the spectra is good. Further broadening in the theoretical spectra might be ob-
tained by including additional dynamical correlation, as indicated by the ground
state calculation in Fig. 4.5. Alternatively, this broadening could, as mentioned



4.3 BT-1T 57

(a) Hole (left) and particle (right) NTOs of the 3rd core excitation. The hole NTO is 1s of SBT .
The (α-spin) NTO weight, σ2

K , is 0.78.

(b) Hole (left) and particle (right) NTOs of the 5th core excitation. The hole NTO is 1s of ST .
The (β-spin) NTO weight, σ2

K , is 0.56.

(c) Hole (left) and particle (right) NTOs of the 7th core excitation. The hole NTO is 1s of ST .
The (α-spin) NTO weight, σ2

K , is 0.77.

(d) Hole (left) and particle (right) NTOs of the 8th core excitation. The hole NTO is 1s of SBT .
The (α-spin) NTO weight, σ2

K , is 0.67.

Figure 4.6. BT-1T. Main NTOs for the first four bright core transition of the neutral
molecule in the S1 excited state calculated at the IMOM-fc-CVS-EOM-CCSD level of
theory at the S0 optimized geometry. The aug-cc-pVTZ basis was used on S, and the
cc-pVDZ basis was used on the remaining atoms. Contour value is ±0.01 a.u. The
transitions are labelled in Fig. 4.3 based on character.
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above, be a result of solvation and temperature effects not accounted for in the
calculations.

4.3.2 Cation
In Manuscript 2 (Appendix E), the XAS of the states of interest have also
been determined for the photoionized molecule (BT-1T+) at both the BHH-
LYP and fc-CVS-EOM-CCSD level of theory. All calculations were based on
the structure optimized on the ground state of the neutral molecule (S0) at the
BHHLYP/cc-pVDZ level of theory. In order to compute these spectra, IMOM
was again utilized. The doublet states, D0-D3, were thus generated by choos-
ing the orbital with the same character as HOMO0, (HOMO-1)0, (HOMO-2)0
or (HOMO-3)0, respectively, to be a SOMO (see Manuscript 2, Appendix E).
Except for an overall shift, the CCSD and BHHLYP level spectra are once again
reported to show excellent agreement with only few discrepancies. The main
difference was found to be that BHHLYP finds a higher intensity of a high en-
ergy transition in the main band for D2 and D3 (see Manuscript 2, Appendix
E). Observe, however, that the predicted core-to-SOMO transitions were found
in the same region and with the same intensity ratios. Both D1 and D2 showed
bright core-to-SOMO transitions, while this was not the case for D0 and D3 (see
Manuscript 2, Appendix E).

One interesting discrepancy observed in Manuscript 2 was for the NTO pair
of the core-to-SOMO transition in the D1 state at the fc-CVS-EOM-CCSD level
of theory. Here, the NTO pair indicated an excitation into (HOMO-2)0, which
should be occupied. The TDDFT calculation, on the other hand, gave rise to the
expected transition into (HOMO-1)0. This discrepancy was, as can be seen from
Manuscript 2, attributed to uncertainties related to several transitions contribut-
ing to the considered excitation. Indeed, when using the orbitals of the cation
in D0 as the starting guess for IMOM, the expected NTO pairs were found also
for CCSD (see Manuscript 2, Appendix E). Regardless of whether the orbitals of
the neutral molecule or those of the cation were used as the starting guess in the
IMOM procedure, the same spectral shape was found. Moreover, the CCSD level
calculations showed good agreement with the one carried out at the BHHLYP
level of theory (see Manuscript 2, Appendix E). It was thus concluded, that the
spectral shape determined with the IMOM procedure was reliable. The assign-
ment of the transition character based on NTOs should, however, be done with
care. At the BHHLYP level of theory all core-to-SOMO NTO pairs showed the
expected characters. For further details, see Manuscript 2 (Appendix E).

Manuscript 2 also reports a reordering of the orbitals at both levels of theory,
when generating the excited states. This resulted in the SOMO being highest
in energy for all states, regardless of the character of this orbital. This in turn
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gave rise to the separation between the core-to-SOMO and main bands of the
computed spectra decreasing from D1 to D3 (see Manuscript 2, Appendix E).
The opposite trend would be expected if the orbitals had remained unchanged
compared to the S0 reference. For further details, see Manuscript 2 in Appendix
E.
The main peaks of the spectrum can for all states be attributed to relatively
close-lying transitions both originating on ST and SBT as also seen for the neutral
molecule (see Manuscript 2, Appendix E, for details).
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CHAPTER5
Nuclear Dynamics

Simulations
During this project, two separate molecular dynamics studies have been carried
out utilizing two different methods. First, a study of the well known and exten-
sively investigated photoisomerization of azobenzene was carried out. Secondly,
the charge transfer reaction of the recently studied BT-1T molecule [145,146] was
also investigated.

5.1 Azobenzene

The photoisomerization process of azobenzene was studied using surface hopping
with forced jumps to the ground state as implemented in SHARC-2.1.1 [105]
(see Publication 3, Appendix C). Here, the MCH representation was utilized.
For this simulation, the energies and gradients required were calculated at the
BHHLYP/cc-pVDZ level of theory. The study focused on investigating, which
DOFs must be considered to give the best possible description of the reaction
in both directions. As mentioned in Publication 3, the generally established

Figure 5.1. Azobenzene. Structures of the cis- and trans-isomers involved in the pho-
toisomerization with the CNNC dihedral angle and the CCN angle marked in red and
orange, respectively. The figure is from Ref. 118 (Publication 3, Appendix C).
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procedure is to consider the CNNC dihedral angle, which changes from approx-
imately 0◦ for the cis-isomer to 180◦ for the trans-isomer. In addition, a few
other DOFs to consider might possibly be chosen a priori based on a suggested
mechanism [151–157].

We found that considering the reaction along only a single DOF (the CNNC
angle) gave a good description of the trans-to-cis isomerization [118], as also noted
by Tavadze et al. [155]. The cis-to-trans isomerization, on the other hand, re-
quired two DOFs to obtain a satisfactory description of the reaction [118]. These
two normal modes were found to be related to the CNNC dihedral angle and
the CCN angles as shown in Fig. 5.1. See Publication 3 in Appendix C for
details. The trans-to-cis isomerization was concluded to follow the oscillations
of the dihedral angle, while the cis-to-trans isomerization was found to happen
stepwise [118]. Here, an initial rapid decrease of the dihedral angle and jump to
the ground state was observed, followed by a structural rearrangement, allowing
the CCN angles to relax. Lastly, the final relaxation of the structure to its equi-
llibrium on the trans-isomer ground state was found to take place [118]. These
observations of the cis-to-trans isomerization were noted to be in good agreement
with a previously proposed twist mechanism [152, 153]. For further details, see
Publication 3 in Appendix C.

Another part of the study was to investigate the reason for the long timescale
of the trans-to-cis isomerization. It was discovered that, rather than an energy
barrier on the excited state halting the reaction, the oscillations of the CNNC
dihedral angle simply happen on a long timescale [118]. As the reaction follows
these oscillations, its timescale must depend on this oscillation frequency. For
further details, see Publication 3 (Appendix C).

The utilization of the SH approach proved very useful in this study. Since
the reaction could be considered along all degrees of freedom, it was possible
to investigate, which DOFs were more active. Despite the limited number of
trajectories considered, good agreement of quantum yield and time of jump was
found between the present results and those obtained by experiment [158] and
previous theoretical calculations [120, 159, 160] (see Publication 3, Appendix C).
Thus, it was concluded that little accuracy was lost by using the computationally
cheap approach with forced jumps and a relatively small number of trajectories
[118]. Note that the number of trajectories might not have been sufficient to
describe the process, had it concerned rare events.

5.2 BT-1T

The charge transfer reaction of BT-1T was recently studied at a relatively low
level of theory [145,146]. It has therefore been investigated what could be gained
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by utilizing a more sophisticated simulation method. The previous simulations
were carried out for the photoexcited neutral molecule [145] and for the cation
obtained by photoionization of the neutral molecule [146]. Both studies employed
SH, albeit without forced jumps to the ground state.

SH simulations for both the neutral and ionized molecule were carried out
at the BHHLYP/cc-pVDZ level of theory, as also employed for azobenzene. The
diagonal representation was used for the calculations here, as spin-orbit couplings
were included. Only a small number of trajectories (25) was investigated, as
the simulation was simply used to identify relevant normal modes to include in
the subsequent MCTDH simulation. Moreover, the simulations by Khalili et
al. [145,146] indicated that the decay of the excited state was not a rare event for
either species. The neutral molecule was simulated for 800 fs, as it was predicted
by Khalili et al. [145] that approximately 20% of the trajectories would jump
within 400 fs. The current simulation, indicates a much longer lifetime of the
S1-state, since during the simulation, no trajectories jumped to S0, despite the
use of forced jumps. A longer lifetime was found to be in good agreement with
the experiment carried out by Wenzel Andreasen and co-workers (approximately
20 picoseconds) [147]. This might indicate that the inclusion of some electron
correlation or simply a larger basis set is needed to simulate the dynamics of
the system in a satisfactory way. The above-mentioned experiment will be the
subject of a future publication [147]. Due to the long lifetime of S1, we have
in the present study chosen to focus on the reaction of the photoionized species
for the two types of dynamics simulation (see Manuscript 2, Appendix E). The
neutral species will thus only be studied based on a few optimized geometries
(see Section 6.1).

In the previous study of the cation by Khalili et al. [146], the molecular geom-
etry was optimized for the ground state of the neutral molecule at the restricted-
HF/6-31G level of theory. As also done in our study, the desired amount of
trajectories were obtained by sampling initial conditions using a Wigner distri-
bution. The excited states and PES were then modeled by using Koopmans’
theorem,

EIP
i = −ϵi. (5.1)

Here, the ionization energies are approximated as the orbital energy of the occu-
pied orbital i from which the electron is to be removed. Thus, the first ionization
energy would be equal to minus the orbital energy of the HOMO.

We carried out the SH simulation for 400 fs by considering a photoexcita-
tion of a cation (see Manuscript 2, Appendix E). The excited state PESs were
likewise based on excitation energies of the cation. The final doublet states ob-
tained in this way are noted to correspond to a photoionization (see Manuscript
2, Appendix E).
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The simulation showed a significantly lower QY of the D0 state compared
to the simulation by Khalili et al. [146] (15% compared to 90%). The trends
observed with a fast decay from D3 to D2 and D1 are, however, in good agree-
ment with previous results [146] (see Manuscript 2, Appendix E). Therefore, the
number of simulated trajectories was deemed sufficient for determining the rele-
vant normal modes. Based on the normal modes determined to be of importance,
an MCTDH calculation was carried out. This simulation reproduced the SH re-
sults well, suggesting a low QY of the D0 state (see Manuscript 2, Appendix E).
One discrepancy to note, however, was a significantly longer predicted lifetime
of the D3 state in the MCTDH simulation compared to all SH simulations (see
Manuscript 2, Appendix E). It was investigated, if this was due to the initial
condition sampling, where SH allows all modes to be varied, while the MCTDH
simulation freezes most normal modes. An SH simulation based on initial condi-
tions generated only from the normal modes selected for the MCTDH simulation
was, however, found to show the same trends as the other SH simulations (see
Manuscript 2, Appendix E). Again, an extremely fast decay of the D3 state (50%
decay within the first 5 fs) was observed. Moreover, since the molecule is rela-
tively rigid, it was concluded in Manuscript 2 that the reduced number of DOFs
was not the main cause of the difference. Instead it was suggested to be related
to the lack of, e.g., decoherence in the SH simulations. For further details, see
Manuscript 2 in Appendix E.



CHAPTER6
Time-resolved

Spectra
6.1 Neutral BT-1T

BT-1T is a relatively rigid molecule, as can be observed by comparing structures
optimized to the S0 and S1 states. The changes in some key geometrical parame-
ters (see Fig. 4.1) can be found in the supplementary information of Manuscript 2
(Appendix E). Here, it is evident that only small changes occur. It must nonethe-
less be investigated how these small changes affect the XAS. The spectra for the
S0 optimized structure in both the S0 and S1 states were already shown in section
4.3.1. In Fig. 6.1, these spectra are compared to those obtained at the S1 opti-
mized geometry. As also done before, the simulations at the fc-CVS-EOM-CCSD
and BHHLYP levels of theory are compared.

Evidently, changing the level of theory affects the XAS only little, as also
observed for the S0 optimized structure. The same applies when changing the
geometry. Note particularly that, despite changing the geometry, the core-to-
LUMO0 transition (1s(SBT )→ π∗

1,BT ) does not become distinguishable from the
main band in the S0 XAS. In the S1 XAS, on the other hand, this feature is
clearly distinguishable at both levels of theory for both investigated geometries.
It is thus a signature of the excited state. Note however, that this feature can
only be captured by employing the IMOM procedure.

Despite the overall excellent agreement between the computed spectra, small
differences upon a change in geometry are observable in the intensity of the
main band. This band increases and narrows for the S1 optimized structure
compared to the S0 optimized structure. Moreover, at the S1 optimized geometry,
the separation between the main peak and the lower energy shoulder in the S1
excited state spectrum also increases slightly. Hence, it is concluded that small
changes in the geometry do not significantly affect the qualitative description of
XAS. However, since small changes in the intensities are observed, we expect the
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Figure 6.1. BT-1T. XAS spectra. The spectra are shown for the S0 (bottom) and S1 (top)
states. In each state, the spectrum has been calculated at the fc-CVS-EOM-CCSD level
of theory for a geometry optimized to S0 (red) and S1 (magenta), as well as the BHHLYP
level of theory also for a geometry optimized to S0 (green) and S1 (blue). The calculated
XAS in a) are based on the IMOM procedure and assumes 100% photoexcitation yield.
The aug-cc-pVTZ basis was employed on S, while the cc-pVDZ basis was employed on
the remaining atoms. The spectra were simulated using a Lorentzian broadening with
HWHM=0.33 eV. In order to align with experiment, BHHLYP results are shifted by
25.20 eV, while fc-CVS-EOM-CCSD results are shifted by -6.26 eV. The experimental
excited state spectrum was obtained at a time delay of 5 ps. Transition characters are
indicated by arrows. The S0 XAS results computed at the S0 optimized structure are
from Manuscript 2, Appendix E.



6.1 Neutral BT-1T 67

difference spectrum to be affected. In other words, as the molecule relaxes on
the S1 excited state, the intensity of the main peak is expected to increase. This
should be observable as an increasing positive signal in the difference spectrum.
The latter is calculated in Fig. 6.2 and is found to be in good agreement with the
experimental time-evolution of the difference spectrum shown in Fig. 6.3. Note
that the spectral shape will be unchanged regardless of the S1 photoexcitation
yield, as this only gives rise to an overall scaling.

Figure 6.2. BT-1T. Difference XAS spectrum for 100% of the sample excited to S1 at
(a) the BHHLYP level of theory and (b) the fc-CVS-EOM-CCSD level of theory. The
spectrum is shown for both S1@S0 optimized geometry (solid) and S1@S1 optimized
geometry (dashed) calculated using the IMOM procedure. The subtracted XAS is in
all cases S0@S0 optimized geometry.

The overall shape of the experimental difference spectrum is well reproduced
by theory, at least up until 2475 eV. It is observed that the intensity (both posi-
tive and negative) of the difference spectrum increases over time compared to the
initial difference spectrum obtained directly following the photoexcitation (at ap-
proximately 0.17 ps). This trend is also observed when comparing the computed
difference spectra. Note the slight decrease in the experimental intensity of the
low energy peak of the difference spectrum after approximately 5 ps. This could
be an indication of a beginning decay of the excited state or oscillations around
the excited state equilibrium structure. By using singular-value-decomposition
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Figure 6.3. BT-1T. Experimental difference XAS spectrum at different time delays after
photoexcitation to S1. Unpublished results from a recent experimental campaign led
by Wenzel Andreasen [147].

(SVD), the difference spectrum was found to consist of multiple components,
which can be seen in Fig. 6.4. Here, it is evident that the main feature (shown
in blue) has a long lifetime of more than 20 ps. This feature shows a strong
resemblance to the computed difference spectrum and is thus associated with the
excited state. In contrast, the other two components have significantly faster
decay rates (of the order of a few picoseconds). The decaying signal might thus
be the result of the decay of these other components rather than the decay of the
excited state. This will be considered further in a dedicated publication on the
experimental campaign [147] and will not be discussed more here.

To investigate the overall change in the computed difference spectra further,
the nature of the most intense transitions underlying the main band of both the
S0 and S1 XAS as well as the low energy feature in the S1 XAS was investigated
in terms of NTOs. These were already shown for the S0 optimized structure
in Figs. 4.4 and 4.6 (fc-CVS-EOM-CCSD) and in Appendix F (BHHLYP). At
the fc-CVS-EOM-CCSD level of theory, the NTOs obtained at the S1 optimized
structure are shown in Fig. 6.5 for the S0 XAS and Fig. 6.6 for the S1 XAS. They
are seen to remain unchanged for the small geometrical change considered. At
the BHHLYP level (see Appendix F), the NTOs obtained are the same, however,
the order of the extremely close-lying transitions is noted to change when the
geometry changes. As these transitions occur at almost the same energies, this
does not affect the spectral shape.

Note that, according to our calculations, the highest intensity transitions in
each peak of all calculated spectra originates on SBT (see also the supplementary
information of Manuscript 2 in Appendix E). Particularly, it is noted to be the
case for the excited state bright core-to-LUMO0 transition, which, as mentioned,
is a signature of the S1 XAS. The main band of the excited state spectrum
consists of several transitions, which do not all originate on SBT . In contrast, the
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Figure 6.4. BT-1T. SVD of the experimental difference spectrum. Left: weight of the
three components, middle: shape of the three components, right: decay of the three
components over time. Unpublished results from a recent experimental campaign led
by Wenzel Andreasen [147].

low energy peak is solely a result of the core-to-LUMO0 transition originating on
SBT . An increased electron density on SBT will therefore be observable as an
increase in the intensity of this low energy feature.

To theoretically determine if such a redistribution of charge might occur, the
charge distribution on the two sulfur atoms was considered (see Table 6.1). The
charges are determined as charges from electrostatic potentials using a grid-based
method [161] (CHELPG) in the Gaussian program [162], as also done for the
cation (see Manuscript 2, Appendix E). The partial charge on SBT , according to
the CHELPG calculation scheme, becomes less positive upon excitation. Also,
when the molecular structure relaxes on the S1 PES, this positive charge de-
creases further. The opposite occurs for the ST atom. This indicates that some
(negative) charge transfer from ST to SBT takes place, when the molecule is ex-
cited and thereafter relaxes on the excited state PES. This was also concluded in
the previous study [146]. The transfer of electron density from ST to SBT is thus
expected to allow the core-to-LUMO0 band to increase. Hence, the difference
spectrum should display a peak of increasingly positive intensity around 2471 eV.
This is indeed observed in the experiment (Fig. 6.3), which thus allows us to not
only detect the excited state but also follow the charge transfer reaction.

The main band does, as mentioned, consist of several strong transitions. Like-
wise, more than one strong transition is observed for the high energy feature.
Therefore, the effect of a charge transfer on these bands might be difficult to
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predict. It should, however, be observed that the transition of highest intensity
underlying the main band moves towards lower energies at the S1 optimized struc-
ture. Therefore a region of increased intensity followed by a region of decreased
intensity is found theoretically in the energy region associated with this peak.
The high energy peak, on the other hand, appears to remain in the same place
for the two geometries. Thus, a positive difference signal is found here. These
features are also observable in the experiment.

Despite the lack of trajectories describing the molecular dynamics of the pho-

Table 6.1. BT-1T. CHELPG charges of the sulfur atoms of the neutral BT-1T molecule
in S0 and S1 calculated at the BHHLYP/cc-pVDZ level of theory.

SBT ST

S1@S1 optimized geometry 0.193004 -0.022770
S1@S0 optimized geometry 0.196535 -0.031069
S0@S0 optimized geometry 0.310480 -0.052415

toexcited BT-1T molecule, the time-resolved experiment can be analysed using
the calculations shown. Hence, it would appear that for rigid systems primar-
ily moving on one PES, molecular dynamics simulations can thus be avoided. In
this case, single point calculations at a few optimized structures provide sufficient
information to interpret experimental data.
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(a) Hole (left) and particle (right) NTOs of the 1st core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 0.85.

(b) Hole (left) and particle (right) NTOs of the 2nd core excitation. The hole NTO is 1s of
SBT . The NTO weight, σ2

K , is 0.78.

(c) Hole (left) and particle (right) NTOs of the 3rd core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 0.79.

(d) Hole (left) and particle (right) NTOs of the 4th core excitation. The hole NTO is 1s of SBT .
The NTO weight, σ2

K , is 0.85.

Figure 6.5. BT-1T. Main NTOs of the four bright core transitions constituting the main
peak in the S0 XAS calculated at the fc-CVS-EOM-CCSD level of theory at the S1
optimized geometry. The aug-cc-pVTZ basis was used on S, and the cc-pVDZ basis
was used on the remaining atoms. Contour value is ±0.01 a.u. NTOs calculated at
the BHHLYP level of theory are the same (but reordered, as also seen when inspecting
intensities of the transitions) and can be seen in Appendix F. The transitions are labelled
in Fig. 6.1 based on character.
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(a) Hole (left) and particle (right) NTOs of the 1st core excitation. The hole NTO is 1s of SBT .
The (α-spin) NTO weight, σ2

K , is 0.78.

(b) Hole (left) and particle (right) NTOs of the 6th core excitation. The hole NTO is 1s of ST .
The (β-spin) NTO weight, σ2

K , is 0.52.

(c) Hole (left) and particle (right) NTOs of the 7th core excitation. The hole NTO is 1s of ST .
The (α-spin) NTO weight, σ2

K , is 0.77.

(d) Hole (left) and particle (right) NTOs of the 8th core excitation. The hole NTO is 1s of SBT .
The (α-spin) NTO weight, σ2

K , is 0.67.

Figure 6.6. BT-1T. Main NTOs of the first four bright core transitions in S1 calculated
at the IMOM-fc-CVS-EOM-CCSD level of theory at the S1 optimized geometry. The
aug-cc-pVTZ basis was used on S, and the cc-pVDZ basis was used on the remaining
atoms. Contour value is ±0.01 a.u. NTOs calculated at the IMOM-BHHLYP level
of theory are the same (but reordered, as also seen when inspecting intensities of the
transitions) and can be seen in Appendix F. The transitions are labelled in Fig. 6.1
based on character.
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6.2 BT-1T+

The tr-XAS were also computed for the BT-1T cation at the BHHLYP level
of theory in Manuscript 2 (Appendix E). Again, the aug-cc-pVTZ basis was
used on the sulfur atoms, while the cc-pVDZ basis was employed on the remain-
ing atoms. No CC-based calculations were performed here due to convergence
problems in the IMOM procedure (See Manuscript 2, Appendix E). Since the
TDDFT results yielded results of a similar quality (see Section 4.3.2), this was
not thought to affect the results significantly. The spectrum was computed at
three time-delays based on centroid geometries from an MCTDH simulation em-
ploying BHHLYP/cc-pVDZ level calculations (see Section 5.2 and Appendix E).
As the actual yield of photoionization is unknown, the spectra were computed
under the optimistic assumption of 100% yield. As previously mentioned, this
affects the total spectra, but only results in a scaling of the difference spectra.
The latter are of main interest when considering the changes of the system, which
is the focus here. In Manuscript 2 it was found that the intensity of the spectrum
decreases in regions generally associated with transitions originating on ST . An
increased intensity on the other hand is reported in the region associated with
transitions originating on SBT . According to our calculations, the charge-transfer
reaction of interest is thus observable (see Manuscript 2, Appendix E). This was
also concluded by Khalili et al [146]. For further details, see Manuscript 2 in
Appendix E.
Another conclusion reached was that the total XAS and, in particular, the differ-
ence spectra of BT-1T+ were mainly affected by changes in the electronic states
(see Manuscript 2, Appendix E). The changes to the molecular structure were
found to result in only minor changes. In fact, it was concluded in Manuscript 2
that the difference spectra might be simulated simply by utilizing the spectra cal-
culated at the S0 optimized geometry. In order to obtain the tr-XAS difference
spectrum, these spectra would then need to be scaled by the populations deter-
mined in the dynamics simulation. Thus, significant computational savings might
be obtained when simulating the 2D tr-XAS difference spectra. This conclusion
of Manuscript 2, however, requires further investigations for less rigid molecules
as well as for more structurally dependent spectroscopies. See Manuscript 2 in
Appendix E for details.
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Outlook and
Conclusions

In this thesis, different tools for simulating ultra-fast chemical processes have
been investigated. The work presented here has included both method develop-
ment and computational studies using existing code. In addition to stand alone
theoretical studies, combined theoretical and experimental studies have been pre-
sented.

An implementation of both the ground and excited state molecular gradient
at the coupled cluster singles and doubles (CCSD) level of theory was presented
(Publication 1). The implementation relied on Cholesky decomposition of the
two-electron integrals, which allows for a very efficient code. Indeed, the new
implementation in the open source program eT was shown to be faster than
other existing implementations. Currently it is possible to perform geometry
optimizations, which can be used as the foundation for subsequent calculations
of spectroscopic properties of interest. In time, this implementation might also
lay the foundation for studying molecular dynamics at the CCSD level of theory,
although this will require further work. Moreover, work is in progress to allow the
gradient to be determined for core excited states in addition to valence excited
states.

Throughout this thesis, the performance of coupled cluster based methods,
and in particular CCSD, has been evaluated for describing different X-ray proper-
ties. An implementation of one such property, namely the resonant inelastic X-ray
scattering (RIXS) cross section, was also presented (Manuscript 1). The imple-
mentation was once again carried out in the open source program eT . To the best
of our knowledge, this makes it the first equation-of-motion (EOM-)CCSD level
implementation in an open source production level code. Although the imple-
mentation was focused on EOM-CCSD, the code also allows EOM second-order
approximate coupled cluster singles and doubles (EOM-CC2) calculations to be
carried out. The latter type of calculations are, however, inefficient as the cur-
rent implementation works in full doubles space. In future, however, this should
be optimized, as the EOM-CC2 results were observed to be of similar quality to
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the EOM-CCSD ones, when considering the same valence transitions. Moreover,
the new implementation showed promising results for calculating RIXS spectra
of solvated molecules. The new implementation might furthermore be extended
to the coupled cluster singles and doubles with perturbative triples method and
thereby allow for state-of-the-art calculations. While only ground state RIXS has
been considered here, the implementation might in time be extended to allow also
time-resolved experiments to be analysed.

In addition to the good performance of CCSD in simulating RIXS spectra,
the method also showed good results compared to experiment for valence photo-
electron spectroscopy, X-ray photoelectron spectroscopy, X-ray absorption spec-
troscopy (XAS) and normal Auger-Meitner spectroscopy (Publication 2). Res-
onant Auger-Meitner spectra could, though, not be satisfactorily reproduced at
the CCSD level of theory due to the inability of the method to describe the
spectator decay channel. The XAS simulations were carried out both at the
CCSD and TDDFT levels of theory and the two methods showed good agreement.
This was also the case when simulating the XAS spectra for 4-(2-thienyl)-2,1,3-
benzothiadiazole (BT-1T). In both cases, the agreement with experiment was
improved by adding a correction to the CCSD calculations. Thus, the computa-
tionally cheaper TDDFT method was shown to be a good alternative to CCSD
for the systems investigated here (oxazole, BT-1T and BT-1T+). Nonetheless,
the CCSD method is noted to be systematically improvable, which was neces-
sary to reproduce the experimental XAS of oxazole and BT-1T to a satisfactory
degree.

An essential part of describing ultra-fast chemical processes is to simulate the
nuclear dynamics. Such simulations yield information on molecular structures as
well as populations of states, which are required when simulating time-resolved
(tr) spectroscopy. It was found that molecular dynamics can be qualitatively
well described classically by utilizing surface hopping and a limited number of
trajectories, as long as one does not study rare events (Publication 3). Such a
study can reveal the most important degrees of freedom. This makes it ideal as a
basis for a quantum dynamics calculation, since the latter is only computationally
possible, when the number of degrees of freedom is limited (Manuscript 2).

Finally, it was found that for the relatively rigid BT-1T cation (Manuscript
2), the electronic state affected the resulting tr-XAS significantly more than the
minor structural changes. In fact, it appeared that for the cation, one could sim-
ulate the difference spectrum equally well by considering only the ground state
optimized structure. Avoiding the many calculations of static XAS at different ge-
ometries allows for significant savings in computational resources. For the neutral
molecule, considering only ground- and excited state optimized geometries gave
rise to difference spectra in good agreement with experimental results. The single
point calculations were even able to provide an interpretation of these experimen-
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tal results. Hence, for a rigid molecule mainly evolving on a single electronic state,
a few single point calculations can yield sufficient information to give insights into
experiments. For long lifetimes of several picoseconds, dynamics simulations are
very time-consuming, if at all possible. Avoiding such simulations and instead
considering single point calculations for the relevant electronic states therefore
provides a feasible means of interpretation. Further investigations are needed to
determine if the above conclusions can be extended to less rigid molecules or other
X-ray spectroscopies that may be more sensitive to small structural changes.
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Reproduced from ”Efficient implementation of molecular CCSD gradients with
Cholesky-decomposed electron repulsion integrals”, Anna Kristina Schnack-Petersen,
Henrik Koch, Sonia Coriani and Eirik F. Kjønstad, J. Chem. Phys., 2022, 156,
24411 with the permission of AIP Publishing.
Only the article itself is reproduced here, while the supporting information can
be accessed via https://doi.org/10.1063/5.0087261.
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ABSTRACT
We present an efficient implementation of ground and excited state coupled cluster singles and doubles (CCSD) gradients based on Cholesky-
decomposed electron repulsion integrals. Cholesky decomposition and density fitting are both inner projection methods, and, thus, similar
implementation schemes can be applied for both methods. One well-known advantage of inner projection methods, which we exploit in our
implementation, is that one can avoid storing large V3O and V4 arrays by instead considering three-index intermediates. Furthermore, our
implementation does not require the formation and storage of Cholesky vector derivatives. The new implementation is shown to perform
well, with less than 10% of the time spent calculating the gradients in geometry optimizations. Furthermore, the computational time per opti-
mization cycle is significantly lower compared to other implementations based on an inner projection method. We showcase the capabilities
of the implementation by optimizing the geometry of the retinal molecule (C20H28O) at the CCSD/aug-cc-pVDZ level of theory.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0087261

I. INTRODUCTION
The gradient of the electronic energy with respect to the nuclear

coordinates, known as the molecular gradient, is a particularly useful
quantity in computational chemistry. It is essential for determining
both local energy minima and equilibrium geometries1 and, thus,
for predicting the stability and structure of molecular systems, as
well as their properties at equilibrium. In addition, the molecular
gradient is essential for locating transition state geometries, which
can aid in elucidating chemical reaction paths and in estimating
reaction rates.2 Moreover, molecular gradients are required for pre-
dicting the time evolution of molecular systems since the gradient
provides the forces that act on the atomic nuclei in the absence of
sizable non-adiabatic effects.3,4

Over the past three decades, coupled cluster (CC) meth-
ods have gained popularity5–9 due to their high and systemati-
cally improvable accuracy. Today, they are widely considered the
most efficient for describing dynamical correlation whenever the

ground state is dominated by a single determinant.9,10 Coupled
cluster methods that include approximate triple excitations (such
as CC311) are generally regarded as the state-of-the-art in com-
putational chemistry, but they are still too costly for molecu-
lar systems with more than about fifteen second-row elements.12

Nonetheless, coupled cluster calculations are becoming increas-
ingly feasible, particularly for methods that include double exci-
tations either approximately, such as CC2,13 or in full, that is,
coupled cluster singles and doubles (CCSD).14

It is, therefore, of considerable interest to develop efficient
implementations of molecular gradients at the CCSD level of theory,
both for the ground state and the excited states. Implementations of
such gradients already exist in a number of programs. Ground state
gradients are available in commercial codes, such as Q-Chem15,16

and Gaussian,17 and in open-source programs, such as Psi418,19 and
Dalton,20,21 as well as in free programs, such as CFOUR22,23 and
MRCC.24,25 However, out of the above-mentioned programs, only
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Q-Chem, CFOUR, and MRCC include excited state gradients at the
CCSD level.

Cholesky decomposition (CD) of the electron repulsion
integrals26–34 has become a valuable tool for efficient imple-
mentations in quantum chemistry. Due to the rank-deficiency
of the integral matrix, CD implies significantly reduced com-
putational requirements, both in terms of storage and num-
ber of floating-point operations. The CD method dates back to
the 1970s,26 but it has seen a resurgence of interest over the
past decades due to improvements in algorithms29,35,36 and com-
puter hardware. These developments have made CD competitive
with the prevailing inner projection method, the resolution-of-
identity (RI) or density-fitting method.32,34,37–46 As a result, there
is currently a demand for efficient CD-based coupled cluster
implementations (e.g., for molecular gradients). To date, how-
ever, such implementations are still rather scarce. Indeed, out of
the programs mentioned above, only Q-Chem offers an imple-
mentation of CCSD gradients based on Cholesky-decomposed
integrals.16

The factorized form of the electron repulsion integrals,
obtained by inner projection, has an interesting implication for
molecular gradient algorithms. Two- and three-index density inter-
mediates naturally arise, allowing one to avoid storing the V3O
and V4 blocks of the density matrix. This has been exploited both
in CD for complete active space self-consistent field (CASSCF)35

and in RI for CCSD.19 The equivalence between CD and RI means
that RI implementations can be adapted to the framework of CD,
which is the focus of this work. This strategy was first employed by
Aquilante et al.31 for molecular gradients in density functional the-
ory. An alternative algorithm for CD-CCSD gradients was recently
suggested by Feng et al.16 and implemented in Q-Chem.15 This algo-
rithm similarly employs a strategy where V3O and V4 terms are
avoided,16,33 but it relies on the calculation and temporary stor-
age of Cholesky vector derivatives. This implies a relatively large
O(N4

) storage requirement, thereby imposing a limitation on the
system size. Feng et al. report that, for a system with 418 basis
functions, 0.9 and 91 GB RAM were required to compute the
Cholesky vectors and their derivatives, respectively.16 While these
vectors are processed and released directly after decomposition, the
procedure still requires a large amount of memory. This storage
requirement can, in principle, be reduced to O(N3

) by utilizing
the sparsity of the Cholesky vectors in the atomic orbital (AO)
basis. Another approach, which we employ here, is to calculate
the required terms on the fly, eliminating any need to store the
derivatives.

This paper describes a new and efficient implementation of the
ground and excited state CCSD gradients, which we have incor-
porated into a development version of the open-source program
eT (version 1.6).47 This implementation is partly based on the one
reported by Bozkaya and Sherrill for RI-CCSD,19 where the gradi-
ent is constructed from two- and three-index density intermediates;
for these intermediates, see also the CD-CASSCF implementation by
Delcey et al.35 Our implementation makes use of the recent two-step
CD algorithm by Folkestad et al.36 and is well-suited for large-
scale applications. In particular, as already noted, derivative integrals
involving the auxiliary basis are calculated on the fly, ensuring that
no O(N4

) storage requirements are associated with the Cholesky
vectors.

II. THEORY
A. Analytical expression for the molecular gradient

Using a closed-shell, spin-restricted formulation, the molecular
CCSD gradient is conveniently derived from the Lagrangian

L = E +∑
μ≠0

ζ̄μΩμ +∑
p≤q

κ̄pq(Fpq − δpqϵp) + λ̄O

=∑
pq

hpqDpq +∑
pqrs

gpqrsdpqrs +∑
p≤q

κ̄pq(Fpq − δpqϵp) + λ̄O, (1)

where E is the energy, hpq and gpqrs are the one- and two-
electron integrals associated with the Hamiltonian H, respectively,
and Dpq and dpqrs are one- and two-electron densities, respec-
tively. Lagrangian multipliers are denoted with a bar (ζ̄μ, κ̄pq, λ̄).
Furthermore,

Ωμ = ⟨μ∣H̄∣HF⟩, (2)

where ∣HF⟩ is the Hartree–Fock state and

H̄ = exp(−T) exp(κ)H exp(−κ) exp(T). (3)

Here, κ denotes the orbital rotation operator, and it is implied
that κ = 0 at the nuclear geometry where the derivative is to be
evaluated.21,48 The cluster operator is T = ∑μ tμτμ, where τμ is
an excitation operator and excited configurations are denoted as
∣μ⟩ = τμ∣HF⟩; in addition, τ0 = I and hence ∣0⟩ = ∣HF⟩. Moreover, the
Fock matrix is given as

Fpq = hpq +∑
k
(2gpqkk − gpkkq), (4)

and ϵp denotes the energy of the pth molecular orbital (MO). Finally,
O is defined such that O = 0 ensures normalization, i.e., that the left
and right coupled cluster states are binormal. This term is described
in more detail below.

The integrals in the Fock matrix (Fpq) are always expressed in
the MO basis, whereas the integrals in the coupled cluster energy
are either expressed in the MO basis or in the T1-transformed basis.
Above and throughout, p, q, r, and s are used to denote generic MOs;
i, j, k, and l denote occupied MOs; and a, b, c, and d denote virtual
MOs.

The expressions for the energy E and the normalization condi-
tion O depend on whether we are considering the ground state or an
excited state. In particular,

EGS
= ⟨HF∣H̄∣HF⟩, (5)

EES
=∑

μν
Lμ⟨μ∣H̄∣ν⟩Rν, (6)

and

O GS
= 0, (7)

O ES
= 1 −∑

μ
LμRμ, (8)
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where Lμ and Rμ denote the left and right excited state amplitudes,
respectively. For the ground state, normalization is automatically
fulfilled10 and can be ignored (O GS

= 0).
The stationarity conditions with respect to ζ̄μ and κ̄pq are,

respectively, the well-known amplitude and canonical Hartree–Fock
equations, Ωμ = 0 and Fpq = δpqϵp. Furthermore, the stationarity
condition with respect to λ̄ enforces the biorthonormality con-
straint. The orbital rotation multipliers κ̄pq are determined from the
stationarity condition with respect to the orbital rotation parameters
κpq,21,48,49

∂L
∂κpq

= 0 ⇐⇒ κ κA = − κη. (9)

Here,

κApqrs = δprδqs(ϵp − ϵq)

+ (vs − vr)(4gpqrs − gprqs − gpsrq), (10)

with vr equal to 1 if orbital r is occupied and 0 otherwise.50 In the
case of CCSD, κη is given as21,50

κηpq =∑
t

hpt(Dtq +Dqt) −∑
t

hqt(Dtp +Dpt)

+∑
rst

gptrs(dtqrs + dqtrs) −∑
rst

gqtrs(dtprs + dptrs). (11)

Similarly, the amplitude multipliers ζ̄μ are determined from the sta-
tionarity condition with respect to the coupled cluster amplitudes
tμ,

∂L
∂tμ
= 0, (12)

which yields different equations for the ground and the excited
states. In particular,

ζ̄ GSA = −η, (13)

ζ̄ ESA = −η − JA − F(L)R, (14)

with

Aμν = ⟨μ∣[H̄, τν]∣HF⟩, (15)

ημ = ⟨HF∣[H̄, τμ]∣HF⟩, (16)

Jai =∑
bj

Lab
ij Rb

j , (17)

F(L)μν =∑
λ

Lλ⟨λ∣[[H̄, τμ], τν]∣HF⟩. (18)

For the ground state, we obtain the ground state multiplier equa-
tions, Eq. (13), and we will let ζ̄ GS

= t̄, following the conventional
notation for these multipliers.10 For the excited states, Eq. (14) is
obtained. The excited state multipliers, referred to below as the
amplitude response, will similarly be denoted as ζ̄ ES

= t̄ ES.
With all orbital and wave function parameters variationally

determined, the gradient can now be evaluated as the first partial

derivative of the Lagrangian with respect to the nuclear coordi-
nates. With appropriately defined densities (see Appendix A), this
derivative can be written as21,48

L (1) =∑
pq

h(1)pq Dpq +∑
pqrs

g(1)pqrsdpqrs +∑
p≤q

κ̄pqF(1)pq , (19)

where h(1)pq and g(1)pqrs denote one- and two-electron derivative inte-
grals, respectively, and F(1)pq denotes the derivative Fock matrix. The
one- and two-electron derivative integrals are here evaluated in an
orthonormal MO (OMO) basis, i.e., a basis strictly orthonormal at
all geometries.51,52 These OMOs are obtained from the nonorthog-
onal unmodified MOs (UMOs), which are defined from the AOs at
the displaced geometry and the MO coefficients of the unperturbed
geometry. The orthonormalization matrix that transforms UMOs to
OMOs defines an orbital connection and is known as the connection
matrix.52

Here, we will use the symmetric connection for which the con-
nection matrix is given as the inverse square root of the UMO
overlap matrix.51 For this connection, the derivative of the OMO
Hamiltonian can be written as

H(1) = H[1] −
1
2
{S[1], H}, (20)

where H[1] and S[1] denote derivatives of the Hamiltonian and of
the overlap in the UMO basis, respectively. The second term of
Eq. (20) is known as the reorthonormalization term. The UMO
derivatives are evaluated by differentiating the AO integrals and then
transforming them to the UMO basis. The notation {A, B} means
the one-index transformation of operator B by the transformation
matrix A,51

{A, B}pq =∑
t
(AptBtq + AqtBpt), (21)

{A, B}pqrs =∑
t
(AptBtqrs + AqtBptrs

+ ArtBpqts + AstBpqrt). (22)

The expression for F(1) is similar to that for H(1) in Eq. (20)
and is omitted. See Refs. 51 and 52 for further details on orbital
connections.

We will begin by deriving expressions for the UMO contribu-
tions to the gradient, that is, the contributions originating from the
first term in Eq. (20). The reorthonormalization contributions are
presented separately (see Sec. II D).

The first term in Eq. (19) has been thoroughly described in
other works for the CCSD case, e.g., by Scheiner et al.53 The sec-
ond and third terms are not trivial and will be described in more
detail. For the second term, the CCSD two-electron densities are
required. Expressions for both ground and excited state densities
have been rederived and are given in Appendix A. Evaluating this
term also requires that we consider the electron repulsion integrals.
Below, unless otherwise specified, these integrals are expressed in
the T1-transformed basis, and hence, the densities have been made
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independent of T1, see Eq. (A1). In the T1-transformed basis, the
Hamiltonian integrals can be written

hpq =∑
rs

xpryqshMO
rs , (23)

gpqrs = ∑
tumn

xptyquxrmysngMO
tumn, (24)

where x = I − t1 and y = I + tT
1 and hMO and gMO denote integrals

expressed in the MO basis.10

To find expressions for the derivatives of gpqrs, we expand the
integral matrix in terms of its Cholesky decomposition. That is, we
write

gpqrs = (pq∣rs) =∑
KL
(pq∣K)(S−1

)KL(L∣rs)

=∑
J

LJ
pqLJ

rs, (25)

where

SKL = (K∣L), (26)

and where K and L are elements in the Cholesky basis.26,30 The
Cholesky decomposition of S defines the Q matrix, from which we
can evaluate the inverse of S,

S = QQT
Ô⇒ S−1

= Q−TQ−1, Q−T
= (Q−1

)
T. (27)

This yields the definition of the Cholesky vectors,

LJ
pq =∑

K
(pq∣K)Q−T

KJ . (28)

The Cholesky vectors are also expressed in the T1-transformed basis,
where

LJ
pq =∑

rs
xpryqs(LJ

rs)
MO. (29)

Here, (LJ
rs)

MO denotes the Cholesky vectors in the MO basis. From
the above definitions, we can write the derivative two-electron
integrals as

(pq∣rs)[1] =∑
K
(pq∣K)[1]ZK

rs +∑
L
(rs∣L)[1]ZL

pq

−∑
MN

ZM
pqS

[1]
MN ZN

rs , (30)

where we have defined

ZK
rs =∑

L
(S−1

)KL(L∣rs), (31)

and used the identity

(S−1
)
[1]
= −S−1S[1]S−1. (32)

Upon contraction with the two-electron density, the UMO contri-
bution to the second term of Eq. (19) becomes

∑
pqrs

dpqrs(pq∣rs)[1] = 2∑
pqK
(pq∣K)[1]WK

pq −∑
MN

VMNS [1]MN , (33)

with

WK
pq =∑

rs
dpqrsZK

rs , (34)

VMN =∑
pq

ZM
pqWN

pq. (35)

The first term in Eq. (33) is more conveniently calculated in the non-
transformed basis by transferring the T1-terms back to WK

pq,

(WK
pq)

MO
=∑

rs
xrpysqWK

rs , (36)

before contracting with the differentiated MO integrals,
(pq∣K)[1],MO.

B. Two-electron density intermediates
Expressions for various blocks of the two-electron density are

reported in Appendix A. In this section, we describe in detail the
two- and three-index density intermediates. All contributions to
WJ

pq from the O4, O3V , and O2V2 density blocks are constructed
straightforwardly by contracting the density block with ZJ

pq; hence,
we will not discuss them further. To avoid storing the V4 and
OV3 blocks of the density in memory, and, in addition, to avoid
batching when constructing the OV3 terms, we directly build their
contributions to WJ

pq and store these instead. For improved read-
ability, Einstein’s implicit summation over repeated indices will be
used in the remainder of this section. The contributions from the
OV3-density blocks to the gradient are

dabci(ab∣ci)[1] = (ab∣K)[1]WK
ab

+ (ci∣L)[1]WL
ci − VMNS [1]MN , (37)

dabic(ab∣ic)[1] = (ab∣K)[1]WK
ab

+ (ic∣L)[1]WL
ic − VMNS [1]MN. (38)

For these terms, we directly construct the contributions to WK
ci and

WK
ic , as well as to WK

ab and VMN , from the two OV3 blocks of the
two-electron density. From dabci, we obtain, for the excited state, the
contributions

WK
ab = Rb

j XK
aj, (39)

WK
ci = Lac

ji PK
aj, (40)

VMN = ZM
abWN

ab + ZM
ci WN

ci , (41)

where Lac
ji and Rb

j denote excited state amplitudes (see Appendix A).
For the ground state, all contributions from dabci are zero. From dabic,
we similarly obtain

WK
ab = La

mỸK
bm(T2)R0, (42)

WK
ic = t̃cb

imR0OK
bm, (43)

VMN = ZM
abWN

ab + ZM
ic WN

ic , (44)

for the ground state, and
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WK
ab = La

mỸK
bm(R̃2)

+ 2Xab(L2, T2)PK
−O J

aiR
b
i

− (Vakbi(L2, T2) + Yakbi(L2, T2))PK
ik + 2QK

akRb
k

+WamỸK
bm(T2) − KicabZK

ic , (45)

WK
ic = (2R̃bc

mi − R̃cb
mi)O

K
bm

+ 2CK Rc
i − Xac(L2, T2)PK

ai

− KK
ik Rc

k + 2Yakci(L2, T2)PK
ak

+UK
bm t̃bc

mi − SiacbZK
ab, (46)

VMN = ZM
abWN

ab + ZM
ic WN

ic , (47)

for the excited state. The introduced intermediates are given in
Table I.

The V4 density contribution to WJ
ab is also evaluated directly as

a contraction between the density and ZK
cd, albeit with batching. This

contribution is the steepest-scaling term in the gradient and implies
the calculation of the density contribution,

O(2)abcd = Lac
ij Cbd

ij . (48)

To evaluate this term as written would have a cost of O2V4. How-
ever, it is possible to reduce the cost by a factor of four by adapting

TABLE I. Intermediates used to construct the WK
ab, WK

ci , and WK
ic density inter-

mediates. Here, C2 denotes a set of double amplitudes, and C̃ab
ij = 2Cab

ij − Cab
ji .

Also, R̃2 is a redefinition of the R2 amplitudes (see Appendix A). In the expres-
sions given in this table, C2 = T2. The definition of C2 may be different as
C2 is merely a placeholder; see also Appendix A. Summation over repeated indices
is assumed.

t̃ab
ij = 2tab

ij − tab
ji

Wai = Lad
il Rdl

Xab(L2, C2) = Lad
kl Cbd

kl
Yajbi(L2, C2) = Lad

jl Cbd
il

Vajbi(L2, C2) = Lac
kj Cbc

ki

Siacb = Biamntbc
mn

Biamn = Lad
mnRd

i
KK

ik = (Vakbi(L2, T2) + Yakbi(L2, T2))ZK
ab

XK
aj = Lac

ji ZK
ci

PK
aj = Rb

j ZK
ab

ỸK
bm(C2) = C̃cb

imZK
ic

PK
= Rc

i Z
K
ic

O J
ai = Xac(L2, T2)ZK

ic
PK

ik = Rc
kZK

ic
QK

ak = Yakci(L2, T2)ZK
ic

Kicab = (Lad
mnRd

i )t
bc
mn

QK
= Xab(L2, T2)ZK

ab
PK

ai = Rb
i ZK

ab
UK

bm =WamZK
ab

the well-known strategy for constructing the A2 term of Ω.54 In
the case of Eq. (48), we form the symmetric and anti-symmetric
combinations of L2 and C2,

Xab±
ij = Xab

ij ± Xab
ji , X = L2, C2. (49)

Then, by contracting the symmetric and anti-symmetric terms sep-
arately and adding them together, we need not loop over all indices,
but merely i ≥ j, a ≥ c, and b ≥ d, leading to an eight-fold reduction
in cost. However, since this must be done twice (for symmetric and
anti-symmetric terms), the net reduction in cost is a factor of four.

C. Orbital relaxation contributions
In order to obtain the gradient, all three terms of Eq. (19) must

be evaluated. So far, we have not yet discussed the third term. First,
the κ̄ parameters are determined from the Z-vector equation given
in Eq. (9). Since CCSD is orbital invariant, we only consider the
VO block of the κ̄ vector.21 The UMO contribution to the orbital
relaxation then reads

∑
ai

κ̄aiF[1]ai =∑
ai

κ̄ai
⎛

⎝
h[1]ai +∑

j
(2g[1]aijj − g[1]ajji )

⎞

⎠
. (50)

The integrals are here expressed in the MO basis. For efficiency,
the second and third terms are rewritten by using the Cholesky
decomposition,

∑
aij

κ̄ai(2g[1]aijj − g[1]ajji ) =∑
aiK

KK
ai(ai∣K)[1]

+∑
jK

LK
(K∣ jj)[1] +∑

ijK
NK

ji (K∣ ji)
[1]

−∑
KL

MKLS[1]KL +
1
2∑KL

OKLS[1]KL . (51)

The introduced intermediates are given in Table II. The first three
terms are added to the WJ

pqg[1]pqrs term, while the remaining terms are
added to the VMN S[1]MN term [see Eq. (33)].

To determine κ̄ai, we also need the right-hand-side of the
Z-vector equation. This vector is conveniently constructed from a
three-index intermediate W̃J

pq =WJ
pq(L), defined as WJ

pq, but con-
structed using LJ

pq rather than ZJ
pq. In terms of this intermediate, and

using integrals expressed in the MO basis, we have21

κ̄ηai = (1 − Pai)
⎛

⎝
∑

t
Dtihat +∑

tJ
W̃ J

tiL
J
at
⎞

⎠
, (52)

TABLE II. Intermediates used to construct ∑aij κ̄ai(2g[1]aijj − g[1]ajji ). Here, ZK
pq is

expressed in the MO basis.

KK
ai = ∑j κ̄ai(2ZK

jj − ZK
ji )

LK
= 2∑ai κ̄aiZK

ai
NK

ji = −∑a κ̄aiZK
aj

MKL = ∑j LK ZL
jj

OKL = ∑ij NK
ji ZL

ji
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where PaiXai = Xia and

Dpq = Dpq +Dqp, (53)

W̃ J
pq = W̃J

pq + W̃J
qp. (54)

D. Reorthonormalization contributions
The second term in Eq. (20) gives rise to reorthonormalization

contributions to the gradient. These contributions can be expressed
as −∑pqFpqS[1]pq , where

Fpq =∑
i

⎛

⎝
Dpihqi +∑

J
W̃ J

piL
J
qi
⎞

⎠
+F κ̄

pq. (55)

The orbital relaxation contribution F κ̄
pq is described in detail in

Appendix B. All terms in Eq. (55) are in the MO basis.

III. COMPUTATIONAL DETAILS
The CD-CCSD gradient for ground and excited states has

been implemented in a development version of eT 1.6. We apply
the gradient implementation to determine equilibrium geometries
for thymine, azobenzene, and retinal (see Fig. 1), where we con-
sider the ground state in all three systems and the lowest singlet
excited state in thymine and azobenzene. To perform these cal-
culations, we have also implemented an optimizer that uses the
Broyden–Fletcher–Goldfarb–Shanno (BFGS) algorithm with the
rational function (RF)55 level shift. This implementation makes use
of the redundant internal coordinates introduced by Bakken and
Helgaker,56 along with the initial “simple model Hessian guess”
proposed by the same authors.

For comparison, we carried out CD-CCSD calculations with
Q-Chem 5.415 and RI-CCSD calculations with Psi4 1.3.18 The
aug-cc-pVDZ basis was used in all calculations. For consistency with
our implementation, we disabled the frozen core approximation in
Q-Chem and Psi4. Default thresholds were used in all calculations,
except in the case of the CD convergence threshold. The reason for
this is that a CD threshold of, e.g., 10−3 can result in slow con-
vergence because the Cholesky basis varies on the potential energy
surface, causing discontinuities of the same order of magnitude as

FIG. 1. Ground state geometries, optimized at the CCSD/aug-cc-pVDZ level, for
thymine (top left), azobenzene (top right), and retinal (bottom).

the CD threshold. This was also observed by both Aquilante et al.31

and Feng et al.16 Thus, in order to converge the gradient to 3 × 10−4

(the Baker convergence criterion), we employed a tighter CD thresh-
old of 10−4 throughout. The one exception to this was for the large
retinal molecule, where we instead applied a CD threshold of 10−3.

The eT program does not utilize point group symmetry,
whereas this was enabled in Q-Chem and Psi4. However, the initial
geometries do not possess point group symmetry, and this should,
therefore, not affect the comparison of timings significantly. Initial
and optimized molecular geometries can be found in Ref. 57. At the
initial geometries, the excitation energies in thymine and azoben-
zene are 5.20 and 3.46 eV, respectively; at the optimized excited state
geometries, the excitation energies are 3.98 and 2.35 eV. All calcula-
tions were performed on one node with two Intel Xeon E5-2699 v4
processors with 44 cores and given 1 TB of shared memory.

IV. RESULTS AND DISCUSSION
A. Timing comparisons of different implementations

To demonstrate the efficiency of our implementation, we com-
pare calculation times for geometry optimizations of a small system
(thymine) and a medium-large system (azobenzene) with the Psi4
and Q-Chem programs. Excited state gradients are not available in
Psi4, and thus, excited state geometry optimizations have not been
performed with this program. We report the percentage of the time
spent determining the gradients for the eT calculations. This is not
reported for Q-Chem or Psi4, as this time is not directly available
from their respective outputs.

Timings for eT and Psi4 are given in Table III. From the results,
we see that the calculation of the gradient amounts to only 7% of
the total calculation time, illustrating the efficiency of the gradient
implementation. Here, the time required to determine the multipli-
ers is not included in the gradient time. This task may represent a
significant part of the total time, but it is determined by the effi-
ciency of the existing implementation of Jacobian transformations,
rather than the construction of the gradient, which is the focus of
this work. We observe that the calculation time required by eT , per
optimization cycle, is roughly half of that required by Psi4. This pri-
marily reflects the difference in the efficiency of the ground state
implementation in the two programs.

When applying an inner projection method, the integral costs
are proportional to the size of the auxiliary basis.36 In the density-
fitting scheme used in Psi4, the thymine calculation required 786
auxiliary basis functions, while 967 functions were used in our CD-
based implementation. These two numbers are of the same order
of magnitude; thus, the computational resources required should
be comparable. This is also the case for the azobenzene calcula-
tions, in which Psi4 and eT required 1238 and 1444 auxiliary basis
functions, respectively. Hence, the two approaches are similar in
terms of computational costs. However, note that the time spent
on the Cholesky decomposition itself is negligible and that the
resulting integral errors are strictly lower than the CD threshold
(here 10−4). Such strict error control is not possible with the
density-fitting method.

Timings for eT and Q-Chem are given in Table IV. We now
also consider excited state geometry optimizations and observe once
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TABLE III. Ground state calculation times for thymine and azobenzene using Psi4 and our new implementation in eT . The number of optimization cycles required, ncycles, is
reported, as well as the total calculation time, ttotal, and the time per cycle, tcycle. The average fraction of time spent calculating the gradient per optimization cycle, tgradient, is
reported for eT .

eT Psi4

ncycles ttotal tcycle tgradient (%) ncycles ttotal tcycle

Thymine 6 42 min 7 min 6.8 7 2 h 4 min 18 min
Azobenzene 10 7 h 42 min 46 min 7.1 7a 14 h 27 min 2 h 4 min
aThe optimization failed after seven cycles in Psi4.

TABLE IV. Ground and excited state calculation times for thymine and azobenzene using Q-Chem and our new implementation in eT . The excited states are the lowest singlet
states in all cases. The number of optimization cycles required, ncycles, are reported, as well as the total calculation time, ttotal, and the time per cycle, tcycle. The average fraction
of time spent calculating the gradient per optimization cycle, tgradient, is reported for eT .

eT Q-Chem

ncycles ttotal tcycle tgradient (%) ncycles ttotal tcycle

Thymine (GS) 6 42 min 7 min 6.8 7 3 h 42 min 32 min
Thymine (ES) 7 2 h 3 min 18 min 4.7 7 5 h 42 min 49 min
Azobenzene (GS) 10 7 h 42 min 46 min 7.1 7 22 h 53 min 3 h 16 min
Azobenzene (ES) 9 23 h 0 min 2 h 33 min 4.2 6 33 h 43 min 5 h 37 min

again that the calculation time is not dominated by the gradient. In
fact, the calculation of the gradient amounts to 5% of the full cal-
culation time for the excited state (compared to 7% for the ground
state). Note that when reporting the time spent on determining the
excited state gradients, we have again excluded the time needed to
determine the amplitude response.

From Table IV, it is furthermore observed that we can carry
out ground state optimizations in roughly 50% of the time required
by Q-Chem, or even less. The savings are significantly larger for
ground state optimizations. This can be attributed to differences,
between the two programs, in the efficiency of the ground and
excited state implementations. The calculation time in Q-Chem

can be significantly reduced with the utilization of the frozen core
approximation (for timings, see the supplementary material), result-
ing in computation times for the excited state, which are compa-
rable to those observed in eT without this approximation. For the
ground state, however, our new implementation still offers signifi-
cant time savings, despite frozen core calculations being inherently
less computationally demanding.

The reported comparisons were carried out without enforcing
point-group symmetry. As also noted above, further improvements
to the Q-Chem and Psi4 timings could have been obtained by start-
ing from geometries with point-group symmetry. Further gains are
also possible with a single-precision execution.58

TABLE V. Optimized and experimental ground state bond lengths, r (pm), and angles, α (deg), for ten small molecules. The experimental and calculated CCSD/cc-pCVQZ
results are taken from Ref. 10.

CD-CCSD/cc-pCVQZ CCSD/cc-pCVQZ Experiment

Molecule Bond (rAB) Angle (α) r (pm) α (deg) r (pm) α (deg) r (pm) α (deg)

H2O OH ∠HOH 95.4 104.5 95.4 104.5 96.6 104.5
HOF OH ∠HOF 96.2 98.6 96.2 98.6 96.6 97.5
H2O2 OH ∠HOO 95.8 100.7 95.8 100.7 96.7 102.3
NH3 NH ∠HNH 100.9 106.6 100.9 106.6 101.1 106.7
N2H2 NH ∠HNN 102.5 106.6 102.5 106.6 102.9 106.3
HNO NH ∠HNO 104.8 108.3 104.8 108.3 106.2 108.5
C2H4 CH ∠HCH 107.9 117.0 107.9 117.0 108.1 117.4
CH2O CH ∠HCH 109.9 116.4 109.9 116.4 110.1 116.3
CH2 CH ∠HCH 110.5 102.0 110.5 102.0 110.7 102.4
O3 OO ∠OOO 124.1 117.8 124.1 117.8 127.2 116.8
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B. Comparisons of obtained geometries for small
molecules

In order to investigate the accuracy of our CD-CCSD imple-
mentation compared to standard CCSD, optimized bond lengths
and bond angles have been determined for 10 small molecules. It
is observed from Table V that our CD-CCSD/cc-pCVQZ results
(CD-threshold 10−4) exactly reproduce previously reported results10

using standard CCSD. Our results are thus well converged within
the accuracy of the CCSD model, and hence, we conclude that no
accuracy is lost by employing CD.

C. Convergence threshold effects
We have also studied the effect of changing the CD and gradi-

ent convergence thresholds on the final geometry of thymine—as
measured by changes in redundant internal coordinates.56 From
Table VI, we observe that a very small error is obtained in the final
geometry, even at a CD threshold of 10−3. This small error was also
pointed out by Feng et al.16 At our chosen CD threshold of 10−4,
the largest change in bond length is 0.01 pm; the changes in angles
and dihedral angles are smaller than 0.002 radians, corresponding to
about 0.01○. Thus, at the CCSD level of theory, the optimized geom-
etry of thymine can be considered fully converged with our chosen
CD threshold.

It must be noted, however, that even at this threshold, small
differences in the CD basis can occur. This may cause changes in
the number of required optimization cycles from run to run, but the
final geometries remain unchanged within the specified convergence
thresholds.

D. Illustration of large-scale application
To showcase the applicability of our implementation, we have

also performed geometry optimization on retinal, which contains
49 atoms and 150 electrons, corresponding to 735 basis functions
with our chosen basis set (aug-cc-pVDZ). This optimization was
only carried out using eT . Timings are summarized in Table VII.
While the calculation does indeed put a strain on the computational
resources, requiring 17 hours per optimization cycle, it can in fact be
performed. As in the previous examples, the time spent calculating
the gradient amounts to only a small fraction of the total calculation
time. Note that this calculation was performed using a development
version of eT 1.4. The version used in the other calculations (eT 1.6)

TABLE VI. Deviations in the optimized geometry of thymine. The deviations are given
relative to an optimized geometry obtained with a CD convergence threshold of 10−8

and a gradient convergence threshold of 3 × 10−8. Changes in internal coordinates
are measured by the largest change in a bond length (Δr), an angle (Δα), and a
dihedral angle (Δθ).

CD threshold
Gradient
threshold

Max Δr
(pm)

Max Δα
(rad)

Max Δθ
(rad)

10−3 3 × 10−3 0.058 0.000 68 0.0012
10−4 3 × 10−4 0.012 0.000 40 0.0012
10−5 3 × 10−5 0.002 0.000 07 0.0010

TABLE VII. Calculation time for optimizing the geometry of retinal in eT . The number
of optimization cycles required, ncycles, are reported, as well as the total calculation
time, ttotal, the time spent per cycle, tcycles, and the average time spent calculating
the gradient per optimization cycle, tgradient. The CD convergence threshold was here
10−3.

ncycles ttotal tcycle tgradient

Retinal (GS) 24 17 d 10 h 23 min 17 h 26 min 6.6%

includes some optimizations of the left Jacobian transformation,
potentially allowing for further reductions in computational cost.

V. CONCLUSIONS
We have presented an efficient implementation of CCSD gra-

dients for ground and excited states based on Cholesky-decomposed
electron repulsion integrals. Since CD is an inner projection scheme,
we have chosen an implementation approach that follows earlier
schemes19,35 for CD and RI where one avoids the storage of OV3

and V4 arrays by constructing three-index intermediates. We have,
furthermore, chosen not to store the derivative Cholesky vectors;
instead, the associated contributions are constructed on-the-fly. This
allows us to significantly reduce the storage requirements.

Relative to Psi4 and Q-Chem, our implementation was shown
to reduce the calculation time of geometry optimizations by roughly
a factor of two. To a large extent, this reduction in time reflects the
efficiency of the coupled cluster code in the eT program. However,
the calculation of gradients was found to require only a small frac-
tion of the total calculation time, showcasing the efficiency of the
gradient implementation.

The capabilities of our implementation were highlighted by
showing that a geometry optimization of retinal could be carried out.

Further reduction in computational demands would be
achieved by means of the frozen-core approximation. Work on this
is currently in progress.

SUPPLEMENTARY MATERIAL

See the supplementary material for the comparison of frozen-
core and non-frozen-core calculations in Q-Chem as well as a break-
down of timings for ground and excited state geometry optimization
calculations of azobenzene and thymine.
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APPENDIX A: TWO-ELECTRON DENSITIES

The two-electron density is here taken as

dpqrs = Lν⟨ν ∣e−T2 epqrseT2 ∣ρ⟩Rρ, (A1)

where

epqrs = EpqErs − δqrEps. (A2)

Note that we are using a T1-transformed basis, where the
T1-dependence has been moved into the derivative integrals, as
they will be contracted with the density later on. Throughout, we
assume a spin-adapted singlet basis, where the kets are expressed in
the so-called elementary basis and bras are expressed in the basis
biorthonormal to the kets.10

In the expression for the density, we can write, for the ground
state,

L0 = 1, Lμ = t̄μ, (A3)

R0 = 1, Rμ = 0, (A4)

and, for excited states,

L0 = 0, Lμ = Lμ, (A5)

R0 = 0, Rμ = Rμ, (A6)

where R and L are defined for μ > 0, and

AR = ωR, (A7)

ATL = ωL. (A8)

In addition, for the excited state, we must add terms with

L0 = 0, Lμ = t̄ES
μ , (A9)

R0 = 1, Rμ = 0, (A10)

to the density in order to account for the amplitude response ζ̄μ.
These terms are formally identical to the terms of the ground state
density that do not include L0, and they are, therefore, not written
out explicitly. This also applies to the one-electron density.

In the following, we shall utilize that R2 can be written as R̃2,

R2 =
1
2∑aibj

Raibj(1 + δai,bj)EaiEbj

≡
1
2∑aibj

R̃aibjEaiEbj = R̃2. (A11)

There are eight unique combinations of occupied and virtual indices
because of the symmetry,

epqrs = erspq ⇒ dpqrs = drspq. (A12)

For each of these combinations, we derive below the correspond-
ing CCSD two-electron density block. For improved readabil-
ity, Einstein’s implicit summation over repeated indices will be
used.

For the ground state, we obtain and implement

dgs
ijkl = (L0R0)Λijkl +O(2)ijkl (L2, T2)R0, (A13)

dgs
aijk = (2La

i δjk − La
kδji)R0, (A14)

dgs
ijka = O(M)ijka (L1, T2)R0, (A15)

dgs
abij = O(2)abij(L2, T2)R0, (A16)

dgs
aibj = Lab

ij R0, (A17)

dgs
iajb = 2R0L0 t̃ab

ij + R0
1
2

O(2)iajb(L2, T2), (A18)

dgs
aijb = O(M)aijb (L2, T2)R0, (A19)

dgs
abci = 0, (A20)

dgs
abic = La

m t̃cb
imR0, (A21)

dgs
abcd = O(2)abcd(L2, T2)R0, (A22)

and, for the excited state, we similarly obtain and implement

des
ijkl = O(2)ijkl (L2, R̃2) + (LTR)Λijkl +O[1]ijkl (L1, R1), (A23)

des
aijk = −Lad

ik Rdj + 2Waiδjk −Wakδji, (A24)

des
ijka = O(M)ijka (L1, R̃2) − 2Xij(L2, T2)Ra

k + Xkj(L2, T2)Ra
i + XdaRd

i δjk

+ (Vdjai(L2, T2) + Ydjai(L2, T2) − 2δijXda(L2, T2)))Rd
k

+ (Zijkl(L2, T2) + Xil(L2, T2)δjk − 2δijXkl(L2, T2)))Ra
l

− t̃ea
ik Wej − (t̃ea

miδjk − 2δij t̃ea
mk)Wem − Ỹdjak(L2, T2)Rd

i , (A25)

des
abij = O(2)abij(L2, R̃2) +O(1)abij(L1, R1), (A26)

des
aibj = 0, (A27)

des
iajb = O(2)iajb(L2, R̃2) + 2Lck t̃ac

ik Rbj − Lck t̃ac
jk Rbi + 2Lck t̃bc

jk Rai

− Lck t̃bc
ik Raj − Ycb t̃ac

ij − Yca t̃bc
ji − Yjk t̃ab

ik

− Yik t̃ab
kj + 2Lck t̃ab

ij Rck + Lcd
kl R̃cd

kl t̃ab
ij , (A28)

des
aijb = O(M)aijb (L2, R̃2) + 2LaiRbj − Yabδij, (A29)

des
abci = Lac

ji Rb
j , (A30)
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des
abic = La

m(2R̃bc
mi − R̃cb

mi) + 2Xab(L2, T2)Rc
i

− (Vakbi(L2, T2) + Yakbi(L2, T2))Rc
k + Lad

mk t̃bc
miR

d
k

− Lad
mntbc

mnRd
i + Ỹakci(L2, T2)Rb

k − Xac(L2, T2)Rb
i , (A31)

des
abcd = O(2)abcd(L2, R̃2). (A32)

Here, we have defined the following quantities:

Λijkl = 4δijδkl − 2δilδkj, (A33)

O(1)ijkl (L1, R1) = −2Yijδkl + Yilδkj − 2δijYkl + δilYkj, (A34)

Ykj = RekLej = Re
kLe

j , (A35)

O(2)ijkl (L2, C2) = −2δklXij(L2, C2) − 2δijXkl(L2, C2) + δkjXil(L2, C2)

+ δilXkj(L2, C2) + Zijkl(L2, C2), (A36)

Xij(L2, C2) = Cef
miL

ef
mj, (A37)

Zijkl(L2, C2) = Cef
ik Lef

jl , (A38)

O(M)ijka (L1, T2) = Lem(2δij t̃ae
km − δjk t̃ea

mi)R0 − Lej t̃ea
ik R0, (A39)

Ỹdjak(L2, T2) = Led
mj t̃

ea
mk, (A40)

Yab = La
kRb

k, (A41)

O(1)abij(L1, R1) = 2δijYab(L1, R1) − La
j Rb

i , (A42)

O(2)abij(L2, C2) = 2δijXab(L2, C2) − Yajbi(L2, C2) − Vajbi(L2, C2),
(A43)

O(2)iajb(L2, C2) = Ỹckai(L2, T2)C̃cb
kj + Ỹckbj(L2, T2)C̃ca

ki

+ Zikjl(L2, T2)Cab
kl + Zimjn(L2, C2)tab

mn

− Xca(L2, T2)C̃cb
ij − Xea(L2, C2)t̃eb

ij

− Xik(L2, T2)C̃ab
kj − Xim(L2, C2)t̃ab

mj

− Xjk(L2, T2)C̃ab
ik − Xjm(L2, C2)t̃ab

im

− Xcb(L2, T2)C̃ca
ji − Xeb(L2, C2)t̃ea

ji

− Ỹembi(L2, C2)tea
mj − Yemaj(L2, C2)t̃eb

mi

+ Yckbi(L2, C2)tac
kj + YckbiC

ac
kj

+ Vckaj(L2, T2)Ccb
ik + Vckbi(L2, T2)Cac

kj , (A44)

O(M)aijb (L2, C2) = −Lae
imCeb

jmR0 + 2Yaibj(L2, C2) − δijXab(L2, C2),
(A45)

O(2)abcd(L2, C2) = Lac
ij Cbd

ij , (A46)

where C2 denotes a set of double amplitudes and C̃2 is defined in an
identical fashion to t̃.

All O4, O3V , and O2V2 densities are directly constructed and
stored in memory, while the OV3 and V4 densities are not explic-
itly constructed. As discussed in Sec. II B, we instead construct their
contributions to the three-index density intermediates WJ

pq and store
these in memory.

APPENDIX B: ORBITAL RELAXATION
IN REORTHONORMALIZATION

The relaxation contributions—which we derive by expanding
h(1)pq and g(1)pqrs using Eq. (21) and inserting into the differentiated
Fock matrix, see Eqs. (4) and (20)—are

F κ̄
aq =

1
2

κ̄aihqi + (gqijj −
1
2

gqjji)κ̄ai, (B1)

F κ̄
iq =

1
2

κ̄aihaq + (gaqjj −
1
2

gajjq)κ̄ai + 2gajqiκ̄aj −
1
2

gaqijκ̄aj −
1
2

gaiqjκ̄aj.

(B2)

These terms scale as O(N4
) once expressed in terms of Cholesky

vectors,

F κ̄
aq =

1
2

κ̄aihqi + γ JD J
qa −

1
2

LJ
q jD

J
ja, (B3)

F κ̄
iq =

1
2

κ̄aihaq + EJ
qiγ

J
−

1
2

Maqκ̄ai + 2δJLJ
qi −

1
2

EJ
q jL

J
ij −

1
2

EJ
ijL

J
q j,

(B4)

where

D J
qa = LJ

qiκ̄ai, (B5)

γ J
= LJ

jj, (B6)

EJ
qi = LJ

aqκ̄ai, (B7)

Maq = LJ
ajL

J
jq, (B8)

δJ
= LJ

aiκ̄ai. (B9)

We have used Einstein’s implicit summation in all these expressions.
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A.2 Corrections
Two equations were found to be written incorrectly in the publication.

• Eq. (51) displays a wrong sign and scaling factor of the last term. It should
read:∑

aij

κ̄ai(2g[1]
aijj − g

[1]
ajji) =
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aiK

KK
ai (ai | K)[1]

+
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• The first equation in Table II should read:
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∑
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ABSTRACT
We have measured, analyzed, and simulated the ground state valence photoelectron spectrum, x-ray absorption (XA) spectrum, x-ray photo-
electron (XP) spectrum as well as normal and resonant Auger–Meitner electron (AE) spectrum of oxazole at the carbon, oxygen, and nitrogen
K-edge in order to understand its electronic structure. Experimental data are compared to theoretical calculations performed at the coupled
cluster, restricted active space perturbation theory to second-order and time-dependent density functional levels of theory. We demonstrate
(1) that both N and O K-edge XA spectra are sensitive to the amount of dynamical electron correlation included in the theoretical description
and (2) that for a complete description of XP spectra, additional orbital correlation and orbital relaxation effects need to be considered. The
normal AE spectra are dominated by a singlet excitation channel and well described by theory. The resonant AE spectra, however, are more
complicated. While the participator decay channels, dominating at higher kinetic energies, are well described by coupled cluster theory, spec-
tator channels can only be described satisfactorily using a method that combines restricted active space perturbation theory to second order
for the bound part and a one-center approximation for the continuum.

Published under an exclusive license by AIP Publishing. https://doi.org/10.1063/5.0122088

I. INTRODUCTION

Heterocycles, specifically aromatic rings containing N or O
atom(s), are ubiquitous in chemistry as building blocks in DNA,
proteins, and substances of pharmacological and biological
activity1,2 and even as building blocks of organic electronic devices.3
Understanding their electronic structure as well as their photoin-
duced reactions is therefore of fundamental interest,4–6 and studies
of heterocycles such as isoxazole7 therefore continue to appear.
The highest occupied molecular orbital (MO) in these systems
typically exhibits π-character, while unoccupied MOs show π∗ and
σ∗ character. The photochemistry of heterocycles is usually initiated
by a bright ππ∗ transition, and nσ∗, πσ∗ and triplet states mediate
the formation of different products. Examples include return to the
electronic ground state with a high degree of vibrational excitation

via a ring-puckering-type conical intersection (CI) observed, for
instance, in the prototypical molecules furan8 and pyridine9 and
passage through a CI connecting to a state with σ∗ character,
leading to breaking of a σ-bond and ring-opening. In the gas
phase, such photoinduced reactions are studied using time-resolved
spectroscopy, which is far from trivial: in a multichannel landscape,
different mechanisms can lead to similar signals only distinguishable
with strong theoretical support.10–12

With the advent of ultrafast sources in the x-ray regime in
recent years, new detection schemes have emerged to follow ultrafast
photoinduced reactions: time-resolved (pump–probe) x-ray pho-
toelectron spectroscopy (XPS),13,14 x-ray absorption spectroscopy
(XAS),15,16 and Auger–Meitner electron spectroscopy (AES).17,18

These techniques utilize the element-specificity of x-rays, allowing
them to follow a photoinduced reaction from different perspectives.

J. Chem. Phys. 157, 214305 (2022); doi: 10.1063/5.0122088 157, 214305-1
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However, before such experiments can be conducted, a detailed
understanding of the ground state spectra of the molecule in ques-
tion is paramount. For instance, ground state XAS and XPS studies
on small organic molecules such as thymine and adenine19 at all
possible (second row) atomic 1s core levels helped in the inter-
pretation of time-resolved XAS and AES spectra at the oxygen
K-edge on thymine.20,21 There, XAS ground state spectra provided
important information that allowed the excited state spectra to
be predicted theoretically and later verified experimentally, shed-
ding light on the ππ∗/nπ∗ internal conversion investigated in the
time-resolved experiment.20,21 While the XAS experiment yielded
information on the electronic characters of the involved states, it
was shown to be insensitive with respect to small changes in the
molecular structures.20 AES, on the other hand, was found to be
sensitive to such changes and thus provided insight into nuclear
dynamics.20

In this paper, we investigate the XAS, XPS, and normal and
resonant AES of oxazole in the gas phase and compare them with
state-of-the-art theoretical simulations in preparation for future
time-resolved experiments. We employ the frozen-core core-valence
separated equation-of-motion coupled cluster singles and doubles
(fc-CVS-EOM-CCSD) method22–24 for the calculation of all types
of spectra as well as the ever-popular time-dependent density func-
tional theory (TDDFT)25 for XAS spectra. Both methods, as well as
the (extended) second-order algebraic-diagrammatic construction
approach [ADC(2)-x],26 have been employed in previous studies
of core spectra for small organic molecules (see, e.g., Refs. 19, 22,
23, and 27–29). Generally, these methods reproduce well the spec-
tral shape of the XAS spectra, even though TDDFT is typically
plagued by much larger systematic errors than the other two meth-
ods. We refer the interested reader to recent benchmark studies
for an in-depth analysis.29,30 For AES, we will moreover employ a
newly implemented approach31 utilizing multi-state restricted active
space perturbation theory of second order (MS-RASPT2)32,33 cou-
pled to the one-center approximation (OCA)31,34 for the calculation
of Auger intensities.

This is to the best of our knowledge the first full characteriza-
tion of this organic molecule in gas phase including XAS, XPS, and
AES results for all its second row elements, i.e., carbon, nitrogen, and
oxygen.

II. EXPERIMENTAL AND THEORETICAL METHODS
A. Experimental methods

98% pure oxazole (Sigma-Aldrich) was introduced into the
system via an effusive needle source under low heating (∼30 ○C). The
sample was subjected to three freeze–pump–thaw cycles in order to
eliminate water and air.

All spectra were recorded at the Gas Phase Photoemission
beamline at Elettra (Trieste, Italy).35 Valence photoelectron spec-
troscopy (PES), XPS, and AES spectra were recorded using a Scienta
SES-200 photoelectron analyzer.36 The analyzer was mounted at the
magic angle of 54.7○, allowing it to record angle-integrated spec-
tra insensitive to the photoelectron asymmetry parameter β. The
photon energies, resolution, and calibrants of valence and core
spectra are given in Table S1 of the supplementary material. In order
to measure XAS at the C, O, and N K-edges, a channel electron

multiplier measured the total ion yield close to the gas jet region.
Simultaneously in a separate chamber before the gas jet, the total ion
yield of a calibrant gas (CO2 for C 1s and O 1s, and N2 for the N
1s edge) was recorded with another channel electron multiplier. The
XAS spectra were normalized to the photon flux measured with a
photodiode placed after the gas jet region.

B. Theoretical methods
The ground state geometry of oxazole given at the

CASSCF(10,8)/6-31∗G level of theory by Cao et al.37 was pla-
narized and optimized at the MP2/cc-pCVTZ level of theory (see
Sec. S2). No imaginary frequencies were found. All simulated
spectra were determined based on this structure.

Different methods and codes were used for the spectral sim-
ulations. Unless otherwise stated, the Q-chem program package38

was used. The PES spectrum was computed within the sudden
approximation limit using frozen-core equation-of-motion coupled
cluster singles and doubles (fc-EOM-CCSD). XPS and XAS spec-
tra were simulated at the fc-CVS-EOM-CCSD level of theory.22,23

The XAS spectra were additionally computed at the TDDFT level
of theory using the CAMB3LYP functional, as well as by employing
coupled cluster calculations that include a perturbative correction
for the effect of triple excitations [CVS-EOM-CCSDR(3)],39,40 thus
improving on the description of double excitation contributions
to the excited state vectors. At the CVS-EOM-CCSDR(3) level of
theory, only the excitation energies were corrected, while the oscil-
lator strengths are those of CVS-EOM-CCSD level of theory.40

The order of transitions remained unchanged. The CVS-EOM-
CCSDR(3) calculations were performed using Dalton.41,42 Both nor-
mal and resonant AES spectra were simulated at the fc-CVS-EOM-
CCSD level of theory as implemented in Q-Chem,24,43 adopting a
plane wave description of the continuum orbital required to describe
the Auger–Meitner decay process.

All CCSD calculations of XAS, XPS, and PES spectra employed
the aug-cc-pVTZ basis set44,45 including additional Rydberg func-
tions (3s3p3d).46 For the computationally more expensive CVS-
EOM-CCSDR(3) calculations, the aug-cc-pCVTZ basis set47 with-
out additional Rydberg functions was applied to the atom(s) of the
considered core transitions (i.e., on nitrogen for N K-edge spec-
tra), while aug-cc-pVDZ44,45 was used for the remaining atoms.
In the case of AES spectra at the fc-CVS-EOM-CCSD level of
theory, the aug-cc-pVTZ basis set without additional Rydberg func-
tions was applied to all atoms. The XAS spectra were simulated
by Lorentzian broadening of the calculated fc-CVS-EOM-CCSD
oscillator strengths with the full width at half maximum (FWHM)
reported in the relevant figure captions. The PES and XPS spectra
were likewise generated by Lorentzian broadening of the squared
norms of the fc-EOM-CCSD (PES) and fc-CVS-EOM-CCSD (XPS)
Dyson orbitals, with FWHM values reported in the relevant figure
captions.23,48,49

As stated in the Introduction, additional calculations of PES,
resonant AES, and AES spectra were performed at the multi-
state restricted active space perturbation theory of second order
(MS-RASPT2) level.33 Auger–Meitner transition rates were calcu-
lated using the one-center approximation (OCA) for the electron
in the continuum.34,50 The spin-adapted Auger matrix elements
were obtained within the state-interaction approximation51 with a
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developer version of OPENMOLCAS.52 For further details about the
OCA-RASPT2 implementation, please consult Ref. 31.

In order to reduce the computational effort of the RASPT2 cal-
culations, we adopted the cc-pVTZ basis set44 on the atoms bearing
the core hole—that is, nitrogen and oxygen—and cc-pVDZ44 on the
carbon and hydrogen atoms. Core-excited and core-ionized states
relevant for normal and resonant Auger–Meitner spectra were com-
puted by placing the pertinent core orbitals in the RAS1 space and
enforcing single electron occupation in it by means of the HEXS
projection technique53 available in OPENMOLCAS,52 which corre-
sponds to applying the core-valence separation.54 An imaginary level
shift of 0.25 hartree was applied to avoid intruder-state singulari-
ties in the MS-RASPT2 calculations. The active space was formed
by distributing 26 electrons (for the neutral species) as follows: the
1s orbital of interest in the RAS1 subspace and the occupied 7–15a′

and 1–3a′′ orbitals in the RAS2 subspace. The virtual orbitals 4a′′

and 5a′′, both of π∗ character, were included in the RAS3 subspace,
restricted to a maximum occupation of two electrons. Final cationic
states were obtained by state-averaging over 200 states for each irre-
ducible representation of the Cs point group symmetry. The PES
intensities are given as the squared norm of the RASPT2 Dyson
orbitals representing the ionization channels (see, e.g., Ref. 55 for
details).

Since all theoretical methods employ approximations, they
inherently include systematic errors that can often be remedied by
an overall shift to align with experiment.56,57 Furthermore, our cal-
culations neglect relativistic effects, which can affect the spectra.58

At the K-edge of lighter elements, which is the focus of this study,
relativistic effects typically correspond to a constant energy shift for
each type of nucleus, so an overall shift is often sufficient to cor-
rect for their neglect.56,58 Therefore, all core spectra have here been
shifted to align with experiment.

All calculations were carried out on the DTU High-
Performance Computing Cluster.59

III. RESULTS AND DISCUSSION
A. Electronic structure and valence photoelectron
spectroscopy (PES)

Oxazole is a planar molecule of Cs symmetry (see Fig. 1). The
seven highest occupied valence molecular orbitals of ground state
oxazole can be characterized as follows:

1a′′(π1)12a′(σ1)13a′(σ2)14a′(n(O))2a′′(π2)15a′′(n(N))3a′(π3),

FIG. 1. Molecular structure of oxazole, with numbering of its second row atoms.

FIG. 2. Experimental (black) and calculated (fc-EOM-CCSD/aug-cc-pVTZ, blue)
valence photoelectron spectrum. A Lorentzian broadening of the Dyson orbital
square norms with a FWHM of 0.27 eV has been utilized to simulate the PES
spectrum. No shift has been applied to the theoretical data. The inset shows the
energy region from 9 to 17 eV.

which represents a typical aromatic heterocycle (six conjugated elec-
trons in a cycle), where the highest valence MOs have π- and
lone-pair character.

The lowest unoccupied molecular orbitals depend on the basis
set used. We employed an augmented basis set with additional Ryd-
berg functions, and these molecular orbitals therefore have Rydberg
and π∗ character.

The experimental full valence photoelectron spectrum mea-
sured in the binding energy range between 9 and 45 eV at a photon
energy of 98 eV is displayed in black in Fig. 2. It is consistent with
previously reported valence spectra,60 confirming the identity and
purity of the sample. The only visible impurity is from traces of water
at 12.6 eV (marked with an asterisk in Fig. 2),61 which conveniently
allows calibration of the experimental PES spectrum.

The calculated valence photoelectron spectrum (blue trace in
Fig. 2), obtained from the computed ionization energies and squared
norms of the Dyson orbitals at the fc-EOM-CCSD level of theory,48

agrees well with the experimental spectrum. It reflects the order of
the highest occupied MOs as discussed above: The first two ioniza-
tion transitions at 9.7 and 11.07 eV correspond to the ejection of
an electron from the π3 and n(N) orbitals, respectively. The higher-
lying transitions are mainly due to electron removal from σ-type
molecular orbitals. We refer to Table I for the assignment of the
PES peaks. RASPT2 ionization energies and intensities are also given
in Table I, while the corresponding spectrum can be found in the
upper panel of Fig. 8 in Sec. III D 2. Observe that the transitions with
energies above 20.1 eV are mainly of two-hole/one-particle (2h1p)
character and thus ionization satellites. Since this type of transition
is generally poorly described at the CCSD level of theory (see, e.g.,
Moitra et al.62), these transitions are not reported in Table I.

B. Core level photoelectron spectroscopy (XPS)
The experimental and simulated CCSD XPS spectra (see Fig. 3)

at the probed core levels (1s) of carbon (top), nitrogen (middle),
and oxygen (bottom) are very simple, showing, respectively, three,
one, and one peak(s) (see Table II). Each transition in the spec-
trum can be assigned to the ionization of one core electron on
each of the N, O, and C atoms. Our calculations are in good agree-
ment with those presented at the DFT level of theory by Chong
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TABLE I. Ionization energies (eV), corresponding MO of origin and its character for the ten lowest-lying valence ionizations.
Experimental and calculated (fc-EOM-CCSD/aug-cc-pVTZ and RASPT2/cc-pVTZ) results. Dyson orbital square norms are
given within square brackets. Note that only ionizations with pole strengths larger than 0.4 are reported.

Ionization energy (eV) Corresponding MO MO character

Experiment CCSD RASPT2 CCSD

9.7 9.8 [0.91] 9.72 [0.93] 3a′′ π3
11.07 11.1 [0.89] 11.3 [0.93] 15a′ n(N)
11.8 11.8 [0.89] 12.2 [0.92] 2a′′ π2
12.6 Water ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

14.1 14.2 [0.89] 14.4 [0.94] 14a′ n(O)
14.9 15.1 [0.90] 15.2 [0.95] 13a′ σ2

15.8–16.4 16.0 [0.89] 16.0 [0.78] 12a′ σ1
16.1 [0.84] 16.6 [0.62] 1a′′ π1

17.9 18.4 [0.86] 18.4 [0.84] 11a′ σ

19.6 ⋅ ⋅ ⋅ 20.0 [0.60] ⋅ ⋅ ⋅ ⋅ ⋅ ⋅

20.1 [0.83] 20.6 [0.46] 10a′ σ

and Hu63 and by Du et al.64 In the C 1s spectrum, the lowest ion-
ization energy corresponds to ionization from 1s(C4), while the
second and third correspond to ionizations from 1s(C5) and 1s(C2),
respectively. As also seen in the XAS spectrum (vide infra), the ener-
getic order of the transitions follows the electronegativities of the
atoms bound to the carbon in question. Thus, the binding energy
increases with increasing electronegativity of the species surround-
ing the carbon atom. This was also observed for isoxazole7 and
in calculations of both oxazole and isoxazole as well as a range of
other small organic molecules including hetero atoms.63 Despite
an overall good agreement between theory and experiment, the
computed separations between the peaks in the C 1s spectrum are
slightly too large, in particular between the second and third peaks
(0.7 eV in experiment vs 0.9 eV in the calculation). This could not
be sufficiently corrected even when utilizing a higher level of the-
ory (see Fig. S8 in the supplementary material). The CCSD results
were slightly, but not to a sufficient degree, corrected when includ-
ing additional dynamical correlation via CCSDR(3). We tentatively
assign this effect to residual orbital relaxation effects, as well as
additional dynamical correlation, which are not captured by the
methods used for the calculations presented here. Such discrepancy
could also be found between experiment and calculations at the DFT
level of theory (using the M06-2X functional) for the C 1s spec-
trum of isoxazole,7 where the splitting between the carbon atoms
with the lowest binding energies was slightly underestimated by the
theoretical calculations.

C. X-ray absorption spectroscopy (XAS)
The experimental (black) and theoretical (green, red and blue)

XAS spectra at the C, N, and O K-edge are displayed in Fig. 4,
with the (unshifted) energetic positions and attributions of the main
transitions summarized in Table III. The complete list of calcu-
lated excitation energies and oscillator strengths of the vertical core
level transitions, together with the corresponding natural transition
orbitals (NTOs), are available in Secs. S5–S7 of the supplementary
material.

As expected, the experimental XAS spectrum at the C K-
edge (Fig. 4, top) displays three intense close-lying resonances at

286.0, 286.5, and 287.3 eV respectively, corresponding to 1s(C)π∗-
transitions. The π∗ orbitals reached in the three transitions are
different, as can be seen from the NTOs in Secs. S6 and S7 of the sup-
plementary material. Both TDDFT and fc-CVS-EOM-CCSD agree
that the energetic order of these transitions follows the electronega-
tivity of the atoms bound to the carbon atom in question: The lowest
energy transition corresponds to C4 (neighboring N), followed by
C5 (neighboring O) and then C2 (neighboring both N and O). The
spacing of these three peaks and the position of higher energy bands
up to 291 eV are reasonably well reproduced by both theoretical
methods. Observe that fc-CVS-EOM-CCSD predicts similar inten-
sities for the two lowest energy transitions, while both experiment
and TDDFT yield increasing intensities. Since these should basically
reflect the on-site populations of atomic 2p(C) in π∗, this suggests
that the CCSD calculation (or the underlying Hartree–Fock one)
underestimates the contribution of C5 to π∗. The higher energy
resonances in the C K-edge XAS spectrum mostly correspond to
1s(C)σ∗-transitions.

The shift for TDDFT is 10.48 eV and thus more than one
order of magnitude higher than for fc-CVS-EOM-CCSD. Such
high energy shifts are common when utilizing TDDFT based
methods.57

The experimental XAS spectrum at the N K-edge (Fig. 4, mid-
dle) exhibits two resonances, both from 1s(N)π∗ transitions. The
most intense one at 399.7 eV is attributed to the 1s(N)π∗1 tran-
sition and the second one at 401.5 eV to the 1s(N)π∗2 transition
by both methods. Interestingly, fc-CVS-EOM-CCSD overestimates
the relative energetic position of the second 1s(N)π∗ resonance
by roughly 1 eV compared to the TDDFT calculation. The excita-
tion energies of fc-CVS-EOM-CCSD can be corrected by includ-
ing the effect of triple excitations on the excitation energies in a
non-iterative manner using CCSDR(3),65 which can be important
when describing relaxation effects.39 The corrected spectrum can
be seen in blue in Fig. 4. The additional relaxation introduced by
the CVS-EOM-CCSDR(3) method to compute excitation energies
is indeed needed when describing the XAS spectrum at the N K-
edge, yielding better agreement with experiment. Unlike TDDFT,
the coupled cluster method also captures the third peak of the
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FIG. 3. Experimental, calibrated XPS
spectra (black) at the C 1s, N 1s, and
O 1s core levels as well as theoretically
simulated spectra (green) at the fc-CVS-
EOM-CCSD level of theory. A Lorentzian
broadening has been applied to the lat-
ter with a FWHM of 0.22 eV for carbon,
0.38 eV for nitrogen, and 0.65 eV for oxy-
gen to fit the experimental spectra. The
theoretical spectra have been shifted by
Δ to align with the experimental spectra.

spectrum, which is attributed to a transition from N 1s to diffuse
Rydberg states.

The XAS spectrum at the oxygen K-edge (Fig. 4, bottom) is the
simplest of the three XAS spectra, dominated by one main resonance

TABLE II. Assignment of the main transitions in the XPS spectra at the O 1s, N 1s
and C 1s core levels without applying any shift as otherwise done in Fig. 3. Dyson
orbital square norms are given within square brackets.

Ionization energy (eV) Ionized orbital

K-edge Experiment CCSD CCSD

C 293.1 294.0 [0.78] 1s(C2)
C 292.1 293.0 [0.78] 1s(C5)
C 291.4 292.1 [0.78] 1s(C4)
N 405.3 406.3 [0.78] 1s(N)
O 540.2 542.1 [0.79] 1s(O)

at 535.0 eV, followed by a second broad band centered at 539 eV.
These bands correspond to the 1s(O)π∗-transition and to a multi-
tude of transitions from 1s(O) to diffuse orbitals with σ∗ symmetry,
respectively.

At the fc-CVS-EOM-CCSD level of theory, this second band
shows increased intensity compared to experiment and has roughly
twice the intensity compared to the TDDFT calculation. As was
also seen for the N K-edge spectrum, the theoretical spectrum can
be improved by correcting the excitation energies using the CVS-
EOM-CCSDR(3) method, which yields an increased spread of the
excitation energies, thus redistributing the intensities in the region
of the second experimental peak.

D. Auger–Meitner spectroscopy (AES)
AES studies the relaxation of molecules following the cre-

ation of a core hole and therefore allows insight into their excited
electronic structure. In normal AES, a photon far above the
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FIG. 4. Experimental, calibrated XAS
spectra (black) at all three atomic K-
edges as well as theoretically simulated
spectra at the fc-CVS-EOM-CCSD
(green), TDDFT (red), and CVS-EOM-
CCSDR(3)[energies]/CVS-EOM-CCSD
[strengths] (blue) level of theory. A
Lorentzian broadening has been applied
to the theoretical spectra with a FWHM
of 1.08 eV for all atomic K-edges. The
computed spectra have been shifted by
Δ to align with experiment.

corresponding edge removes a core electron and the resulting cation
rearranges its electronic structure, ejecting one or more electrons
with different kinetic energies. Starting from a closed shell system,
the doubly ionized cation thus formed will be either in a singlet or in
a triplet final state.

On the other hand, in resonant AES, a core electron is first
excited to an unoccupied orbital. The non-radiative decay of this
state resulting in the ejection of an electron can then take place along
two channels. If the initially core-excited electron is the one ejected
as a result of the de-excitation of a core-excited state, the process is
said to follow a participator channel, while a spectator channel is fol-
lowed otherwise. Hence, the participator channel can be described
by 1h configurations, while 2h1p configurations are required for the
spectator channel.

In the following, we will first discuss normal AES, before
discussing resonant AES (RAES).

1. Normal AES
The normal Auger–Meitner spectra, recorded at a photon

energy at least 50 eV above the absorption edge, are displayed in
Fig. 5. The AES calculations at the fc-CVS-EOM-CCSD/aug-cc-
pVTZ level of theory gave reasonably good results in the high kinetic
energy region of the spectra; however, not enough transitions con-
verged to describe the full spectrum. For each carbon atom, 25 roots
were converged per irreducible representation for both singlet and
triplet final dicationic states, while for nitrogen and oxygen 50 and 45
roots per irreducible representation were converged for both singlet
and triplet final states.
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TABLE III. Assignment of main transitions in the XAS spectra at the O, N, and C K-edge without applying any shift, as
otherwise done in Fig. 4. The corresponding natural transition orbitals (NTOs) can be found in Secs. S6 and S7 in the
supplementary material. Oscillator strengths are given within square brackets.

Excitation energy (eV) Transition character

K-edge Experiment CCSD CAMB3LYP CCSD CAMB3LYP

C 286.0 286.8 [0.049] 275.7 [0.032] 1s(C4)π∗ 1s(C4)π∗
C 286.5 287.3 [0.049] 276.1 [0.039] 1s(C5)π∗ 1s(C5)π∗
C 287.3 287.6 [0.060] 276.5 [0.048] 1s(C2)π∗ 1s(C2)π∗
N 399.7 400.4 [0.047] 387.4 [0.036] 1s(N)π∗ 1s(N)π∗
N 401.5 403.3 [0.007] 389.2 [0.012] 1s(N)π∗ 1s(N)π∗
O 535.0 536.5 [0.030] 520.5 [0.026] 1s(O)π∗ 1s(O)π∗
O 538.3 539.7 [0.004] 523.7 [0.002] 1s(O)σ∗ 1s(O)σ∗
O 539.5 541.0 [0.015] 525.1 [0.004] 1s(O)σ∗ 1s(O)σ∗

The parts of the normal AES spectra reached by calculations
are in good agreement with experiment (see Fig. 5 and Sec. S9 in
the supplementary material). At all three edges, the spectra are heav-
ily dominated by the singlet decay channels, i.e., the final doubly
charged states of the molecule are singlet states.

While all bands appear to consist of several transitions of
similar intensities, a few of them can be clearly singled out. In
carbon AES, for instance, the most intense transition underlying
the experimental band centered at ≈264.5 eV is computed at
265.1 eV (264.6 eV in the shifted theoretical spectrum) and

FIG. 5. Experimental normal C, N, and
O AES spectra (black) and the corre-
sponding simulated spectra at the fc-
CVS-EOM-CCSD (red) level of theory. A
Lorentzian broadening has been applied
to the theoretical spectra with a FWHM of
1.36 eV for carbon, 0.54 eV for nitrogen,
and 1.64 eV for oxygen. The theoretical
spectra have been shifted by Δ to align
with experiment.
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originates on C5, with main contribution to the final singlet state
(3a′′)−2.

The nitrogen AES spectrum shows two broad bands. In
correspondence to the high energy one peaking at ≈373 eV, we
find three transitions of larger intensity at 372.6, 373.2, and
374.0 eV (no shift applied) with the main orbital configura-
tions of the final (singlet) cationic states (15a′)−2, (2a′′)−2, and
(15a′)−1

(2a′′)−1. The low energy band from 365 to 370 eV also
consists of many transitions of similar intensity, of which the two
most intense ones are found at 365.1 and 367.1 eV (unshifted),
the latter corresponding to a triplet channel. The main contri-
butions to these transitions are characterized as (9a′)−1

(15a′)−1

and (10a′)−1
(15a′)−1, respectively. At the oxygen K-edge, three

broad features of increasing intensity are observed in the exper-
imental spectrum, roughly centered at 507, 502, and 497.5 eV.
The highest intensity transition in the low kinetic energy region
is found at 497.6 eV (unshifted) and has the main orbital
configuration (1a′′)−2. In correspondence to the band in the
high kinetic energy region, we single out the transition at
507.6 eV (unshifted) with (14a′)−1

(2a′′)−1 as the main orbital
configuration.

Normal O and N AES were also simulated using the OCA-
RASPT2 approach,31 see Fig. 6. As also seen for the normal fc-
CVS-EOM-CCSD AES spectra, the singlet decay channels dominate.
However, according to the results of the OCA-RASPT2 approach,
the triplet channel is completely negligible, which was not the case
in the fc-CVS-EOM-CCSD calculations, especially for nitrogen. As
seen, the spectra obtained with OCA-RASPT2 reproduce rather
well the main features of the experimental N and O AES spectra.
Additionally, whereas many close-lying transitions with comparable
intensities are observed at the fc-CVS-EOM-CCSD level of theory,
a few transitions can be more easily singled out as dominant at the
RASPT2 level of theory. Specifically, the three most relevant cationic
states for the main peak of the nitrogen AES spectrum are found at
373.9, 373.4, and 372.6 eV (unshifted), with main orbital configura-
tions (15a′)−1

(2a′′)−1, (15a′)−2, and (2a′′)−2, respectively. From
the second feature in the spectrum, the contributions of the two
most intense decay channels are considered, and they show main
orbital configuration (10a′)−1

(15a′)−1 and (1a′′)−1
(2a′′)−1 of the

final state, calculated at 366.4 and 368.1 eV, respectively. The total
intensity distribution around 366 eV obtained with the convoluted
OCA-RASPT2 spectrum is lower compared to the experimental

FIG. 6. Experimental normal N and O
AES spectra (black) and simulated spec-
tra using the OCA-RASPT2 (red) level
of theory. A Lorentzian broadening has
been applied to obtain the theoretical
spectra, with a FWHM of 1.09 eV. The
calculated spectra have been shifted by
Δ to align with experiment.
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spectrum and indeed also to the fc-CVS-EOM-CCSD simulation
although both simulations yield good agreement with experiment.

The O AES spectra computed with the OCA-RASPT2 approach
also exhibit nice agreement with the experiment. Two of the most
prominent peaks were calculated at 497.5 and 507.4 eV, and they
are attributed, respectively, to the following orbital configurations:
(12a′)−1

(2a′′)−1 and (1a′′)−2. Thus, at this level of theory, the
state (12a′)−1

(2a′′)−1 is the main cationic state associated with the
broad peak observed in the experiment around 507 eV, while at
the fc-CVS-EOM-CCSD level of theory it was predicted to be the
(14a′)−1

(2a′′)−1 state. At the fc-CVS-EOM-CCSD level of theory,
however, this feature did not have one transition dominating as
clearly as at the RASPT2 level of theory. The state (1a′′)−2 is found
to be the main contributor to the broad and intense peak centered
around 498 eV in both methods.

2. Resonant AES
In oxazole, only one nitrogen and one oxygen atom are present,

leading to the simple XPS (one peak only) and XAS (dominated by
one main resonance) spectra discussed earlier. The resonant Auger

spectra at the N and O K-edges, after excitation of the first core reso-
nance at, respectively, 399.61 and 534.99 eV are shown in the middle
and bottom panels of Fig. 7. The PES is also reproduced in the top
panel to allow a visual comparison of the main ionizations involved
in the valence photoionization and in the Auger–Meitner process.
Dashed gray lines highlight some of the related ionizations in the
PES and RAES spectra.

Figure 7 shows the simulated spectra calculated at the fc-CVS-
EOM-CCSD level of theory. As earlier discussed, we were not able to
converge a sufficient number of transitions to cover the full energy
range of the experimental spectra. For nitrogen, 25 roots were con-
verged in each symmetry, while only 20 roots could be converged in
each irreducible representation for oxygen. Given the poor conver-
gence of the fc-CVS-EOM-CCSD method for the O and N K-edge,
the C K-edge was not computed, as similar convergence problems
were expected, further complicated by to the need of considering
multiple scattering centers.

According to the CCSD results, at higher kinetic energies
(lower binding energy) the participator channel dominates the RAES
spectra, as also expected based on the PES results. The lower

FIG. 7. Top: Experimental (black) and
simulated (blue) PES spectrum at the fc-
EOM-CCSD level of theory. A Lorentzian
broadening of the pole strengths was
applied with a FWHM of 0.27 eV. Middle
and bottom: Experimental RAES spec-
tra (black) at resonance with the first
core excitation at the N and O K-edges
and the corresponding simulated spectra
(red) at the fc-CVS-EOM-CCSD level of
theory with a plane wave description of
the electron in the continuum. To simu-
late the spectra, a Lorentzian broaden-
ing was applied to the theoretical partial
decay widths with a FWHM of 1.63 eV.
The spectra were shifted by Δ to align
with experiment. The theoretical reso-
nance energies at the N and O K-edges
are 400.38 and 536.53 eV, respectively,
while the experimental ones are 399.61
and 534.99 eV.
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kinetic energy region (i.e., higher binding energy region) is, however,
dominated by the spectator channel, consistent with the higher
binding energies of the 2h1p ionizations in the PES spectrum.
Some “anomalies” are nonetheless noticed: The participator channel
transitions are shown to give rise to more intense transitions in the
middle region of the RAES spectra.

According to Fermi’s golden rule, the intensity of a transition
in AES depends on the matrix element of the Coulomb interaction
between the initial (resonance) state and the final (here cationic)
state, see, e.g., Eqs. (8) and (11) in Ref. 31. The greater the matrix
element is, the more intense that decay channel will be. In the partic-
ipator case, the electrons moving are the valence electron filling the
core hole of the initial state and the particle electron being ejected,
whereas in the spectator case a valence electron fills the hole and
another is ejected. Participator intensity is generally smaller (much
smaller if the “particle” electron is in a Rydberg orbital) because
it interacts less with the localized core. In other words, spectator
decay channel is generally expected to be more intense, unlike what
is predicted here.

Notice the difference with PES, where the initial state is the
neutral ground state, generally resulting in more intense transitions
for 1h cationic final states compared to 2h1p ones.55,62

At the N K-edge, fc-CVS-EOM-CCSD reproduces reasonably
well the first two peaks centered around 388 and 384 eV, attributed
to participator channels. The next two peaks at 378 and 380 eV are
less well reproduced. We note, however, that transitions related to
the spectator channel have been shown to be significantly shifted in
energy using the CCSD method.24,43 Such a shift might be the reason
for the poor agreement with experiment for the lower kinetic energy
bands as these peaks are attributed to a mix of participator and spec-
tator channels. The last peak at 374 eV for which transitions could
be converged is tentatively attributed to the spectator channel. For
the oxygen RAES spectrum, only a small portion of the spectrum
could be reproduced using fc-CVS-EOM-CCSD. The agreement for
this small part is excellent and is attributed nearly exclusively to the
participator channel.

The limitations of the fc-CVS-EOM-CCSD approach for res-
onant Auger–Meitner decay were discussed by Skomorowski and
Krylov.43 Accordingly, states with 2h1p character, related to the
spectator channel, are described less accurately at the fc-EOM-
CCSD level of theory compared to those of 1h character related
to the participator channel. This is due to the lack of 3h2p excita-
tions in the EOM-CCSD model. This inability of EOM-CCSD to
properly describe the 2h1p ionization energies for valence ionization

FIG. 8. Top: Experimental (black) and
simulated (blue) PES spectrum at
the RASPT2 level of theory (blue).
A Lorentzian broadening of the pole
strengths was applied with a FWHM of
0.27 eV. Middle and bottom: Experimen-
tal RAES spectra (black) at resonance
with the first core excitation at the N and
O K-edges and corresponding simulated
spectra using the OCA-RASPT2 (red)
level of theory. To simulate the spectra,
a Lorentzian broadening was applied
to the theoretical partial decay widths
with a FWHM of 1.09 eV. The spectra
have been shifted by Δ to align with
experiment. The theoretical resonance
energies are 399.66 eV (N K-edge) and
535.46 eV (O K-edge).
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was further investigated by Moitra et al.62 There, it was found that
while EOM-CCSD predicts 1h valence ionizations well, 2h1p ion-
ization energies are significantly overestimated, which is also what
is observed here with extremely low predicted kinetic energies for
the spectator channel transitions. This behavior could possibly be
improved by including additional dynamical electron correlation,
e.g., by employing EOM-CC3, which, like CCSDR(3), includes triple
excitations in a perturbative manner. At the EOM-CC3 level of the-
ory, the valence ionization satellite states in PES appear to be well
described.62

To try and improve the description of the RAES spectra, we
then utilized OCA-RASPT2 for simulations of the oxygen and nitro-
gen K-edges, see Fig. 8. The OCA-RASPT2 spectra show much
better agreement with experiment than the fc-CVS-EOM-CCSD
ones and are furthermore able to capture the 2h1p states charac-
teristic of spectator decay channels (see Fig. 8). More states could
be computed, and spectator channel states are now found in the
mid-region of the RAES spectra. We also notice a sizable redis-
tribution of intensity of both spectator and participator channels,
also resulting in improved agreement with the experiment. For the
participator channel, where both CCSD and RASPT2 performed
well in terms of energy positions, the better agreement with experi-
ment of RASPT2 as far as the spectral shape is concerned is probably
related to a better description of the contributions of the electronic
continuum by the OCA compared to the plane wave here used in the
CCSD case.

IV. CONCLUSION
This study presents the first complete characterization (by XAS,

XPS, and AES at all possible atomic 1s core levels, plus valence PES)
of the organic molecule oxazole in the gas phase. We have char-
acterized the ground state of oxazole by comparing experimental
valence photoelectron and core spectra with simulations at the fc-
EOM-CCSD/fc-CVS-EOM-CCSD level of theory. TDDFT (with the
CAMB3LYP functional) calculations were also employed for XAS
along with MS-RASPT2 calculations of the normal and resonant
AES spectra based on the one-center approximation. Both occupied
and unoccupied valence orbitals in oxazole are typical for hetero-
cycles: Lone electron pair orbitals on the two hetero atoms and π
orbitals characterize the highest occupied valence MOs, while π∗
and σ∗ orbitals characterize the lowest unoccupied MOs. In addi-
tion, the XAS spectrum at the C K-edge shows an energetic ordering
of transitions that follows the trends in electronegativities of the
atoms directly bonded to the carbon atoms.

In general, the agreement between experiment and theory at
the coupled cluster level of theory is quite good: The energy shifts
between XAS, XPS, and AES experiments and theory are below
1.5 eV. At the CAMB3LYP level of theory, the shifts of the XAS
spectra are above 10 eV, which is common for TDDFT calcula-
tions. At the CAMB3LYP level of theory, the overall agreement
with the XAS experiment in terms of spectral shapes is however
still good, except for the failure of the method to capture the high
energy peak at the N K-edge. At this edge, the fc-CVS-EOM-CCSD
spectrum, on the other hand, shows a slightly too large separation
between the first two features. This was remedied by applying a per-
turbative correction for triple excitations [CVS-EOM-CCSDR(3)]
in the calculation of excitation energies, which allows for a better

description of dynamical electron correlation used to capture relax-
ation effects. Such additional relaxation effects are also needed to
properly describe the XAS spectrum at the O K-edge, albeit to a
lesser degree.

For the C 1s XPS spectrum, even a better description of the
dynamical electron correlation with CCSDR(3) was not sufficient to
obtain a satisfactory match with experiment, indicating that other
relaxation effects such as orbital relaxation and additional electron
correlation might need to be considered, which goes beyond the
scope of this work.

AES spectra are more challenging to describe theoretically:
While fc-CVS-EOM-CCSD well described the normal AES spec-
tra, showing the dominance of the singlet excitation channel, the
same method failed to describe the resonant spectra. This is due to
an inability to properly describe the spectator decay channel, which
dominates at low kinetic energies of the ejected electron. The normal
as well as resonant AES spectra could, however, be described satis-
factorily using the one-center approximation at the RASPT2 level of
theory, which is capable of describing both the participator and the
spectator channels.

SUPPLEMENTARY MATERIAL

The computed core excitation energies as well as oscillator
strengths are available for all shown spectra. Likewise, calculated
ionization energies and the respective Dyson orbital squared norms
are reported in the supplementary material along with data for
the computed Auger–Meitner spectra. NTOs for the main core
excitations are also available in the supplementary material.
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28G. Bilalbegović, A. Maksimović, L. A. Valencic, and S. Lehtola, “Sulfur
molecules in space by X-rays: A computational study,” ACS Earth Space Chem.
5, 436–448 (2021).
29S. Tsuru, M. L. Vidal, M. Pápai, A. I. Krylov, K. B. Møller, and S. Coriani,
“An assessment of different electronic structure approaches for modeling
time-resolved x-ray absorption spectroscopy,” Struct. Dyn. 8, 024101 (2021).
30T. Fransson, I. E. Brumboiu, M. L. Vidal, P. Norman, S. Coriani, and A. Dreuw,
“XABOOM: An X-ray absorption benchmark of organic molecules based on
carbon, nitrogen, and oxygen 1s→ π∗ transitions,” J. Chem. Theory Comput. 17,
1618–1637 (2021).
31B. N. C. Tenorio, T. A. Voß, S. I. Bokarev, P. Decleva, and S. Coriani,
“Multireference approach to normal and resonant Auger spectra based on the
one-center approximation,” J. Chem. Theory Comput. 18, 4387–4407 (2022).
32P. Å. Malmqvist, K. Pierloot, A. R. M. Shahi, C. J. Cramer, and L. Gagliardi, “The
restricted active space followed by second-order perturbation theory method:
Theory and application to the study of CuO2 and Cu2O2 systems,” J. Chem. Phys.
128, 204109 (2008).
33V. Sauri, L. Serrano-Andrés, A. R. M. Shahi, L. Gagliardi, S. Vancoillie, and
K. Pierloot, “Multiconfigurational second-order perturbation theory restricted
active space (RASPT2) method for electronic excited states: A benchmark study,”
J. Chem. Theory Comput. 7, 153–168 (2011).
34R. Fink, “Theoretical autoionization spectra of 1s → π∗ excited N2 and N2O,”
J. Electron Spectrosc. Relat. Phenom. 76, 295–300 (1995).
35R. R. Blyth, R. Delaunay, M. Zitnik, J. Krempasky, R. Krempaska, J. Slezak,
K. C. Prince, R. Richter, M. Vondracek, R. Camilloni, L. Avaldi, M. Coreno, G.
Stefani, C. Furlani, M. de Simone, S. Stranges, and M.-Y. Adam, “The high res-
olution Gas Phase Photoemission beamline, Elettra,” J. Electron Spectrosc. Relat.
Phenom. 101-103, 959–964 (1999).
36N. Mårtensson, P. Baltzer, P. A. Brühwiler, J.-O. Forsell, A. Nilsson, A. Stenborg,
and B. Wannberg, “A very high resolution electron spectrometer,” J. Electron
Spectrosc. Relat. Phenom. 70, 117–128 (1994).
37J. Cao, Z.-Z. Xie, and X. Yu, “Excited-state dynamics of oxazole: A combined
electronic structure calculations and dynamic simulations study,” Chem. Phys.
474, 25–35 (2016).
38E. Epifanovsky, A. T. B. Gilbert, X. Feng, J. Lee, Y. Mao, N. Mardirossian, P.
Pokhilko, A. F. White, M. P. Coons, A. L. Dempwolff, Z. Gan, D. Hait, P. R. Horn,
L. D. Jacobson, I. Kaliman, J. Kussmann, A. W. Lange, K. U. Lao, D. S. Levine, J.
Liu, S. C. McKenzie, A. F. Morrison, K. D. Nanda, F. Plasser, D. R. Rehn, M. L.
Vidal, Z.-Q. You, Y. Zhu, B. Alam, B. J. Albrecht, A. Aldossary, E. Alguire, J. H.
Andersen, V. Athavale, D. Barton, K. Begam, A. Behn, N. Bellonzi, Y. A. Bernard,
E. J. Berquist, H. G. A. Burton, A. Carreras, K. Carter-Fenk, R. Chakraborty, A. D.
Chien, K. D. Closser, V. Cofer-Shabica, S. Dasgupta, M. de Wergifosse, J. Deng,
M. Diedenhofen, H. Do, S. Ehlert, P.-T. Fang, S. Fatehi, Q. Feng, T. Friedhoff,
J. Gayvert, Q. Ge, G. Gidofalvi, M. Goldey, J. Gomes, C. E. González-Espinoza,
S. Gulania, A. O. Gunina, M. W. D. Hanson-Heine, P. H. P. Harbach, A. Hauser,

M. F. Herbst, M. Hernández Vera, M. Hodecker, Z. C. Holden, S. Houck,
X. Huang, K. Hui, B. C. Huynh, M. Ivanov, Á. Jász, H. Ji, H. Jiang, B. Kaduk,
S. Kähler, K. Khistyaev, J. Kim, G. Kis, P. Klunzinger, Z. Koczor-Benda, J. H. Koh,
D. Kosenkov, L. Koulias, T. Kowalczyk, C. M. Krauter, K. Kue, A. Kunitsa, T. Kus,
I. Ladjánszki, A. Landau, K. V. Lawler, D. Lefrancois, S. Lehtola, R. R. Li, Y.-P.
Li, J. Liang, M. Liebenthal, H.-H. Lin, Y.-S. Lin, F. Liu, K.-Y. Liu, M. Loipers-
berger, A. Luenser, A. Manjanath, P. Manohar, E. Mansoor, S. F. Manzer, S.-P.
Mao, A. V. Marenich, T. Markovich, S. Mason, S. A. Maurer, P. F. McLaughlin,
M. F. S. J. Menger, J.-M. Mewes, S. A. Mewes, P. Morgante, J. W. Mullinax, K. J.
Oosterbaan, G. Paran, A. C. Paul, S. K. Paul, F. Pavošević, Z. Pei, S. Prager, E. I.
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Lundberg, Y. Ma, S. Mai, J. P. Malhado, P. Å. Malmqvist, P. Marquetand, S. A.
Mewes, J. Norell, M. Olivucci, M. Oppel, Q. M. Phung, K. Pierloot, F. Plasser,
M. Reiher, A. M. Sand, I. Schapiro, P. Sharma, C. J. Stein, L. K. Sørensen, D.
G. Truhlar, M. Ugandi, L. Ungur, A. Valentini, S. Vancoillie, V. Veryazov, O.
Weser, T. A. Wesołowski, P.-O. Widmark, S. Wouters, A. Zech, J. P. Zobel, and
R. Lindh, “OpenMolcas: From source code to insight,” J. Chem. Theory Comput.
15, 5925–5964 (2019).
53M. G. Delcey, L. K. Sørensen, M. Vacher, R. C. Couto, and M. Lundberg,
“Efficient calculations of a large number of highly excited states for multiconfigu-
rational wavefunctions,” J. Comput. Chem. 40, 1789–1799 (2019).
54L. S. Cederbaum, W. Domcke, and J. Schirmer, “Many-body theory of core
holes,” Phys. Rev. A 22, 206–222 (1980).
55B. N. C. Tenorio, A. Ponzi, S. Coriani, and P. Decleva, “Photoionization observ-
ables from multi-reference Dyson orbitals coupled to B-spline DFT and TD-DFT
continuum,” Molecules 27, 1203 (2022).

56J. P. Carbone, L. Cheng, R. H. Myhre, D. Matthews, H. Koch, and S. Coriani,
“Chapter eleven—An analysis of the performance of coupled cluster methods for
K-edge core excitations and ionizations using standard basis sets,” in State of the
Art of Molecular Electronic Structure Computations: Correlation Methods, Basis
Sets and More, Advances in Quantum Chemistry Vol. 79, edited by L. U. Ancarani
and P. E. Hoggan (Academic Press, 2019), pp. 241–261.
57P. J. Lestrange, P. D. Nguyen, and X. Li, “Calibration of energy-specific TDDFT
for modeling K-edge XAS spectra of light elements,” J. Chem. Theory Comput.
11, 2994–2999 (2015).
58T. Fransson, D. Burdakova, and P. Norman, “K- and L-edge X-ray absorption
spectrum calculations of closed-shell carbon, silicon, germanium, and sulfur com-
pounds using damped four-component density functional response theory,” Phys.
Chem. Chem. Phys. 18, 13591–13603 (2016).
59DTU Computing Center (2021). “DTU computing center resources,” Technical
University of Denmark. https://doi.org/10.48714/DTU.HPC.0001.
60M. H. Palmer, G. Ganzenmüller, and I. C. Walker, “The electronic states of oxa-
zole studied by VUV absorption and electron energy-loss (EEL) spectroscopies,
and ab initio configuration interaction methods,” Chem. Phys. 334, 154–166
(2007).
61J. E. Reutt, L. S. Wang, Y. T. Lee, and D. A. Shirley, “Molecular beam photo-
electron spectroscopy and femtosecond intramolecular dynamics of H2O+ and
D2O+,” J. Chem. Phys. 85, 6928–6939 (1986).
62T. Moitra, A. C. Paul, P. Decleva, H. Koch, and S. Coriani, “Multi-electron
excitation contributions towards primary and satellite states in the photoelectron
spectrum,” Phys. Chem. Chem. Phys. 24, 8329–8343 (2022).
63D. P. Chong and C.-H. Hu, “Accurate density functional calculation of core-
electron binding energies with a scaled polarized triple-zeta basis set. IV. Applica-
tion to isomers of C3H6O, C3H3NO, and C6H6,” J. Chem. Phys. 108, 8950–8956
(1998).
64X. Du, S.-Y. Wang, M. Wei, J.-R. Zhang, G. Ge, and W. Hua, “A theoretical
library of N1s core binding energies of polynitrogen molecules and ions in the gas
phase,” Phys. Chem. Chem. Phys. 24, 8196–8207 (2022).
65O. Christiansen, H. Koch, and P. Jørgensen, “Perturbative triple excitation cor-
rections to coupled cluster singles and doubles excitation energies,” J. Chem. Phys.
105, 1451–1459 (1996).

J. Chem. Phys. 157, 214305 (2022); doi: 10.1063/5.0122088 157, 214305-14

Published under an exclusive license by AIP Publishing



APPENDIXC
Publication 3

Reproduced from ”Azobenzene photoisomerization dynamics: Revealing the key
degrees of freedom and the long timescale of the trans-to-cis process”,
Anna Kristina Schnack-Petersen, Mátyás Pápai and Klaus Braagaard Møller, J.
Photoch. Photobio. A, 2022, 428, 113869 with the permission of Elsevier.
Only the article itself is reproduced here, while the supporting information can
be accessed via https://doi.org/10.1016/j.jphotochem.2022.113869.

https://doi.org/10.1016/j.jphotochem.2022.113869


Journal of Photochemistry & Photobiology, A: Chemistry 428 (2022) 113869

Available online 26 February 2022
1010-6030/© 2022 The Authors. Published by Elsevier B.V. This is an open access article under the CC BY license (http://creativecommons.org/licenses/by/4.0/).

Contents lists available at ScienceDirect

Journal of Photochemistry & Photobiology, A: Chemistry

journal homepage: www.elsevier.com/locate/jphotochem

Azobenzene photoisomerization dynamics: Revealing the key degrees of
freedom and the long timescale of the trans-to-cis process
Anna Kristina Schnack-Petersen a,∗, Mátyás Pápai a,b, Klaus Braagaard Møller a

a Department of Chemistry,Technical University of Denmark, DK-2800 Kongens Lyngby, Denmark
b Wigner Research Centre for Physics, P.O. Box 49, H-1525 Budapest, Hungary

A R T I C L E I N F O

Keywords:
SHARC
Surface hopping
Azobenzene
Molecular dynamics
TDDFT

A B S T R A C T

The photoisomerization reaction of azobenzene in both directions have been investigated with a density
functional theory based approach using the surface hopping procedure with forced jumps. While the cis-
to-trans isomerization was found to be a stepwise reaction along the CNNC dihedral angle, the trans-to-cis
isomerization was observed to be one smooth step. The further unbiased full-dimensional analysis of the cis-
to-trans isomerization revealed that, while the CNNC dihedral angle is an important degree of freedom for
describing the reaction, it is insufficient for describing all of the dynamics. For a fuller picture two coupled
modes must be considered. The trans-to-cis isomerization on the other hand was found to be well described
along only the CNNC dihedral angle, and its longer timescale could be ascribed to the slow oscillations of
this degree of freedom rather than a potential energy barrier in the excited state. The timescales observed in
this study was found to be in good agreement with experiment, and thus this work provides insights into the
interpretation of experimental observations. Finally, investigations of the structures of the CIs for both reactive
and non-reactive trajectories showed a heavy functional dependency.

1. Introduction

Ever since the discovery of the photo-induced isomerization process
of azobenzene in 1937 by Hartly [1], the molecule and its derivatives
have been studied widely both experimentally [2] and theoretically [3–
12]. The appeal of azobenzene derivatives stems from the many possi-
ble applications of the molecules [13]. This class of molecules is widely
considered promising for applications in optical data storage and in-
formation transfer [14–20] and generally as good photoswitches [15,
21,22], not to mention their applicational interest for photomodulable
surfaces [23–25] and molecular machines and motors [26–29].

Despite the efforts to uncover the dynamics of azobenzene, the
photoisomerization reaction is still not fully understood and both theo-
retical [3,4,10,20,22,30–35] and experimental [25,36] studies continue
to be published. It remains unclear why the trans-to-cis isomerization
happens on a significantly longer timescale than the cis-to-trans isomer-
ization. A possible reason could be an energy barrier on the potential
energy surface (PES) of the trans-to-cis isomerization, however not all
theoretical studies have found such a barrier [2]. Also, the dynamics
after the transition to the ground state is not clear, e.g. it is not known if
the isomerization process happens stepwise or not. While the structure
of the two isomers are characterized well by experiments [2] the
reaction path is less well defined. Many theoretical and experimental
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studies agree that the cis-to-trans isomerization follows a rotational
path [2,3,6], however studies of the trans-to-cis isomerization do not
agree whether a rotation or inversion pathway is dominant for the non-
reactive pathway [2,3,5,7,30,32,37]. In addition, a twist mechanism
has also been suggested for both isomerization reactions [9–12]. In
fact, while studies suggest two distinguishable conical intersections
(CIs) – a rotated and a planar – they seem to disagree about the
importance of the planar CI [5,8,37]. Finally, the important degrees
of freedom (DOFs) have not been studied thoroughly as it is generally
acknowledged that the degree of freedom of main importance is the
CNNC dihedral angle. While a few studies [8,10,12,30,31] suggested
that one should consider other degrees of freedom, the main conclusion
of a recent extensive study of the trans-to-cis isomerization by Tavadze
et al. [30] was, that the trans-to-cis isomerization process was heavily
dominated by the change in the CNNC dihedral angle, justifying that
it is usually the only degree of freedom considered when investigating
the PES of the reaction [3,5,6,30]. Studies focused on the cis-to-trans
isomerization also acknowledged the need to consider more degrees of
freedom [9,10,38]. Here however, a few degrees of freedom were cho-
sen a priori for the investigations, and were found to give a reasonable
description of the reaction.
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The dynamics of azobenzene have been studied with a range of
theoretical methods. The dynamics have been simulated with e.g. sur-
face hopping [7,10], while the electronic structure calculations have
been performed with e.g. complete active space self consistent field
(CASSCF) [6,37], complete active space 2nd order perturbation theory
(CASPT2) [5] and (time-dependent) density functional theory ((TD-
)DFT) [3,4,22]. DFT has proven a very powerful method with wide
applications [39]. It is widely applicable even to large systems [39]
and yields results in good agreement with experiment when calculating
electronic excitation energies [39–41] in particular, but also when
computing other properties [39,42]. Unfortunately, TD-DFT often gives
questionable results close to CIs between the ground and first excited
singlet state, as the ground state is described by a single Slater deter-
minant. This leads to various problems, e.g. the rapid variation of the
potential energy of response states in this area [43] and an artificial
double cone structure of the CI [3]. It has previously been seen [44,45]
that by utilizing surface hopping for the dynamics [46] and in addition
invoking forced hops to the ground state, when the potential energy
gap between states decrease below a certain threshold, this problem can
be circumvented. In both previous studies a potential energy threshold
of 0.15 eV has been used [44,45]. Thus, all trajectories have been
forced to jump to a new state if the potential energy difference between
the current state of the trajectory and the ground state (GS) drops
to this threshold or below. Following these forced jumps, trajectories
are no longer allowed to jump, but moves on the GS-PES for the
remainder of the simulation. In the current study we employ the same
strategy and value for the potential energy threshold as in the previous
studies [44,45].

It should be observed that when employing the forced jump ap-
proach, one will underestimate relaxation lifetimes. In addition, the
geometry at which a trajectory jumps from the excited state (ES) to
the GS will influence whether or not isomerization occurs. Thus, the
probability of isomerization, and hence the quantum yield (QY), is
affected by fixing an energy gap to force jumps.

By computing the PESs along the CNNC dihedral angle several
interesting observations can be made albeit a deeper understanding
of the dynamics naturally requires further investigations. Considering
the relaxed PESs (for the BHHLYP functional) shown in Fig. 1a, it is
observed that while the path is downhill from the cis-isomer in the 𝑆1
ES all the way to the CI, the path from the trans-isomer is much flatter.
For the latter a slight slope downhill is observed from approximately
180◦ to approximately 105◦, while the slope is slightly uphill on the
last stretch up to the CI geometry, which might indicate a potential
energy barrier that could slow down the reaction. These PESs are found
to closely resemble those obtained by Pederzoli et al. [6] using SA3-
CASSCF(10,8), those obtained by Hutcheson et al. [47] using coupled
cluster (CC3), the ones by Yu et al. [32] using both CASPT2 and TDDFT,
as well as the ones obtained by Ye et al. [4] using several different
DFT/TDDFT methods.

Investigating Fig. 1a further, one can observe that when forcing
the jump at 0.15 eV, the jump from trans-to-cis is expected to happen
when the dihedral angle reaches a value of approximately 105◦, which
is nicely beyond the grey area in which the PESs plotted here cannot
be expected to provide a good representation of the actual PESs and
where problems in the calculations might arise from being too close
to the CI. Indeed, no such convergence problems arise for the trans-to-
cis isomerization. It should also be noted that the jump thus occurs
before the slight upwards slope towards the CI is encountered, and
thus this feature of the ES-PES is not expected to significantly influence
the investigated dynamics in this study. Considering the cis-to-trans
isomerization path, it is found that the jumps are expected to happen
when the dihedral angle reaches approximately 85◦, and thus rather
close to the grey area and the CI compared to the trans-to-cis iso-
merization. Hence, these results might be expected to suffer somewhat
from the close proximity to the CI, and indeed for some trajectories
convergence becomes more cumbersome in this region (see Supporting

Fig. 1. (a) Calculated PESs along CNNC dihedral angle for 𝑆0 using relaxed GS
structures (dashed), 𝑆1 using relaxed ES structures (solid) and 𝑆0 calculated from
relaxed ES structures (stars). Optimized structures could not be obtained in the grey
area due to a too close proximity to the CI. Vertical red lines show the calculated points
where the potential energy gap between 𝑆1 and 𝑆0 (calculated from ES structures) fall
below 0.15 eV, and hence where our trajectories are not expected to go due to the
chosen potential energy gap. The trans-isomer is shown in the inset on the right, while
the cis-isomer is shown in the inset on the left. (b) Average electronic energy evolution
of 𝑆0 (green) and 𝑆1 (cyan), and average potential energy evolution of the actual
trajectory energy (black dots) from reactive cis-to-trans isomerization trajectories. (c)
Average electronic energy evolution of 𝑆0 (green) and 𝑆1 (cyan), and average potential
energy evolution of the actual trajectory energy (black dots) from reactive trans-to-cis
isomerization trajectories. The arrows in (b) and (c) show the direction of reaction.

Information (SI), section 2.1). Another interesting point to note from
Fig. 1a is that the slope of the ES-PES appears to be steeper on the
cis-isomer side compared to the trans-isomer side of the CI. Thus, once
a trajectory reaches the CI, we would expect that it has picked up more
speed and is therefore more likely to continue in the forward direction
after the jump coming from the cis-isomer side than coming from the
trans-isomer side. Hence, the QY of the cis-to-trans isomerization is
expected to be significantly larger than the QY from the trans-to-cis
isomerization, and that is indeed what is observed both here, in other
calculations [3] and in experiment [2].

At each timestep, the average CNNC dihedral angle as well as the
average electronic energy for both GS and ES can be determined from
the reactive trajectories. These average electronic energies, as well as
the average potential energy of the reactive trajectories, are shown in
Fig. 1b and c as a function of the corresponding average CNNC dihedral
angle.

While the ES and GS electronic energies will of course be simple
averages throughout the entire range, the average of the potential
energy of the actual trajectory cannot be considered as such in the
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region where the jumps to the ground state occur. Here, the average
potential energy will in fact also be an average of the GS and ES
energies as not all trajectories jump at the same time and dihedral
angle. We observe that this region is significantly larger for the trans-
to-cis isomerization in Fig. 1c, indicating a larger spread in the jump
angles for this reaction, resulting in a larger spread of the jump times,
as can be observed comparing Figs. 7 and 16.

Comparing the calculated PESs in Fig. 1a to the actual simulated
evolution of the average potential energy (including zero point vi-
brational energy (ZPVE)) as a function of dihedral angle for reactive
cis-to-trans trajectories (Fig. 1b), it is observed that the simulation
seems to qualitatively follow the ES-PES towards the CI. After the jump,
the potential energy is roughly constant until the CNNC angle reaches
130◦, where it makes a significant drop and then qualitatively follows
the GS-PES towards the trans-isomer. This very abrupt drop in energy
at 130◦ is particularly interesting, as it indicates that other DOFs than
the CNNC dihedral angle might be necessary to consider in order to
fully describe the reaction.

Considering also the average of the simulated reactive trans-to-cis
trajectories (Fig. 1c), one can recognize that this does indeed also
qualitatively follow the calculated shape of the PESs albeit oscillations
occur in the potential energy due to motion in other degrees of freedom,
e.g. the CNN angles. The oscillations in the potential energy observed
are noted to be larger on the cis-side in accordance with the molecule
being in possession of excess kinetic energy after the jump. This be-
haviour is also observed for the cis-to-trans trajectory in Fig. 1b, where
more oscillations are seen on the trans-side. Observe also that the ES
electronic energy in Fig. 1b and c after the point of jump will never be
reached as the trajectories here move on the GS, and thus these are not
discussed.

In this study, we shed light on the origin of the slow trans-to-cis
isomerization, showing that it is not a result of a large potential energy
barrier in the ES, but rather of the reaction following slow oscillations
in the CNNC dihedral angle. Furthermore, we show how the cis-to-trans
isomerization happens as a result of motion along at least two degrees
of freedom. Finally, we add to the discussion of the role of the planar CI,
which appears inaccessible when applying one DFT functional, while
it appears very important for the non-reactive trans-to-trans pathway,
when another functional is applied.

2. Computational methods

The non-adiabatic dynamics simulations [48] were run with the
SHARC-2.1.1 program package [49] and the required quantum chem-
istry TD-DFT calculations were performed by the ORCA-4.2.0 program
package [50,51].

For the surface hopping [46], a timestep of 0.5 fs was employed and
a potential energy gap of 0.15 eV was specified for forcing the trajec-
tories to jump from one surface to another. In order to ascertain that
the chosen potential energy gap gives a sufficiently good description
of the molecular dynamics, another smaller potential energy gap was
considered. Here, it was found that the behaviour of the trajectories
were the same, except for a larger QY for the smaller potential energy
gap. This however, is likely to be caused by the closer proximity
to the CI, where the calculations become unreliable, and thus the
chosen potential energy gap was deemed the most suitable. For more
information see section 2.1 of the SI.

A recent study of the functional and basis set sensitivity was carried
out for the cis-to-trans isomerization reaction of Azobenzene by Ye
et al. [4] and their results as well as our subsequent study of the
PESs, have guided our choice of basis set and functional. Thus we have
utilized the BHandHLYP (BHHLYP) functional and cc-pVDZ basis set in
the present study. For more details see section 1 of the SI.

For both the cis-to-trans and trans-to-cis isomerization 1000 initial
conditions were prepared based on a Wigner distribution at zero kelvin
determined by SHARC python scripts. The 3 lowest lying singlet states

(𝑆0, 𝑆1 and 𝑆2) were considered in the calculations. Based on calculated
excitation energies to the 𝑆1 state from the two isomers excitation
energies, an upper bound of the excitation energy of 3.0 eV was chosen
for the cis-to-trans isomerization to ensure starting the trajectories in
the 𝑆1 state. This resulted in 37 trajectories to be simulated for 250
fs in accordance with the experimental lifetime. Likewise, an upper
bound of the excitation energy of 4.0 eV was chosen for the trans-to-
cis isomerization, giving 38 trajectories to be simulated for up to 2.0 ps
corresponding to the longer lifetime of this reaction. Observe that the
𝑆2 state was included in the simulation to allow for more flexibility,
however in the simulations carried out for this study it was found to
play no role in the reaction. Additional details can be found in section
1 of the SI.

The ORCA-4.2.0 program package has been used both for on-the-
fly PES calculations needed by SHARC, as well as for the static PESs
of the isomerization reaction along one or two DOFs. Observe that
the CI structures were only possible to obtain when using the SHARC
program interface [52], where gradients and energies (both potential
and kinetic) were calculated by ORCA.

Visualization of the trajectories was done with the VMD-1.9.1-
program [53] and OVITO [54], while vizualization of the normal modes
was done using molden [55].

As a way of verifying that the results obtained at the current level
of theory are sound and that the simulated molecular dynamics are
qualitatively accurate, we investigate the QY and timescale of the
reaction. The timescale obtained using forced jumps might be expected
to be too short, and also the QYs might be more uncertain. As long as a
reasonable agreement with previous studies can be obtained however,
the overall dynamics is expected to be unchanged. Due to the procedure
of forcing the jump combined with previous studies indicating non-
exponential dynamics [3,6], the lifetimes as such are not reported, but
rather the lag times, i.e. the average time before a jump to the ground
state is observed as also seen in Pápai et al. [45]. These are considered
only for the reactive trajectories, since the point of interest in this
study is the isomerization. The reactive trajectories are, thus, defined
as trajectories that end up in the ground state of the isomer different
from the one in which they began. Likewise, unreactive trajectories are
those that end up in the ground state of the same isomer as the one in
which they began. The QYs are reported as the percentage of reactive
trajectories.

3. Conical intersections

In addition to investigating the one dimensional PESs along the
CNNC dihedral angle it can also be useful to study some of the key
structures of the reaction namely the cis- and trans-isomer GS structures
as well as the CI structures. In this study, using the BHHLYP functional,
no planar CI could be obtained, and all CI geometry optimizations of the
jumping geometries of reactive as well as non-reactive trajectories for
both the cis-to-trans and trans-to-cis isomerization resulted in the same
rotated CI (see Fig. 2) in agreement with previous results [8,37] and
as also indicated by the reported jumping geometries of Yue et al. [3],
who found the dihedral angle at the time of the jump for the trans-
to-cis isomerization to be around 120◦. This contrasts however to the
findings by Casellas et al. [5] and Yu et al. [32], who found also a
planar CI, which was suggested to play a role for the non-reactive
trans-to-cis trajectories. In addition this planar CI was also found to
be of importance when employing the B3LYP functional rather than
the BHHLYP functional (see SI, section 3.4). The CI determined in this
study is in good agreement with the reported rotated CI found in other
studies [3,5,6].

The average structure of the rotated CI is in addition presented in
Table 1 along with the structures of the GS of the two isomers for some
key geometrical parameters. From this table, we observe that while
the CNNC dihedral angle and to some extent also the CNN angles and
CN bond lengths change significantly upon going from the relaxed GS
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Fig. 2. Structure of the rotated (left) and planar (right) CI. The former structure is from one of the reactive trans-to-cis trajectories, while the latter is from a non-reactive
trans-to-cis trajectory run with B3LYP (see SI section 3.4), as the planar CI was not observable using BHHLYP. As can be seen from the SI all optimized CI structures from both
reactive and non-reactive trajectories are very similar using the BHHLYP functional, and thus the shown rotated structure can be assumed representative.

Table 1
Geometry of GS cis and trans geometries as well as average optimized CI from jumping geometries of all trajectories for
which the rotated CI is obtained.

Parameter GS cis Avg. rotated CI GS trans

Theory Exp. [56] Theory Theory Exp. [57]

Dihedral angle (𝐶1𝑁1𝑁2𝐶7) 7.538◦ 8.0◦ 92.371◦ 179.998◦ 180.0◦a

Angle (𝐶4𝐶1𝑁1) 173.943◦ – 177.689◦ 175.449◦ –
Angle (𝐶10𝐶7𝑁2) 173.943◦ – 177.677◦ 175.450◦ –
Angle (𝐶1𝑁1𝑁2) 123.712◦ 121.9◦ 119.613◦ 115.179◦ 114.1◦

Angle (𝐶7𝑁2𝑁1) 123.712◦ 121.9◦ 137.142◦ 115.179◦ 114.1◦

Bond length (𝑁1𝑁2) 1.229 Å 1.253 Å 1.247 Å 1.235 Å 1.259 Å
Bond length (𝐶1𝑁1) 1.429 Å 1.449 Å 1.393 Å 1.414 Å 1.428 Å
Bond length (𝐶7𝑁2) 1.429 Å 1.449 Å 1.347 Å 1.414 Å 1.428 Å

aCoplanarity of 𝐶1𝑁1𝑁2𝐶7 assumed.

Fig. 3. The CNNC dihedral angle (red) and CCN angle (orange) marked on the structure of both the cis- (left) and trans-isomer (right). Relevant atom labels are depicted in black.

structure of either isomer to the CI structure, the remaining degrees of
freedom change only very little, and we would not expect these to play
a major role in the reaction. However, as we shall see, this is not the
case for the CCN angle between 𝑁 of the azo-bond and the nearest and
para C’s of the benzene ring (See Fig. 3).

Considering now the jumping geometries we investigate Fig. 4.
Firstly, it is noted that the predictions made about the CNNC dihedral
angle at the time of jump based on Fig. 1a is in good agreement with
the results observed in Fig. 4. Here, it is evident that only very few cis-
to-trans trajectories and no trans-to-cis trajectories enter the grey area
of Fig. 1a. It is observed that while most of the trajectories do jump
at CNNC dihedral angles close to that of the rotated CI, a few of the
non-reactive trans-to-cis trajectories appear to jump at a significantly
larger dihedral angle. This might be indicative of these trajectories
moving towards the predicted planar CI. In the study by Yu et al. [37]
it was found that 45.4% of the non-reactive trajectories do go through
a planar CI (see Fig. 2), with a dihedral angle of 180◦ [37]. This other
planar CI has also been reported by other studies [3,5], however it
was remarked by Casellas et al. [5] that the path towards the rotated
CI would be preferred for systems without constrained rotation. By
attempting to optimize a CI structure of a geometry very close to the
reported planar CI, the rotated CI was once again obtained (see SI,
Table 13).

Also note from Fig. 4 that the cis-to-trans trajectories jump at a sig-
nificantly lower CCN angle than the trans-to-cis trajectories, indicating
that this degree of freedom plays a role in the cis-to-trans isomerization.

Fig. 4. Jumping geometries of the cis-to-trans (+) and trans-to-cis (dots) trajectories.
Reactive trajectories are shown as green, while non-reactive are shown in magenta. The
average optimized CI structure is shown as a black X. The grey area shows the region
in which the CNNC angle is too close to the CI structure for optimized structures to
be obtained. It is the same region as shown in Fig. 1a.

4. Cis-to-trans isomerization

4.1. QY and lag time

For the cis-to-trans isomerization, the calculation yielded 21 reac-
tive (see Fig. 6) and 16 non-reactive (see Fig. 5) trajectories. Thus,
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Fig. 5. All non-reactive trajectories from cis Azobenzene illustrated by the evolution of
the dihedral angle over time. Time of jump is indicated by the vertical lines. Each colour
represents one trajectory. The thick black line represents the average trajectory, while
the horizontal red line shows the value of the CNNC dihedral angle of the minimum
potential energy GS structure of the cis-isomer. Note that the values of the CNNC
dihedral angle along the trajectories are reported only in the interval 0–180◦ (due to
symmetry) and, therefore, that the average trajectory eventually oscillates around a
larger positive value for the CNNC dihedral angle instead of the GS equilibrium value
of the cis isomer.

Fig. 6. All reactive trajectories from cis Azobenzene illustrated by the evolution of
the absolute value of the dihedral angle over time. Time of jump is indicated by the
vertical lines. Each colour represents one trajectory. The thick black line represents the
average trajectory, while the horizontal red line shows the value of the CNNC dihedral
angle at the minimum potential energy GS structure of the trans-isomer. Note that
the values of the CNNC dihedral angle along the trajectories are reported only in the
interval 0–180◦ (due to symmetry) and, therefore, that the average trajectory always
stays at a value for the CNNC dihedral angle below 180◦.

Fig. 7. Time of jump for all reactive trajectories. Each point signifies the jumping time
of one reactive trajectory. Observe that the point at 𝑡 = 0.0 has been added.

a QY of 57% was obtained in good agreement with previous calcula-
tions (10%-63% [4], 34%-65% [3] and 45%-68% [6]) and experiment
(41%–56%) [2].

The time of jump for reactive trajectories was also considered (see
Fig. 7) and found to be 19.5 fs–33 fs, yielding a lag time of 27.33 fs, in

reasonably good agreement with previously calculated lifetimes using
the TDDFT method (52.7 fs–63.1 fs [3] and 33.9–63 fs [4]) and CAS-
methods (53.1 fs–67 fs [3] and 60–67 [6]), but significantly smaller
than the experimental value (100–170 fs) [2]. The lag time predicted
from an S-curve and the lifetime of an exponential decay are assumed to
be comparable as both should give an indication of the time it takes half
the molecules to jump. The shorter lag of our calculation can partly be
attributed to the method as can be seen from lifetimes of approximately
35 fs being obtained for similar calculations [4]. Also, the TDDFT ES-
PES [4] seems to be a little more steep going from the cis-geometry
to the CI compared to the ES-PES calculated using CASSCF [5,6].
Another factor, that will shorten the lag time compared to experimental
and CASSCF lifetimes is the forcing of the jump. It should also be
emphasized that our calculation shows ballistic dynamics rather than
exponential, which might also be the cause of the discrepancy with the
experimental lifetime. We do however note that such non-exponential
decays are not only observed in TDDFT calculations but also in CASSCF
simulations [6].

Hence, the simulation is deemed to describe the dynamics of the
reaction to a satisfactory degree.

4.2. Normal mode analysis

It can be observed from Fig. 6 that while the jump to the trans
GS happens after approximately 25 fs, it is only after 150 fs that
the trajectories reach the equilibrium value of the dihedral angle for
the trans-isomer. Indeed it seems the dihedral angle settles around
a value of approximately 130◦ for about 100 fs. This feature is also
observable in other TDDFT studies [3,9,10] and a recently published
SA-CASSCF study [34], however it is not further investigated in either
of these studies. Thus, it would appear that there might be other
degrees of freedom at play than the CNNC dihedral angle traditionally
investigated, as also mentioned by Böckmann et al. [9–11].

Rather than investigating certain DOFs related to important atoms
or relevant for a certain mechanism, we now investigate which of all
the DOFs are the most dominant. This is done by performing a normal
mode analysis. As the molecule before the jump resembles the cis-
isomer the most, the first 25 fs of the reaction were considered in
relation to the normal modes of this isomer. Likewise, during the latter
part of the reaction starting from 50 fs (were the CNNC dihedral angle
is above 90◦ and the molecule thus can be considered to move on
the trans-isomer GS) the molecule resembles the trans-isomer. Hence,
this part of the reaction was considered in relation to the trans-isomer
normal modes.

By visualizing the activity of the relevant normal modes (see SI for
movies of trans-isomer normal modes 2 and 5), Fig. 8 was obtained.
From here it can be seen that the most active modes during the first 25
fs of the reaction are modes 1–3. The remaining modes are however,
also quite active, and thus while the first three normal modes might
give a good indication of the important geometrical parameters, they
are not expected to fully describe the dynamics on the ES. Considering
instead the time following the jump and until the trans-isomer equi-
librium structure is reached, it is clear that two trans-isomer normal
modes 2 and 5 are significantly more active than the rest. Indeed,
the remaining normal modes seem to show very little activity. Hence,
these two normal modes are expected to be good DOFs along which
to describe the reaction at least after the jump to the GS. Modes 2
and 5 can be related to the CNNC dihedral angle and the CCN angle
as can be seen in Section 4.3. For further analysis of modes 2 and
5, see also the SI, section 2.2.2. That the reaction is well described
by these two modes can also be seen in Fig. 9, where a smooth path
towards the energy minimum is observed for the trajectory. The path
does not appear to be the steepest possible downhill path, however
this is hardly surprising considering the large kinetic energy available
to the trajectories following the jump. The oscillations of the modes
at longer timescales, caused by the kinetic energy available to the
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Fig. 8. The normal mode activity of reactive trajectories (top) between 0 fs and 25 fs
for each of the cis-isomer normal modes and (bottom) between 50 fs and 150 fs for
each of the trans-isomer normal modes.

Fig. 9. Plot of a reactive trajectory along the trans-isomer normal modes 2 and 5.
Normal mode 2 can be considered as oscillations in the CNNC and to some extent
also the CCN angles, while normal mode 5 only shows oscillations in the CCN angles.
The large black X marks the equilibrium structure and around this point the unrelaxed
2D-GS-PES is shown in an area, in which this unrelaxed calculation can be expected
to give a reasonable description of the PES. The three black arrows show the time at
the indicated points.

molecule, are evident from the top right corner of the figure, where the
trajectory appears to begin to move uphill in potential energy. Observe
that the unrelaxed 2D GS-PES in Fig. 9 is only meaningful close to
the minimum, and hence only a small part is shown to indicate the
position of this minimum. At larger displacements along only these
normal modes, the structure becomes highly distorted, which allows
very large (unphysical) potential energies to be reached. This indicates
that relaxation to some extent does of course occur in many degrees of
freedom and not solely along the two considered here.

4.3. Relating the normal modes to angles

Based on visualizations of relevant normal modes, as well as re-
active trajectories, structural parameters were determined for further
investigation. The equilibrium structure of the appropriate isomer was
then displaced along one of the normal modes of interest in 10 steps
in either direction (+/−). For each resulting structure the structural
parameters of interest were determined. It could thus be determined
which parameters were affected by the given normal mode.

Visualizing the relevant cis-isomer modes shows that they all cor-
respond to different twisting of the benzene rings. If their effect on

structural parameters as those presented in Table 1 are determined, it
turns out, that only mode 3, which appears to be the least active of the
three, changes the CNNC angle, while all three modes to some extent
affects the CCN angle. This might be an indication, that the CCN angle
should be considered, when investigating the cis-to-trans isomerization.
However, as the activity plot in Fig. 8 (top) shows that practically all
cis-modes to some extent are active prior to the jump, this needs to be
investigated further. By considering the trans-isomer modes in Fig. 8
(bottom), very few modes are observed to be active after the jump. It
is found, that the trans-isomer mode 2 is simply an out of plane bend of
the CNNC angle, while the trans-isomer mode 5 is more of an in plane
twist of the benzene rings. Both modes are observed to change the CCN
angle, albeit the change is very small in mode 2. Only mode 2 changes
the CNNC angle. Firstly, it can be observed from Fig. 10 that the CCN
angles rather surprisingly decrease during the first approximately 50
fs, despite the optimized geometries for both isomers as well as the CI
indicating that no change should be observed in this angle. Considering
the most active cis-isomer normal modes before the jump however, they
all give rise to a change in this angle, explaining this initial behaviour.
Thus, our findings show that simply considering optimized geometries
along the reaction path is not sufficient, when attempting to describe
the full dynamics.

After the first 50 fs, the CCN angles are observed to increase from
approximately 140◦ to 180◦ during the time, where the dihedral angle
seems settled around 130◦.

Considering mode 5 in more detail, its frequency is found to corre-
spond to an oscillation period of approximately 150 fs corresponding
well with the timescale on which the CCN angle oscillates, underlining
the importance of these angles. Hence, the settling of the CNNC angle
at a value below the equilibrium value as observed in Fig. 6 is ascribed
to the distortion of the CCN angles, which must be relaxed sufficiently,
before the CNNC angle can reach its equilibrium. As both the trans-
isomer mode 2 and cis-isomer mode 3 appear to change both the CNNC
and the CCN angles these DOFs must be considered coupled. Hence,
once the reaction starts the cis-normal mode 3 is activated, which
changes both the CNNC dihedral angle and distorts the CCN angle. After
the jump to the trans-isomer ground state, the distortion along normal
modes related to these angles, i.e. trans-isomer modes 2 and 5, will
be very large causing a significant gradient and thus movement along
these modes. As the displacement along normal mode 5 is larger than
along mode 2, the initial movement after the jump will primarily be
along this mode, thus hindering the motion along the mode related to
the CNNC dihedral angle (normal mode 2), until the distortion along
the two modes becomes comparable.

As what appears to be the most relevant normal modes, are strongly
related to the CNNC dihedral angle and the CCN angles, it would
be natural to attempt to describe the reaction along those two DOFs
instead. If we simply consider the trajectories along these two angles,
we obtain Fig. 11. From this figure it is evident that all trajectories
behave in the same way along these two degrees of freedom, and
any trajectory can thus be considered representative for the reaction.
We thus investigate how a reactive trajectory moves superimposed
on a relaxed GS-PES computed along the CCN and CNNC angles in
Fig. 12. Firstly, it is noted from Fig. 12 that the differences in potential
energies of the reactive trajectory at the points indicated by arrows are
significantly larger than what would be expected from the underlying
relaxed GS-PES. The GS-PES indicates a change of at most 0.5 eV,
while a change of more than 1 eV is observed between the two arrows
in the middle. This indicates that the relaxed GS-PES in these two
degrees of freedom is not sufficient to explain the behaviour of the
trajectories. In addition it is observed that, on this GS-PES, the initial
movement of the trajectories are not along the steepest downhill slope
towards the equilibrium structure. In fact, the trajectory appears to
move with roughly constant potential energy. To investigate if this
is caused by a potential energy barrier, a trajectory was simulated
from the structure directly following the forced jump with zero initial
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Fig. 10. All reactive trajectories from cis Azobenzene illustrated by CCN (10a) and NCC (10b) angles between the two carbons at the ends of the benzene ring and the closest
nitrogen of the azo-group over time. Time of jump is indicated by the vertical lines. Each colour represents one trajectory, while the thick black line represents the average
trajectory. The horizontal red line shows the value of the CCN angle at the minimum potential energy GS trans-isomer structure.

Fig. 11. Evolution of the CNNC angle vs the CCN angle of all reactive trajectories. Each
colour represents one trajectory. The thick black line represents the average trajectory.

Fig. 12. 2D relaxed GS-PES along CNNC dihedral angle and the CCN angle (the
corresponding NCC angle has been allowed to relax) overlaid with reactive cis-to-trans
trajectories. The energies of the trajectory is observed to be much higher than those of
the underlying PES, indicating a highly distorted molecular structure and hence, that
the reaction cannot simply be considered along the CNNC and CCN angles, while all
other DOFs relax. The black arrows show the potential energy of the reactive trajectory
(solid red line) at the points indicated. The corresponding MEP (dotted red line) and
trajectories starting with zero velocity (dashed red line) from the structure of the
reactive trajectory directly following the forced jump to the GS is also shown.

velocity. This trajectory however is found to move in the same way
as the original trajectory and thus it appears that it is not an energy
barrier at this point that hinders the most direct movement towards
the equilibrium structure. A minimum energy path (MEP) was also

Fig. 13. Potential energy vs. CNNC angle on the trans-isomer side of the 1D-PES. The
potential energy found by a relaxed energy scan is shown in blue for the GS (dotted)
and for the GS potential energies computed from relaxed ES structures (stars). The
green line represents the MEP of a (representative) reactive trajectory starting from
the structure obtained shortly after the jump to the GS. The red line shows the actual
potential energy of that same trajectory during simulation as also shown in Fig. 12.
The potential energy equal to zero here corresponds to the energy of the equilibrium
structure of the cis-isomer in the GS.

computed on the full-dimensional GS-PES from the structure directly
following the forced jump and evidently shows the same movement
trends in the CCN and CNNC angles as the other trajectories plotted.
However, the MEP is observed to be significantly smoother than the
trajectories that allow kinetic energy to be picked up along the path,
which would allow for movement also towards areas of larger potential
energy.

The observed behaviour indicates that the molecule needs to rear-
range most likely due to a significant strain along these DOFs, before
the equilibrium structure can be reached. This finding is in good agree-
ment with the previously proposed twist mechanism [9,10], which does
indeed consist in a change of the CNNC dihedral angle followed by
rearrangement of the benzene rings. To investigate this further, the 1D
relaxed GS-PES along the CNNC angle is considered. From Fig. 13 it is
evident that the potential energy of the MEP and actual trajectory is
initially much higher than for the relaxed structures. This however can
be explained by the starting point of the calculation, which is a highly
distorted structure compared to the 2D relaxed GS-PES. The main point
of interest to note however, is that the slope of the MEP curve is
much steeper than any of the relaxed curves indicating other degrees
of freedom at play. This can also be seen from the actual trajectory,
which shows an initial drop in potential energy, only to then use the
gained kinetic energy to move towards an area of higher potential
energy. This gain in kinetic energy also explains the many twists of the
trajectory on the 2D relaxed GS-PES and indeed from Fig. 12 the MEP
is observed to move rather smoothly towards the minimum potential
energy point after the initial detour. This detour however cannot be
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Fig. 14. Time evolution of the CNNC dihedral angle of all reactive trajectories starting
from trans-azobenzene. Vertical lines indicate jump times.Each colour represents one
trajectory. The horizontal red line shows the value of the CNNC dihedral angle at
the minimum potential energy GS structure of the cis-isomer. The thick black curve
shows the average reactive trajectory. Note that the values of the CNNC dihedral angle
along the trajectories are reported only in the interval 0–180◦ (due to symmetry) and,
therefore, that the average trajectory eventually oscillates around a larger positive value
for the CNNC dihedral angle instead of the GS equilibrium value of the cis isomer.

explained by the 1D relaxed GS-PES. While the MEP does not move
uphill in potential energy on the 2D relaxed GS-PES, it does not take the
most direct route towards the minimum, indicating that while the two
angles provide a good description of the reaction, they do not provide
as full a picture of the reaction after the time of jump as the two trans-
isomer normal modes. In addition, allowing the remaining DOFs to
relax, while changing the CNNC and CCN angles was shown in Fig. 12
to produce a wrong description of the process, and thus we cannot
study this reaction by a few static electronic structure calculations, but
rather we need to simulate the actual dynamics in order to explain the
isomerization, since the molecule during reaction appears to be very
far from relaxed.

5. Trans-to-cis isomerization

5.1. QY and lag time

We now turn our attention to the slower trans-to-cis isomerization.
From Fig. 1 a significantly lower QY of the trans-to-cis isomerization

compared to that of the cis-to-trans isomerization was anticipated.
Indeed, of the 38 simulated trajectories, 33 were non-reactive (See
Fig. 15 and for further details section 3.2 in the SI), while 5 were
reactive (See Fig. 14). This gives a QY of approximately 13.2%, which
is in reasonable agreement with experiment (23%–35%) [2] and other
simulations (11%–33%) [3] although on the low side.

Considering the jump times of the trans-to-cis reaction (0.655 ps–
1.02 ps), a lag time of 0.84 ps is obtained (See Fig. 16), in good
agreement with the experimental lifetime (0.9 ps–1.4 ps) [2]. This
comparison has already been justified above. That the lag time is
shorter than the experimentally determined lifetime is expected as the
jump is forced.

In addition to the reasonable agreement with experiment, we ob-
serve that the reactive trajectories are very consistent in their be-
haviour. Hence, despite the small number of trajectories investigated,
the simulation can be expected to offer a representative description of
the reactive reaction path, thus allowing us to gain insights into the
dynamics.

The non-reactive trajectories are observed to behave less consis-
tently than the reactive ones with respect to the value of the CNNC
angle at the time of jump. Here, a wide range of different values are
observed, as can be seen from Fig. 15. As the non-reactive trajectories
are not the main point of interest here, this will not be investigated or
discussed further.

Fig. 15. Time evolution of the CNNC dihedral angle of all non-reactive trajectories
starting from trans-azobenzene. Vertical lines indicate jump times. Each colour repre-
sents one trajectory. The horizontal red line shows the value of the CNNC dihedral
angle at the minimum potential energy GS structure of the trans-isomer. The thick
black curve shows the average non-reactive trajectory. Note that the values of the
CNNC dihedral angle along the trajectories are reported only in the interval 0–180◦

(due to symmetry) and, therefore, that the average trajectory always stays at a value
for the CNNC dihedral angle below 180◦.

Fig. 16. Plot of jump times of the trans-to-cis isomerization. Each point represents the
jump time of one reactive trajectory. Observe that the point at 𝑡 = 0.0 has been added.

5.2. Explaining the longer timescale

In order to investigate the reason for the long lifetime of the trans-
to-cis isomerization one might investigate the evolution of the often
reported CNN angles over time, however as seen in Fig. 13 of the SI, no
obvious indication of the relaxation of the CNN angles being a driving
force can be seen.

Observing closely the evolution of the CNNC dihedral angle of the
reactive trajectories in Fig. 14 prior to the jump to the ground state one
can see a fairly smooth decrease in the CNNC dihedral angle over time.
Indeed, if one considers an average reactive trajectory before the jump,
one can fit a cosine function to this average, as seen in Fig. 17. The fit is
reasonable good and would correspond to an ES oscillation half-period
from the trans- (180◦) to the cis-isomer (ca. 0◦) of approximately 2.4 ps.
A quarter period (1.2 ps) thus corresponds to the reaction time, i.e. the
time it takes to reach the CI at a CNNC dihedral angle of approximately
90◦. This reaction time is in good agreement with the experimentally
determined lifetime of the reaction (0.9 ps–1.4 ps) [2]. The smoothness
of the curve prior to the jump indicates that no potential energy barrier
is present during the simulation as also expected from the 1D-ES-PES
in Fig. 1a, when the forced jump is taken into account, and thus this
cannot be the cause of the longer timescale. In addition, the good
agreement between the oscillation period of the fitted cosine curve
and the experimental lifetime indicates that the longer timescale of the
trans-to-cis isomerization is simply a result of a slow (quarter of an)
oscillation of the CNNC dihedral angle in the ES.
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Fig. 17. Time evolution of the CNNC dihedral angle of an average of the reactive trans-
to-cis trajectories (blue curve) fitted to a cosine function, 𝜃𝐶𝑁𝑁𝐶 = 90◦+88◦ cos

(

2𝜋
4833 fs ⋅𝑡

)

(red curve). The evolution of the fit up to the point where a dihedral angle of
approximately zero degrees (cis-isomer) is shown.

6. Conclusion

Simulations of the isomerization of Azobenzene have been carried
out utilizing the procedure of forced jumps within the surface hopping
framework in order to circumvent the problems often arising for TDDFT
calculations around the area of the CI between the GS and first excited
state.

The simulations for both the cis-to-trans and trans-to-cis isomeriza-
tion showed results of QY and lag times in reasonable agreement with
previous studies and experiment. In addition, the trajectories of the
same type all seemed to behave in the same way with the exception
of the non-reactive trans-to-cis trajectories, which showed a wider
range of jumping values for the CNNC angle. It has therefore been
concluded that the investigated reactive trajectories give a sufficiently
representative description of the structural evolution of the molecule
during the photoisomerization.

It was found that the cis-to-trans isomerization occurs as a result
of movement along two normal modes, rather than simply along the
CNNC dihedral angle, which is the most common description. While the
first normal mode is largely responsible for the change in the dihedral
angle both modes also influence the CCN angle between the benzene
ring and the azobond, and the change in this angle appears to halt the
change in the dihedral angle. It was found that while these two angles
seem to be the most important in the reaction other degrees of freedom
might also be needed in describing the reaction in such a coordinate
system, as the description here did not appear as adequate as the one
offered by considering the reaction along the two normal modes. Our
observations for the cis-to-trans isomerization corroborate the previ-
ously proposed two-step twist mechanism. In contrast to the cis-to-trans
isomerization, the trans-to-cis isomerization seems to happen in one
smooth step albeit a slow one. The isomerization appears to simply be
a result of slow excited-state oscillations in the CNNC dihedral angle,
without the impediment of a significant potential energy barrier.

Finally, the importance of the previously reported planar CI was in-
vestigated and, while more studies will be required, it appears that the
significance of this CI is not only geometry dependent as suggested in
other studies, but is also strongly influenced by the choice of functional.
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Abstract

We present an implementation of a damped response framework for calculating resonant

inelastic X-ray scattering (RIXS) at the equation-of-motion coupled cluster singles and doubles

(CCSD) and second-order approximate coupled cluster singles and doubles (CC2) levels of

theory in the open-source program eT . This framework lays the foundation for future extension

to higher excitation methods (notably, the coupled cluster singles and doubles with perturbative

triples, CC3) and to multilevel approaches.

Our implementation adopts a fully relaxed ground state, and different variants of the core-

valence separation projection technique to address convergence issues. Illustrative results are

compared with those obtained within the frozen-core core-valence separated approach, avail-

able in Q-Chem, as well as with experiment.

The performance of the CC2 method is evaluated in comparison with that of CCSD. It is

found that, while the CC2 method is noticeably inferior to CCSD for X-ray absorption spectra,

the quality of the CC2 RIXS spectra is often comparable to that of the CCSD level of theory,

when the same valence excited states are probed. Finally, we present preliminary RIXS results

for a solvated molecule in aqueous solution.

1 Introduction

X-ray spectroscopy has gained tremendous popularity over the past decades.1–4 This is a result of

massive investments in the development of improved light sources and the refinement of detection

techniques, both at large scale experimental facilities and at table-top laboratory setups.1,3 Exper-

iments such as X-ray absorption (XAS)2–4 and X-ray emission (XES)2 are nowadays routinely

carried out, in particular in the soft X-ray regime (0.1-5keV), where, e.g., the K-edge (1s−1) of

lighter elements like Carbon, Nitrogen and Oxygen, the L-edge (2p−1) of third row elements like

Sulfur, Chlorine and Silicon, and the M-edge (3d−1) of transition metals are probed. Moreover,

thanks to the X-ray pulse sources nowadays available from free-electron lasers and high-harmonic

generation setups, it has become possible to use X-ray techniques to monitor ultrafast molecular
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transformations with unprecedented temporal, spatial and energetic resolution.5,6

An X-ray technique, which has significantly benefited from the recent advances in X-ray

light sources and instrumentation, in particular synchrotrons, is resonant inelastic X-ray scattering

(RIXS). This technique is also known as resonant (radiative) inelastic X-ray Raman scattering.7–11

Broadly speaking, RIXS can be regarded as a two-photon process, equivalent to vibrational Raman

scattering. The first step in both processes is the absorption of a photon, for RIXS in the X-ray re-

gion (i.e., XAS), and for conventional Raman in the near-IR to UV region.12 Subsequently, another

photon is emitted in the same energy region, i.e., XES for RIXS.7,13 Thus, where conventional Ra-

man is used to probe vibrational energy states, RIXS probes (valence) electronic excited states.

Like its (infrared-visible) analogue, this two-photon process in the X-ray region is complementary

to simple absorption spectroscopy, since their selection rules differ. In terms of molecular orbitals,

one can also say that, while XAS probes unoccupied valence orbitals, RIXS studies the correlation

between occupied and unoccupied valence orbitals. Figure 1 schematically illustrates the RIXS

process both in terms of orbital excitations/de-excitations and of transitions between electronic

states. An important difference of RIXS compared to valence region Raman spectroscopy is its

element specificity due to the localized nature of the core orbitals, which is seen for all X-ray

spectroscopies.14

With RIXS experiments becoming more feasible and popular during the last decade, even in

time-resolved regimes,11 the interest in theoretical approaches capable of simulating the RIXS ob-

servables has also increased, as it is deemed essential for the interpretation of the experimental

spectra.15–24 A non-exhaustive list in this regard includes methods based on the adiabatic diagram-

matic construction (ADC) approach,16 on time-dependent density functional theory (TDDFT),15,21,22

and on coupled cluster (CC) theory.17–20

The key quantity when computing the spectra is the RIXS cross section,7 based on the Kramers-

Heisenberg-Dirac (KHD) formula.25–27 In this formulation the amplitudes are given in terms of a

sum-over-states (SOS) expression. It has been argued9,16,28 that the SOS formula may be slowly

convergent and require a large number of terms in order to span the spectral range of valence and
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Figure 1: Orbital and state schematics of the RIXS process. Left: A core electron is excited to a
virtual orbital, and a valence electron falls down to fill the core hole. Right: The system is excited
into core state Ci (XAS), then decays into valence excited state S f (XES), emitting photons of
energy ωem,f, lower than that used in the XAS step.

core-excited states. A closed-form expression would then be preferable. One such expression was

derived and implemented within the ADC framework by Rehn et al. in 2017.16 Two years later,

Faber and Coriani17 proposed an analogous theoretical framework for computing RIXS spectra

(along with XES) within coupled cluster singles and doubles (CCSD) response theory. Moreover,

Faber and Coriani presented illustrative spectra for small molecular systems based on a prototyp-

ing python implementation. A similar framework was later developed for frozen-core equation-of-

motion (fc-EOM-)CCSD by Nanda et al.,19 and implemented in the commercial code Q-Chem.29

Although CCSD is not considered the gold standard within the framework of single reference

wavefunctions, it provides a computationally feasible approach that yields high accuracy results.30

The method is therefore of interest since approaches, like, e.g., coupled cluster singles and dou-

bles with a perturbative treatment of triple excitations, CCSD(T) and CC3,31–33 often advocated as

the gold standards, become computationally too demanding with the generally available resources,

when considering molecules of a certain size.30 In the future, though, it would be of interest to
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extend the framework also to these methods.

When computing molecular properties within the CC framework, one can choose either the re-

sponse (RSP) framework34–36 or the more approximate equation-of-motion (EOM) framework.37–40

The EOM framework is often the preferred choice, as it yields results of similar accuracy as RSP

at a (slightly) lower cost.41 In the case of the full CC limit, i.e. all excitations included, the EOM

method will in fact yield results identical to the response approach. On the down side, the error of

the EOM methods scales with the size of the system. Fortunately, however, the error remains small

until hundreds of correlated electron pairs are considered.41

Despite the results presented by Faber and Coriani,17,18 and by Nanda et al.19,20 appearing

promising, available implementations of RIXS at the CC level are to date still scarce. To the best

of our knowledge, none is available in an open-source code. In this study, we present such an

implementation in the eT code,42 which will be available in a future release. The eT code features

a very efficient implementation of the Cholesky decomposition43–46 of the two-electron integrals,

which allows for cost-effective implementations in quantum chemistry. Unlike the approach of

Refs. 19 and 20, we here work within the framework of a fully relaxed ground state and only

invoke the frozen core approximation in the calculation of the valence excited states. Furthermore,

the core-valence-separation47 (CVS) projection within the damped response solver can be turned-

off if desired, although it is generally recommended to use it for convergence.18 In addition, two

possible flavours20 of the CVS projector are available, namely CVS and CVS with uncoupled

valence singles (CVS-uS).

We will begin by briefly reviewing the relevant theoretical background for the new implemen-

tation in Section 2. To validate it, the RIXS and XES spectra of H2O will then be calculated

at the EOM-CCSD and EOM-CC2 levels of theory and compared to results obtained using the

fc-CVS-EOM-CCSD approach, as well as experiment (see Section 4.1). Furthermore, the perfor-

mance of both levels of theory for RIXS calculations will be evaluated by simulating the RIXS

spectra of methanol (CH3OH) and comparing with experiment. The RIXS spectra of H2S and

para-nitro-aniline (PNA) were likewise evaluated, but here experimental data for comparisons are
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not available (see Section 4.2). Finally, in Section 4.3, the CCSD implementation will be employed

to simulate imidazole in an aqueous solution. Conclusive remarks are given at the end.

2 Quantities of interest and implementation details

The main quantity of RIXS is the RIXS cross section defined as7,9,16,17,48

σ
0 f
θ

=
ωem,f

ωc

1
15 ∑

XY

{(
2− 1

2
sin2

θ

)
F 0 f

XY (ωc)F
f 0

XY (ωc)

+
(3

4
sin2

θ − 1
2

)[
F 0 f

XX(ωc)F
f 0

YY (ωc)+F 0 f
YY (ωc)F

f 0
XX(ωc)

]}
,

(1)

where θ is the angle between the incident and emitted photon and X and Y indicate two compo-

nents of the electric dipole moment operator, i.e., X̂ and Ŷ . Furthermore, as also shown in Fig. 1,

ωc is the (core) resonance energy and ωem,f is the emission energy associated with the final valence

excited state, f , i.e. ωem,f = (ωc −ωf). The quantities F 0 f
XY (ωc) and F f 0

XY (ωc) are the RIXS tran-

sition moments between the initial state, 0, and the final valence excited state, f . These transition

moments can be calculated based on the SOS expression for the KHD amplitudes,7,16,28 which

reads

F f 0
XY (ωc) = ∑

n

[
⟨Ψ f |X̂ |Ψn⟩⟨Ψn|Ŷ |Ψ0⟩

ωn − (ωc + iγn)
+

⟨Ψ f |Ŷ |Ψn⟩⟨Ψn|X̂ |Ψ0⟩
ωn +(ωem,f + iγn)

]
, (2)

where |Ψn⟩ is the wavefunction for the excited state n. In addition, γn is the corresponding inverse

lifetime, while i is the imaginary phase. In order to simplify this expression, one can assume that

all excited states have the same inverse lifetime γ , resulting in

F f 0
XY (ωc) = ∑

n

[
⟨Ψ f |X̂ |Ψn⟩⟨Ψn|Ŷ |Ψ0⟩

ωn − (ωc + iγ)
+

⟨Ψ f |Ŷ |Ψn⟩⟨Ψn|X̂ |Ψ0⟩
ωn +(ωem,f + iγ)

]
. (3)

As discussed elsewhere,16,17 this expression corresponds to a two-photon transition matrix element

where a damping factor is added to the frequencies ωc and ωem,f in order to maintain the resonant
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condition ωc −ω f = ωem,f.

Our implementation of the KHD amplitude in Eq. (3) is based on a CC ground-state wavefunc-

tion, i.e. on the exponential ansatz49 |ΨCC
0 ⟩= exp(T )|0⟩. Here, |0⟩ is the reference (Hartree-Fock)

wavefunction and T = ∑m tmτ̂m is the cluster operator, consisting of the excitation operators τ̂m,

acting as τ̂m|0⟩= |m⟩, and of the coupled cluster amplitudes, tm.

For the CCSD wavefunction considered here, only single and double excitations are included

in the cluster operator. The equation of motion (EOM) CC formalism37,39 is moreover employed

to formally parametrize the final state wavefunction Ψ f and the intermediate state wavefunctions

Ψn.

Following the derivation of Faber and Coriani,17 the EOM-CC right and left RIXS transition

moments can be computed as

F 0 f
XY (ωc) =

[
t̄X(ωem,f − iγ)AY + t̄Y (−ωc + iγ)AX

− (t̄ ·ξ X)t̄Y (−ωc + iγ)− (t̄ ·ξY )t̄X(ωem,f − iγ)
]
R f

+(t̄ ·R f )
[
t̄Y (−ωc + iγ) ·ξ X + t̄X(ωem,f − iγ) ·ξY

] (4)

F f 0
XY (ωc) =−L f

{
AX tY (ωc + iγ)+AY tX(−ωem − iγ)

− (t̄ ·ξ X)tY (ωc + iγ)− (t̄ ·ξY )tX(−ωem,f − iγ)

− (t̄ · tY (ωc + iγ))ξ X − (t̄ · tX(−ωem,f − iγ))ξY
}
.

(5)

In the equations above, t̄ is the vector containing the CC ground-state multipliers, L f and R f are the

left and right EOM-CC eigenvectors of state f , respectively. In addition, tX(ω + iγ) and t̄X(ω − iγ)

are the vectors containing the CC response amplitudes and multipliers, respectively, while AX is

the EOM property Jacobian defined, for instance, in Eq. (20) of Ref. 17. The RHS vectors ξ X and

ηX can be found, for instance, in Eqs. (9) and (18) of Ref. 17, respectively.

Our implementation of the damped response solver, used to determine the response amplitudes

and multipliers, is based on the algorithm presented in Refs. 17 and 50. We will therefore not

repeat it here, but rather refer the reader to those publications for details. In essence, the com-
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plex response amplitudes and multipliers are decomposed into real and imaginary components,

e.g., tX(ω + iγ) = tX
ℜ
(ω + iγ) + itX

ℑ
(ω + iγ). The response equations are then recast in a (real)

pseudosymmetric form, like

(A−ωI) γI

γI −(A−ωI)


tX

ℜ

tX
ℑ

=

−ξ X
ℜ

ξ X
ℑ

 (6)

and solved using an iterative subspace algorithm.17,50

Note that within the EOM-CC framework, the solution of the left damped response equation,

yielding the response multipliers, is strictly decoupled from the solution of the right damped equa-

tion (Eq. (6)). This is because the EOM right-hand-side (RHS) vector ηX does not contain contri-

butions from the response amplitudes. This is not the case in CC linear response (LR-CC) theory,

where the response amplitudes enter the RHS of the response multiplier equations.17 This implies

that both RHS of the EOM response equations, ξ X or ηX , are either strictly real or strictly imagi-

nary, only depending on the nature of the operator X̂ . Since the damped response amplitudes and

multipliers are decomposed into real and imaginary components, the real and imaginary parts of

the transition moments in Eqs. (4)-(5) can be evaluated separately.

In RIXS, we consider only components of the real electric dipole moment operators, X̂ , and

thus ξ X
ℑ

and ηX
ℑ

are zero. Furthermore, it is the real part of the RIXS transition strengths that

is of interest when computing intensities of the spectra. Thus, we only need to evaluate the real

part of the transition moment products, e.g., F 0 f
XY (ωc)F

f 0
ZU(ωc). Moreover, since the focus of

our implementation has been on CCSD, the current damped response solver for CC2 is in full

doubles space. This will be optimized in the future. Algorithm 1 summarizes the main steps in the

calculation of the RIXS cross section.

Our current implementation of RIXS enables the user to either input a value for the core excita-

tion energy, or to request a certain core excitation to be calculated as the initial step (see Algorithm

1). As an additional feature, one can switch on a projection in the damped response solver. It has

previously been observed that larger systems, or even small systems described with larger basis
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Algorithm 1 Schematic illustration of the RIXS implementation.
1: Calculate (or input) the resonant core excitation energy, ωc, using a Davidson solver and CVS.
2: Calculate valence excitation energies, ω f , and solution vectors, L f and R f , using a Davidson

solver in a space orthogonal to the pure core space.
3: Determine emission energies ωem,f = ωc −ω f .
4: Collect ωc and ωem in array ω and generate −ω .
5: for sign(ω) do
6: for X = x-,y-,z-component of the dipole operator do
7: Solve right damped response equations for the response amplitudes, tX(ω + iγ) and

tX(−ω − iγ).
8: Solve left damped response equations for the response multipliers, t̄X(−ω + iγ) and

t̄X(ω − iγ).
9: end for

10: end for
11: for f = 1, Nvalence_excitations do
12: Calculate transition moments, F 0 f

XY (ωc) and F f 0
XY (ωc) given in Eqs. (4) and (5).

13: for θ = angle1,angleM do
14: Calculate RIXS cross section, σ

0 f
θ

, for the angle, θ , between the incident and scattered
photon given in Eq. (1).

15: end for
16: end for

sets, display a poor convergence in the damped response solver.18,20 This, however, can be reme-

died by applying a CVS projector in the solver.18,20 Faber and Coriani 18 noted that when simply

considering the convergence, this projection needs only be employed when solving the response

amplitude equations with positive frequencies and the response multiplier equations with negative

frequencies. Our implementation of the damped response solver includes the projection in this

manner. Additionally, it was reported by Nanda and Krylov 20 that when considering systems with

significant charge transfer character, the core and valence transitions cannot be completely decou-

pled. Indeed, the valence single excitations were shown to couple significantly to the core space,

which then led the authors to formulate a different variant of CVS, named CVS-uS.20 In CVS-uS,

only the double valence excitations were excluded from the solution of the damped response equa-

tions. This procedure was found not to impede the convergence of the damped response equations,

while it was shown to improve the description of the spectra. CVS-uS has also been implemented

as a projector in eT and can be invoked if desired. Note, however, that Nanda and Krylov 20 em-
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ployed the CVS-uS scheme when solving for all damped response equations, and not only for

the potentially divergent ones. This is also the case for their implementation of the “full” CVS

(denoted CVS-0) in Q-Chem. In the following, we have chosen to apply the CVS and CVS-uS

projectors primarily to improve convergence of the potentially divergent response equations. An

in-depth investigation of the differences of the results following the two schemes is postponed to

future studies. A schematic illustration of our implementation of the two projections can be found

in Algorithm 2.

Algorithm 2 Schematic illustration of our implementation of the CVS and CVS-uS projectors on
a vector. The projection is only invoked for the right (amplitude) response equations when the
input frequency is positive, and for the left (multiplier) response equations when the frequency is
negative.

1: if (CVS requested and (right equations and positive ω) or (left equations and negative ω))
then

2: for i=1,Nexcitations do
3: if i does not involve the core orbital of interest then
4: vectori = 0.0
5: end if
6: end for
7: elseif (CVS-uS requested and (right equations and positive ω) or (left equations and negative

ω))
8: for i=1,Ndouble_excitations do
9: if i does not involve the core orbital of interest then

10: vectori = 0.0
11: end if
12: end for
13: end if

Finally, the calculation of nonresonant X-ray emission spectra (XES) was also implemented,

following the approach outlined by Faber and Coriani.17 Accordingly, we compute the emission

energy as the difference between the ionization energy of the core ionized state, c, and the valence

ionized state, v

Eem = IEc − IEv. (7)
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The intensities are based on the (EOM) dipole transition moments

T vc
X = (LvAX Rc)− (t̄ ·Rc)(Lv ·ηX)− (LvIRc)(t̄ ·ηX). (8)

A schematic illustration of the XES implementation can be found in Algorithm 3.

Algorithm 3 Schematic illustration of the XES implementation.
Note that XES calculations do not require the use of the damped response solver.

1: Calculate the desired core ionization energy, IEc, and solution vectors, Lc and Rc, using a
Davidson solver and CVS

2: Calculate valence ionization energies, IEv, and solution vectors, Lv and Rv, using a Davidson
solver in a space orthogonal to the pure core space

3: for v = 1, Nvalence_excitations do
4: for X = x-,y-,z-component of the dipole operator do
5: Determine transition moments, T vc

X and T cv
X given in Eq. (8).

6: Determine diagonal element of the transition strength, Svc
XX = T vc

X T cv
X

7: Add X component contribution to XES oscillator strength, f osc
vc

f osc
vc +=

2
3
(IEc − IEv)Svc

XX

8: end for
9: end for

3 Computational Details

All calculations have been performed with a development version of the open source program eT

(Ref. 42). All core and valence excitation spectra have been determined with a regular Davidson

solver. The core excitations were computed in a space orthogonal to the pure valence one, and vice

versa for the valence excitations. The RIXS spectra have been determined by using our damped

response solver with the CVS-uS and CVS projection. For H2O and H2S the damped response cal-

culations have also been performed without any CVS projection. In addition, RIXS calculations

for H2O have been carried out at the fc-CVS-0-EOM-CCSD level of theory using Q-Chem. For

H2O, CH3OH, H2S and PNA calculations were performed both at the EOM-CCSD and EOM-CC2
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levels of theory. For imidazole in aqueous solution, the calculations were only performed at the

EOM-CCSD level of theory. The 6-311++G** basis51,52 with additional Rydberg functions (3s3p)

was employed in the case of H2O (see SI, Section S1.1.1), whereas for CH3OH we adopted the

aug-cc-pVTZ basis.53,54 For the remaining systems, the 6-311++G** basis set was used. Con-

vergence thresholds for the response calculations were: 10−6 for CH3OH, PNA and imidazole in

H2O, 10−8 for H2O to compare with the study by Nanda et al.,19 and 2 ·10−8 for H2S as the RIXS

cross sections are here very small. All RIXS calculations employed a damping factor of 0.0045563

a.u. and the RIXS cross sections are shown for a scattering angle of 45◦.

The geometries of H2O and H2S were determined from experimental parameters,55,56 while

the structure of PNA was taken from Nanda and Krylov.20 The geometries of CH3OH and of

imidazole in H2O were optimized at the MP2/cc-pCVTZ level of theory. The cartesian coordinates

of all systems can be found in the SI, Section S1.

The Mulliken symmetry notation57 has been employed throughout unless otherwise stated.

All calculations were carried out on DTU HPC resources.58

4 Results and discussion

4.1 Validation

4.1.1 H2O

H2O was used to validate our approach by comparing different available CC implementations for

the calculation of RIXS spectra.

As the RIXS calculations rely on the preliminary computation of the core transition, corre-

sponding to the core resonance of interest, as well as of the valence transitions, the XAS and

UV-Visible absorption spectra are also shown. Moreover, EOM-CC2 and EOM-CCSD results

from eT and fc-EOM-CCSD results from Q-Chem are compared. The XAS and valence spectra

can be seen in Fig. 2. The underlying raw data (energies and oscillator strengths) used to build
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the spectra can be found in Tables S1 and S2 in the SI. Table 1 collects the calculated ionization

Figure 2: H2O: XAS spectra at the O K-edge (left) and valence absorption spectra in a space
orthogonal to the O core space (right) calculated using different methods. For all methods 10
core transitions and 20 valence transitions have been determined and plotted. The 6-311++G**
basis with additional Rydberg functions was used for all calculations. Experimental data (black)
digitized from Schirmer et al. 59 The spectrum was simulated by applying a Lorenzian broadening
with a half width at half maximum (HWHM) of 0.27 eV. The calculated XAS spectra have been
shifted to align with the first experimental band by −0.52 eV for CVS-EOM-CC2, −1.72 eV for
CVS-EOM-CCSD and −1.24 eV for fc-CVS-EOM-CCSD. The first valence ionization energy is
shown as a vertical line spanning the entire intensity range.

energy (IE) thresholds of all systems considered in this study.

As seen from Fig. 2 (and Table S1), the main differences between the CVS-EOM-CCSD

and the fc-CVS-EOM-CCSD XAS results are a smaller shift in energy of the latter to align with

experiment, and minimally larger oscillator strengths, as already reported in previous studies.71

The differences between the CCSD and CC2 spectra, on the other hand, are much larger. Apart
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Table 1: First valence and core ionization energy thresholds calculated with with eT . Core
ionization energies were obtained using the CVS projector to span a space orthogonal to the
valence excitation space. Valence ionization energies were computed in a space orthogonal
to the core space of interest. The core space considered is given in parenthesis next to the
computed values.

Molecule Method IE/eV Core IE/eV

H2O

EOM-CC2 11.30(O) 538.09(O)
EOM-CCSD 12.33(O) 541.46(O)
fc-EOM-CCSD 12.31(O) 540.98(O)
Experiment60,61 12.65 539.79(O)

CH3OH
EOM-CC2 10.05(C);10.06(O) 293.07(C); 536.98(O)
EOM-CCSD 11.02(C);11.03(O) 293.18(C); 540.43(O)
Experiment62–64 10.85 292.42(C); 539.16(O)

H2S
EOM-CC2 9.77(S) 2473.89(S)
EOM-CCSD 10.00(S) 2475.72(S)
Experiment65,66 10.46 2478.32(S)

PNA
EOM-CC2 7.8641(C) 291.58(C)
EOM-CCSD 8.34(C) 292.31(C)
Experiment67,68 8.43 291.1(C)

Imidazole in H2O
EOM-CCSD 8.78(N) 406.41(N)
Experiment69,70 8.51 403.9(N)

from the first two transitions, the CC2 core transitions are noticeably more closely spaced and

their oscillator strengths are much smaller. As a result, where the CCSD spectra show reasonably

good agreement with the experimental XAS spectrum in terms of both relative peak positions

and intensities, the EOM-CC2 spectrum above 535.5 eV is compressed because of the too small

separation between the peaks. This behaviour has already been reported in previous studies.72,73 It

is a known fact that CC2 does not describe XAS to a fully satisfactory degree (see, e.g., Refs. 74

and 75).

Considering the valence excitation spectrum, see panel (b) of Fig. 2 and Table S2 in the SI, we

observe that the only difference between the EOM-CCSD and fc-EOM-CCSD spectra is a small

(0.02 eV) red shift of the latter with respect to the former. Aside from a slightly larger red shift,

the CC2 UV spectrum corresponds well with the CCSD spectra with only small variations above

the calculated ionization threshold. The CC2 ionization threshold is, however, obtained at a much

lower energy (1 eV) than the CCSD one.
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Despite the similar spectral shapes, closer inspection of the energies and intensities (tabulated

in Table S2) reveals differences between CC2 and CCSD as far as the energetic ordering and

symmetry of the states contributing to the peaks above 10 eV are concerned. This is expected to

affect the appearance of RIXS spectral slices in the low emission energy region.

We now study the RIXS spectra (spectral slices) for the first two core resonances, 1s→4a1

(total symmetry A1) and 1s→2b2 (total symmetry B2), as well as the nonresonant XES spectra.

The RIXS spectra are given in panels (b), (c), (e) and (f) of Fig. 3, and the nonresonant XES spectra

in panels (a) and (d). As before, freezing the core orbitals in the ground state merely results in a

shift compared to calculations based on a fully relaxed ground state. Also, for this molecule, using

either the CVS or the CVS-uS projectors, when solving for the damped response vectors, does not

affect the resulting spectra (see Fig. 3). This was also reported by Nanda and Krylov,20 who noted

that differences between the two schemes do not always arise, and in particular not for very small

systems and/or small basis sets. On the other hand, we do observe noticeable differences between

the CC2 and CCSD results. For the nonresonant case we observe an increased shift of the CC2

spectrum compared to that for RIXS, in accordance with the lower core ionization threshold found

for CC2. Nevertheless, the two XES spectra show a similar spectral profile (shifted in energy).

The CC2 and CCSD RIXS spectra at resonance with the first core excitation agree reasonably well

for the two high energy features of the spectra, despite a decreased overall intensity of the CC2

spectrum. These features are also in good agreement with the experiment. Discrepancies arise for

the third feature. This is, however, above the valence ionization threshold at both levels of theory,

and where the valence spectra were observed to differ. One may even argue whether (some of) the

peaks computed below 521.6 eV (523.4 eV in the unshifted case at CCSD level)–corresponding

to emissions to excited states that lie above the first ionization limit–can be the results of artefacts

due to the unphysical discretization of the continuum.

While all simulated spectra show the third feature at too low emission energy, CCSD predicts

similar intensities of the second and third band, somewhat similar to what is seen in the experiment.

CC2 on the other hand yields a much lower intensity of the third feature. In fact, the specific excited
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Figure 3: H2O: Nonresonant XES (a and d) and RIXS spectra at resonance with the energy of
the first (c and f) and second (b and e) core excitation at the O K-edge. The 6-311++G** basis
with additional Rydberg functions was used for all calculations. The spectra were simulated with
a Lorentzian broadening with HWHM=0.27 eV. Experimental data was digitized from Weinhardt
et al. 76 No projector was employed in the damped response solver to obtain the EOM-CCSD
and EOM-CC2 results, while the CVS and CVS-uS results were obtained by applying the CVS
projectors to remove all valence excitations and all pure valence double excitations, respectively.
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state probed at the CCSD level of theory, dominating the third RIXS peak (4B2), is not amongst

those reached at the CC2 level. Instead, it occurs at much higher valence excitation energy. As

for the RIXS spectrum at resonance with the second core excitation, we observe a good correspon-

dence between methods. Also, the theoretically predicted spectra are in reasonable agreement with

experiment. We do observe a small additional shift though, which can be explained by the shift

in energy of the theoretically predicted second core excitation compared to experiment. As the

energy difference between the first and second core excitation is theoretically under estimated, the

theoretical RIXS emission energies will likewise be underestimated. Thus, applying the same shift

will result in the theoretically predicted spectra appearing at too low energies. In general, we find

that the CC2-level calculation, while not nearly as adequate for simulating XAS as CCSD, yields

results of a comparable quality for RIXS, when the same valence excited states are probed by the

two methods.

In the RIXS spectrum at resonance with the first core excitation, it is the 1B1, 1A1, 4B2 states,

and to some extent the 2A1 state, that are probed by EOM-CCSD, CVS-uS-EOM-CCSD, CVS-

EOM-CCSD as well as fc-CVS-0-EOM-CCSD. The states probed by EOM-CC2 are 1B1, 1A1

and 2A1 (see Table 2 and Section S2, Tables S2-S4 in the SI). At resonance with the second core

excitation, the states 1A2 and 1B2 are probed at all levels of theory.

Table 2: H2O: Overview of valence states probed in RIXS by the different methods at the
first and second core resonance (core 1A1 and core 1B2, respectively). As the results with
EOM-CCSD, EOM-CVS-CCSD and EOM-CVS-uS-CCSD appear practically identical, the
table only shows one set of results. The 6-311++G** basis with additional Rydberg functions
was used for all calculations. Reported energies are not shifted, as they are in Fig. 3.

EOM-CCSD fc-CVS-0-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1A1 resonance
528.2906 1B1 527.8331 1B1 527.4307 1B1
525.9389 1A1 525.4821 1A1 525.1898 1A1
525.5838 2A1 525.1229 2A1 524.9754 2A1
521.7740 4B2 521.3106 4B2 521.3625 12B1

core 1B2 resonance
528.3254 1A2 527.8658 1A2 527.3286 1A2
525.9615 1B2 525.5011 1B2 524.9822 1B2
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4.2 Evaluation of performance of CC2 and CCSD for RIXS and XES

4.2.1 CH3OH

The nonresonant emission and RIXS of methanol have been the subject of several studies in the

past.77–79 In particular, a combined experimental and theoretical (based on density functional the-

ory) study was carried out in 2016,78 as well as a thorough computational investigation at the

second-order ADC level of theory in 2019.79 We use the molecule here to further evaluate the

relative performance of CC2 and CCSD.

As for water, the computed valence spectra appear similar, while XAS spectra show large

discrepancies between the EOM-CCSD and EOM-CC2 methods (see Section S3). The first two

peaks in the oxygen K-edge XAS spectrum are of A′ symmetry at both levels of theory, and they

are in the following labelled “core 1A′” and “core 2A′” to distinguish them from the valence ones.

Likewise, at the carbon K-edge, the first peak corresponds to a core excited state of A′ symmetry.

The RIXS spectra have been computed at resonance with the first and second core excitation

at the oxygen K-edge (unshifted values are 534.0 eV and 535.2 eV for EOM-CC2 and 535.5 eV

and 537.5 eV for EOM-CCSD), and with the first core excitation at the carbon K-edge (unshifted

values are 290.1 eV for EOM-CC2 and 289.0 eV for EOM-CCSD). Nonresonant X-ray emission

spectra at both edges have also been computed. The spectra are shown in Figs. 4 and 5. Note that

only the emission energy regions above 521 eV for O and 276 eV for C were reached in the RIXS

spectra calculations with the number of valence excited states here considered.

At the oxygen K-edge (Fig. 4) the CVS-uS-EOM-CCSD and CVS-EOM-CCSD spectra are

basically identical, and the EOM-CC2 results are in good qualitative agreement with the CCSD

ones. It is, however, noted that the intensities predicted by EOM-CC2 are less than 50% of those

predicted with the CCSD-based methods. As also seen previously, the EOM-CC2 spectra are

shifted compared to the CCSD-based results. The transitions corresponding to the two most intense

peaks are the same at the CC2 and CCSD levels (see Tables 3 and 4). At the carbon K-edge (Fig. 5)

the CC2 and CCSD spectra show very similar spectral features. As also noted previously, for XES
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Figure 4: CH3OH: Nonresonant XES (a and d) and RIXS spectra at resonance with the first (c
and f) and second (b and e) core excitation at the O K-edge. All spectra were calculated using the
aug-cc-pVTZ basis set. They were broadened by a Lorentzian broadening with HWHM=0.41 eV.
Experimental data was digitized from Benkert et al. 78 No projections have been employed in the
damped response solver to obtain EOM-CC2 results, while the CVS and CVS-uS results were ob-
tained by applying a CVS projection removing all valence excitations and all pure valence double
excitations, respectively.
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Table 3: CH3OH: Overview of valence states probed in RIXS with the different methods at
the first and second core resonance at the O K-edge (1A′ and 2A′). All calculations used the
aug-cc-pVTZ basis set.

CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1A′ resonance
528.5730 1A′′ 528.5730 1A′′ 527.5061 1A′′

526.5896 2A′ 526.5896 2A′ 525.1898 2A′

525.6423 3A′ 525.6423 3A′ - -
523.9544 8A′ 523.9544 8A′ 522.7419 10A′

core 2A′ resonance
529.4225 2A′′ 529.4225 2A′′ 527.5958 2A′′

527.6905 3A′ 527.6905 3A′ 525.7272 3A′

526.0026 8A′ 526.0026 8A′ - -

Table 4: CH3OH: Overview of valence states probed in RIXS with the different methods at
the first core resonance at the C K-edge (1A′). All calculations used the aug-cc-pVTZ basis
set.

CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1A′ resonance
282.1232 1A′′ 282.1232 1A′′ 283.5314 1A′′

280.9191 2A′′ 280.9191 2A′′ 282.4503 2A′′

280.1359 2A′ 280.1359 2A′ 281.4935 2A′

279.1827 3A′ 279.1827 3A′ 280.5784 3A′

277.4937 8A′ 277.4937 8A′ 278.7536 10A′

277.3721 11A′′ 277.3721 11A′′ - -

the EOM-CC2 spectrum is shifted compared to EOM-CCSD. The transitions that are probed at

resonance with the core 1A′-state are found to be mainly the 10A′, 2A′ and 1A′′ transitions for

EOM-CC2, while according to the EOM-CCSD methods the probed transitions are 11A′′, 8A′,

2A′ and 1A′′. It is observed that while the most intense peak at the EOM-CC2 level of theory is

described mainly by a single transition, it is described by two different transitions at the CVS-

EOM-CCSD and CVS-uS-EOM-CCSD levels of theory. To ensure that this peak is described to

a satisfactory degree, however, more valence excited states should be considered at both levels of

theory.
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Figure 5: CH3OH: Nonresonant (a and c) and RIXS spectra at resonance with the energy of the
first core excitation (b and d) at the C K-edge. All spectra are computed with the aug-cc-pVTZ
basis set. A Lorentzian broadening has been applied with HWHM=0.41eV. Experimental data was
digitized from Benkert et al. 78 No projections have been employed in the damped response solver
to obtain EOM-CCSD and EOM-CC2 results, while the CVS and CVS-uS projections have been
used in the this solver to obtain the remaining results.
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4.2.2 H2S

As another showcase molecule, we consider H2S. Experimental XAS spectra for this molecule

have been reported by Bodeur and Esteva 80 and by Reynaud et al.,81 while an experimental 1s3p

RIXS map was reported as a conference communication by Kavčič et al. 82 A computational bench-

mark study of XAS of sulfur containing molecules of interest in astrochemistry, here including

H2S, has been conducted by Bilalbegović et al. 83 Furthermore, Ertan et al. 84 computed both po-

tential energy surfaces for core excited states and RIXS spectra for the first two core resonances.

These spectra however focus on the energy region where the S2p−1 excited states are probed,

which is beyond the scope of our study. Additionally, the core excitations considered are very

close in energy and might thus be excited simultaneously. In this study, we investigate the RIXS

spectra for the core excitations of largest intensity for the three peaks visible in the experimental

XAS spectrum. For both low energy peaks two close-lying transitions occur and therefore both are

investigated.

Also in this case, the valence spectra are in good agreement between CC2 and CCSD methods,

while the XAS spectra differ somewhat, albeit here the difference is small (see SI, Section S4). The

core resonances to consider are the close-lying core 1B2 and core 1A1, as well as the close-lying

core 1A2 and core 1B1. Finally, the resonance corresponding to the third peak in the XAS spectrum

is core 3B2. This is the case at both levels of theory.

As mentioned, RIXS spectra have been computed at the resonance of the most intense transi-

tions for the three peaks of the XAS (unshifted values are 2468.6 eV, 2468.8 eV, 2471.4 eV, 2471.6

eV and 2473.0 eV at the EOM-CC2 level of theory and 2469.8 eV, 2470.3 eV, 2473.3 eV, 2473.5

eV and 2475.2 eV at the EOM-CCSD level of theory). These are all below the calculated core

ionization threshold at the CCSD level of theory, while the third experimental feature is above the

threshold at the CC2 level (see Table 1). Nonresonant emission spectra were computed as well. As

for H2O, three different strategies were adopted to compute the CCSD RIXS spectra: no projection

was applied during the solution of the (damped) response equations (label EOM-CCSD), a CVS

projector was applied to remove all valence excitations (label CVS-EOM), and a CVS projector
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was applied to remove all pure valence double excitations (label CVS-uS-EOM).

Table 5: H2S: Overview of valence states probed in RIXS by the different methods at the
considered core resonances corresponding to the low energy XAS peak. As CVS-uS-EOM-
CCSD and EOM-CCSD results appear identical, these are only reported once under EOM-
CCSD. Energies reported here are not shifted.

EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1B2 resonance
2463.4265 1A2 2463.4265 1A2 2462.1849 1A2
2461.9345 2A2 2461.9345 - 2460.7734 2A2
2461.6200 2B1 2461.6200 - 2460.4409 2B1
2461.3149 - 2461.3149 1A1 2460.1634 -
2460.3345 3B1 2460.3345 - 2459.0692 3B1
2459.9138 4B1 2459.9138 - 2458.7552 3A2
2459.8942 3A2 2459.8942 - 2458.7546 4B1
2458.7911 - 2458.7911 2B2 2457.6041 -

core 1A1 resonance
2463.9417 1A2 2463.9417 1A2 2462.4078 1A2
2462.4494 2A2 2462.4494 - 2460.9963 2A2
2462.1351 2B1 2462.1351 - 2460.6638 2B1
2461.8298 - 2461.8298 1A1 2460.3862 -
2460.8494 3B1 2460.8494 - 2459.292 3B1
2460.4289 4B1 2460.4289 - 2458.9780 3A2
2460.4093 3A2 2460.4093 - 2458.9775 4B1
2459.3059 - 2459.3059 2B2 2457.8273 -

Note that the RIXS cross sections are approximately one order of magnitude lower than those

computed for H2O and CH3OH (see Sections S2-S4 of the SI). This is also the case for the XAS

oscillator strengths.

Considering the RIXS spectra in Fig. 6, it is evident that employing the “full” CVS approxi-

mation when solving the damped response equations significantly affects the spectra. While we

observe a good correspondence between the (unprojected) EOM-CCSD results and the CVS-uS-

EOM-CCSD results, as well as the EOM-CC2 results (disregarding the energy shift), a different

spectral shape is obtained when employing the full CVS approximation. This was also observed

by Nanda and Krylov for the molecule para-nitro-aniline.20

The shifts between the CC2 and CCSD results are found to changes at higher resonances.
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Figure 6: H2S: Nonresonant (a and g) and RIXS spectra at resonance with the energy of the 1B2
core excitation (f and l), 1A1 core excitation (e and k), 2A1 core excitation (d and j), 2B2 core
excitation (c and i) and 3B2 core excitation (b and h) at the S K-edge. All spectra are computed
with the 6-311++G**. No shift has been applied to the results. A Lorentzian broadening was
applied with HWHM=0.51eV
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Table 6: H2S: Overview of valence states probed in RIXS by the different methods at the
considered core resonances corresponding to the middle peak of the XAS. As CVS-uS-EOM-
CCSD and EOM-CCSD results appear identical, these are only reported once under EOM-
CCSD. Energies reported here are not shifted.

EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 2A1 resonance
2466.9583 1A2 2466.9583 - 2464.9966 1A2
2465.4663 2A2 2465.4663 - 2463.5852 2A2
2465.1517 2B1 2465.1517 - 2463.2529 2B1
2464.8464 - 2464.8464 1A1 2462.9754 -
2463.8660 3B1 2463.8660 - 2461.8812 3B1
2461.8064 5B1 2461.8064 - 2459.9136 5B1

core 1B1 resonance
2467.1733 1A2 2467.1733 - 2465.1694 1A2
2465.6813 2A2 2465.6813 - 2463.7580 2A2
2465.0617 - 2465.0617 1A1 2463.1482 -
2464.0810 3B1 2464.0810 - 2462.0540 3B1
2462.0216 5B1 2462.0216 - 2460.0863 5B1

Thus, at the first two resonances the shift is approximately 1 eV (Figs. 6e, 6f, 6k and 6l), while it is

approximately 2.5 eV at the third and fourth resonances (Figs. 6c, 6d, 6i and 6j) and approximately

2 eV at the last considered resonance (Figs. 6 b and h). The shift between the nonresonant CCSD

and CC2 spectra is approximately 3 eV (Figs. 6a and 6g). This is in line with our observations for

CH3OH, where the shift applied at the first resonance to align with experiment (Figs. 4c and 4f)

was noted to no longer be sufficient at higher resonances, but to different degrees for CCSD and

CC2 (Figs. 4a,b and 4d,e). As for CH3OH, this observation is attributed to differences in the XAS,

and for the nonresonant case, differences in the core and valence IEs.

At the first two resonances (Figs. 6e, 6f, 6k and 6l) the valence transitions probed are 1A2 as

well as 2A2, 2B1, 3B1, 3A2, 4B1 and 1B2 for both EOM-CCSD, EOM-CVS-uS-CCSD and EOM-

CC2 methods. Likewise, these methods predict that at the next two resonances (Figs. 6c, 6d, 6i

and 6j), associated with the second peak in the XAS, the valence transitions probed are the same

except for 1B2, which is replaced by 5B1. Finally, EOM-CCSD and EOM-CVS-uS-CCSD predict

once more the same valence transitions to be probed at the core 3B2 resonance (Figs. 6b and 6h) as
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Table 7: H2S: Overview of valence states probed in RIXS by the different methods at the
considered core resonance corresponding to the small XAS peak found just below the ioniza-
tion threshold. As CVS-uS-EOM-CCSD and EOM-CCSD results appear identical, these are
only reported once under EOM-CCSD. Energies reported here are not shifted.

EOM-CCSD CVS-EOM-CCSD EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 3B2 resonance
2468.8686 1A2 2468.8686 - 2466.6043 1A2
2467.3766 2A2 2467.3766 - 2465.1928 2A2
2467.0620 2B1 2467.0620 - 2464.8603 2B1
2466.7569 - 2466.7569 1A1 2464.5828 -
2465.7765 3B1 2465.7765 - 2463.4886 3B1
2465.3558 - 2465.3558 - 2463.1756 3A2
2465.3362 3A2 2465.3362 - 2463.1740 4B1
2464.2331 - 2464.2331 2B2 2462.0235 -

at the first two resonances, except the 1B2, which is here replaced by 2B2. The EOM-CVS-CCSD

calculation indicates that it is mainly 1A1 that is probed at all resonances. In addition, at this level

of theory, the 1A2, 1B2, 2B2, 3A1 and 5B2 states also appear to be probed at the first and second

resonances. Likewise, the 2B2 state is probed at the third and fourth resonances, while the 4B1,

2B2 and 3A1 states are probed at the last considered resonance. In general, we observe that for this

system it is the same transitions probed at all resonances unlike what was seen for H2O.

The overall spectral shape showing three main features with varying relative intensities at all

resonances is in agreement with experiment.82

4.2.3 Para-nitro-aniline (PNA)

For the larger molecule PNA, both the XAS and valence absorption spectra show small discrepan-

cies between CCSD and CC2 (see Figure S4). However, both methods predict the first bright core

transition to be core 1B1.

The nonresonant emission spectra, as well as the RIXS spectra resonant with the first bright

core excitation at the C K-edge (computed at 288.0 eV at the EOM-CC2 level and at 286.7 eV at the

EOM-CCSD level of theory without applying a shift), are shown in Fig. 7. In addition, the RIXS

spectrum has been computed at the fc-CVS-0-EOM-CCSD level of theory (core 1B1 resonance
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Table 8: PNA: Overview of valence states probed in RIXS with the different methods at
the first core resonance. The calculations all employed the 6-311++G** basis set. Energies
reported here are not shifted.

CVS-uS-EOM-CCSD CVS-EOM-CCSD fc-CVS-0-EOM-CCSD CVS-uS-EOM-CC2
Energy Probed Energy Probed Energy Probed Energy Probed

/ eV state / eV state / eV state / eV state
core 1B1 resonance

282.0633 1A1 282.0633 1A1 281.5675 1A1 283.5360 1A1
280.3044 2A1 280.3044 2A1 279.8086 2A1 281.7447 2A1
279.5582 3A1 279.5582 3A1 279.0722 3A1 280.9585 3A1
278.9345 5A1 278.9345 5A1 278.4407 5A1 - -

at 288.9 eV). Here, we observe that the RIXS spectra at the CCSD level look similar, except for

the intensity of the high energy feature. This feature is much more intense, when the full CVS

approximation is employed only for solving the divergent damped response equations (labeled

CVS-EOM-CCSD). In the fc-CVS-0-EOM-CCSD calculation (full CVS used when solving all

damped response equations), this is not the case. It was found (see SI, Section S5) that it is

indeed the difference between CVS and CVS-0 rather than the use of fc that gives rise to the large

difference.

The same three valence transitions are probed in all CCSD based calculations, namely 1A1, 3A1

and 5A1. The CC2 spectrum looks similar to the CCSD ones, but it is observed that the low energy

transitions are much more closely spaced, and thus we observe only two peaks rather than three.

The transitions probed are again 1A1 and 3A1. As for the nonresonant spectra, the CC2 and CCSD

spectra are somewhat similar in shape, with an additional shift of the CC2 spectrum compared to

CCSD, as also observed for the other systems.

Our CVS-uS-EOM CCSD results are in good agreement with those presented by Nanda and

Krylov.20 It is, however, noted that our CVS-EOM-CCSD and CVS-uS-EOM-CCSD spectra are

rather similar to each other compared to the results presented by Nanda and Krylov.20 Nonetheless,

our calculation utilizing the fc-CVS-0-EOM-CCSD level of theory, showed good agreement with

our other results (see Fig 7 and Table S23 in Section S5). Discrepancies were, as mentioned,

attributed to the fact that we employ the CVS approximation only when solving amplitude response
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Figure 7: PNA: Nonresonant (a and c) and RIXS spectra at resonance with the energy of the first
core excitation (b and d) at the C K-edge. The calculations all employed the 6-311++G** basis
set. The fc-CVS-0-EOM-CCSD results are shifted to align with the EOM-CVS-uS-CCSD results.
A Lorentzian broadening has been applied with HWHM=0.27 eV
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equations for positive frequencies and multiplier response equations for negative frequencies. The

implementation by Nanda et al.,19,20 on the other hand, employs CVS when solving all damped

response equations.

4.3 Evaluation of performance of CCSD for a solvated molecule

X-ray experiments have been carried out in aqueous solution for imidazole.85 Previous studies

have shown that including explicit H2O molecules can yield good results,86–88 although, one H2O

molecule is not enough for describing the XAS spectrum.87 For the best results 15 or more H2O

molecules should be included.87 We have chosen to include only 4 explicit H2O molecules (see

structure in Fig. 8), as this was shown by Thomason 87 to yield reasonable results and is computa-

tionally feasible even when treating the entire system at the CCSD level of theory.

Figure 8: Structure of imidazole with 4 explicit H2O molecules.

To reduce the computational cost in the RIXS calculations, we treated the solvent molecules at

the Hartree-Fock (HF) level of theory and only employed coupled cluster methods for the imidazole

molecule itself. In this “CCSD-in-HF” approach, HF orbitals localized on the region of interest

(in our case, imidazole) are included in the CCSD calculation. The remaining orbitals enter the

coupled cluster equations through their contribution to the Fock matrix.89 In this work, we use

Cholesky orbitals89,90 for the occupied space and orthonormalized projected atomic orbitals91,92
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for the virtual space. The CCSD-in-HF approach has been demonstrated to work well for localized

transitions93 such as those addressed in XAS. However, its accuracy relies on a sufficiently large

active region to describe the transitions of interest, i.e., delocalized excitations that go outside of

the active region cannot be described.

The simulated XAS was found to correspond well with experiment as well as with the calcula-

tion where the H2O molecules are also treated at the CC level of theory (see Fig. S6, Section S6).

Likewise, the simulated valence absorption spectrum (also in Fig. S6) was found to change only

little when treating the solvent molecules at the HF level of theory compared to treating the entire

system at the CC level of theory. We thus concluded that no significant accuracy is lost by treating

the solvent molecules at a lower level of theory. Since the core transitions are very localized, this

was expected for XAS.

We computed the RIXS spectra at resonance with the first two intense core transitions in the

XAS spectrum, labeled “core 1A” and “core 2A”. Note that the “core 1A” resonance is primarily

due to the excitation of a 1s(N1) electron, whereas the “core 2A” resonance is dominated by the

excitation of an electron in the 1s orbital of N3. The nonresonant XES and resonant RIXS spectra

can be found in Fig. 9; the valence states probed by RIXS are found in Table 9. Meyer et al. 85

analyzed the experimental RIXS spectra at these two resonances by considering only computed

nonresonant emission spectra for each individual nitrogen. This has also been done here and can

be seen in Fig. 10. In line with the localized nature (on specific N atoms) of the resonant core

transitions considered, the nonresonant emission spectrum of N1 reproduces the spectral shape of

the first resonance (see Fig. 10c). Likewise, the spectral shape of the RIXS at the second core

resonance is reasonably well captured by the nonresonant emission spectrum of N3 (see Fig. 10b).

As discussed by Meyer et al.,85 this XES-based analysis of the RIXS spectral slices highlights

the fact that spectral changes are mainly due to the selective excitation of one particular nitrogen

site. This approach is also computationally much cheaper than the computation of the full RIXS

cross section.

To calculate the RIXS spectra as we do here using the damped response formalism, requires
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Figure 9: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Nonresonant (a) and RIXS spectra at resonance with the energy of the first (c), and second (b) core
excitation at the N K-edge. The results are shifted based on the RIXS experiment at resonance
with the first core excitation. Experimental data in aqueous solution has been digitized from Meyer
et al. 85 A Lorentzian broadening has been applied with HWHM=0.41 eV.
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Figure 10: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Nonresonant XES (a) and RIXS spectra at resonance with the energy of the first (c), and second
(b) core excitation at the N K-edge. The results are shifted based on the RIXS experiment85 at
resonance with the first core excitation. The calculations all employed the 6-311++G** basis set
and a Lorentzian broadening with HWHM=0.41 eV has been applied. For (b) and (c) the simulated
spectra are the nonresonant ones of individual N as indicated in the legends. Experimental data in
aqueous solution has been digitized from Meyer et al. 85
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Table 9: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Overview of valence states probed in RIXS at the first and second core resonance. All calcu-
lations employed the 6-311++G** basis set. Tabulated energies have not been shifted.

CVS-uS-EOM-CCSD CVS-EOM-CCSD
Energy/ eV Probed state Energy/ eV Probed state

core 1A resonance
394.0603 8A 394.0603 8A
393.3704 14A 393.3704 14A
393.1745 16A 393.1745 16A
390.6254 45A 390.6254 45A
390.6188 46A 390.6188 46A

core 2A resonance
397.0810 2A 397.0810 2A
396.5893 5A 396.5893 5A
395.9735 8A 395.9735 8A
395.2837 14A 395.2837 14A
394.8075 - 394.8075 19A
394.3794 22A 394.3794 22A
392.3035 49A 392.3035 49A
392.2825 50A 392.2825 50A
392.2616 51A 392.2616 51A
391.9669 56A 391.9669 56A

solving the eigenvalue problem for a large number of roots. Moreover, a correspondingly large

number of damped equations must be solved for the response amplitudes and multipliers, which

is computationally expensive and may be difficult to converge. On the other hand, it allows for

an assignment of the spectral bands in terms of probed valence excited states (as we probe the

correlation between valence and core excitations). Furthermore, when considering the second

resonance (Figs. 9b and 10b), the separation between the two peaks is noted to be better reproduced

by the RIXS calculation. In general, our results show that, while the calculation is computationally

challenging, the experimental results are well reproduced also for the solvated molecule. Other

molecules in solution should also be considered, to verify whether this approach is capable of

yielding good results for RIXS of solvated molecules in general. This, however, is beyond the

aims of this study.
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5 Conclusion

A new implementation of a damped response solver for the calculation, amongst others, of RIXS

spectra at the EOM-CCSD and EOM-CC2 levels of theory in eT was presented. It was found

that while CVS-EOM-CC2 does not generally yield XAS spectra in sufficiently good agreement

with experiment compared to CVS-EOM-CCSD, the RIXS spectra often appear similar at the two

levels of theory, except for an overall energy shift. For the second core resonance of H2O and

CH3OH, as well as the first core resonance of PNA, discrepancies were observed at the edge of the

explored energy region. This, however, might be remedied by considering a larger number of roots.

Thus, EOM-CC2 might be utilized for RIXS calculations with confidence on equal footing with

EOM-CCSD. It was further found that the CVS-uS model proposed by Nanda and Krylov might

improve RIXS results significantly compared to the regular CVS model even for smaller systems,

as exemplified by H2S. Finally, our EOM-CCSD implementation of RIXS was tested on imidazole

in an aqueous solution. Further studies are, however, required to fully explore its capabilities in

this respect, but the results are promising.
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S1 Geometries

S1.1 H2O determined from experimental parameters given in Angstrom

O 0.000000000000 0.000000000000 0.000000000000

H 0.756690223738 -0.585891838297 0.000000000000

H -0.756690223738 -0.585891838297 0.000000000000

S1.1.1 6-311++G** basis with additional Rydberg functions on O in eT format

****

H 0

S 3 1.00

33.86500 0.0254938

5.094790 0.190373

1.158790 0.852161

S 1 1.00

0.325840 1.000000

S 1 1.00

0.102741 1.000000

S 1 1.00

0.0360000 1.0000000

P 1 1.00

0.750 1.000000

****

O 0

S 6 1.00

8588.500 0.00189515

1297.230 0.0143859

299.2960 0.0707320

87.37710 0.2400010

S2



25.67890 0.5947970

3.740040 0.2808020

SP 3 1.00

42.11750 0.113889 0.0365114

9.628370 0.920811 0.237153

2.853320 -0.00327447 0.819702

SP 1 1.00

0.905661 1.000000 1.000000

SP 1 1.00

0.255611 1.000000 1.000000

SP 1 1.00

0.0845000 1.0000000 1.0000000

D 1 1.00

1.292 1.000000

S 1 1.00

0.0058583805 1.000000

S 1 1.00

0.0033459739 1.000000

S 1 1.00

0.0020484225 1.000000

P 1 1.00

0.0099882106 1.000000

P 1 1.00

0.0056893607 1.000000

P 1 1.00

0.0034756797 1.000000

****

S3



S1.2 CH3OH optimized at the MP2/cc-pCVTZ level of theory given in Angstrom

C -0.046496000000 0.660458000000 0.000000000000

O -0.046496000000 -0.755349000000 0.000000000000

H -1.084194000000 0.974061000000 0.000000000000

H 0.867053000000 -1.044140000000 0.000000000000

H 0.434040000000 1.075063000000 0.885955000000

H 0.434040000000 1.075063000000 -0.885955000000

S1.3 H2S determined from experimental parameters given in Angstrom

S 0.000000000000 0.000000000000 0.000000000000

H 0.961928000000 0.927141000000 0.000000000000

H -0.961928000000 0.927141000000 0.000000000000

S1.4 Para-nitro-aniline, taken from Ref. 1, given in Angstrom

C 0.0000000000 0.0000000000 0.7153356937

C 1.2195927633 0.0000000000 0.0255507248

C 1.2182354930 0.0000000000 -1.3699791187

C 0.0000000000 0.0000000000 -2.0937199737

C -1.2182354930 0.0000000000 -1.3699791187

C -1.2195927633 0.0000000000 0.0255507248

H 2.1553754221 0.0000000000 0.5869226624

H 2.1689860113 0.0000000000 -1.9130375835

H -2.1689860113 0.0000000000 -1.9130375835

H -2.1553754221 0.0000000000 0.5869226624

N 0.0000000000 0.0000000000 -3.4666053646

N 0.0000000000 0.0000000000 2.1848883212
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O -1.0841264669 0.0000000000 2.7496493313

O 1.0841264669 0.0000000000 2.7496493313

H -0.8656098383 0.0000000000 -3.9833468735

H 0.8656098383 0.0000000000 -3.9833468735

S1.5 Imidazole optimized at the MP2/cc-pCVTZ level of theory given in

Angstrom

N -0.000000000000 1.099119000000 -0.000000000000

N -0.737166000000 -0.988233000000 0.000000000000

C -1.086139000000 0.283038000000 -0.000000000000

C 1.113483000000 0.304839000000 0.000000000000

C 0.632181000000 -0.980639000000 0.000000000000

H -0.011890000000 2.102842000000 -0.000000000000

H -2.091912000000 0.662041000000 -0.000000000000

H 2.107723000000 0.708934000000 0.000000000000

H 1.199092000000 -1.893448000000 0.000000000000

S1.6 Pyridine optimized at the MP2/cc-pCVTZ level of theory given in Angstrom

N -1.199787000000 0.756514000000 -0.000000000000

C 1.168569000000 -0.737077000000 0.000000000000

C -1.214844000000 -0.580128000000 -0.000000000000

C -0.068612000000 -1.364965000000 -0.000000000000

C 1.202280000000 0.650257000000 0.000000000000

C -0.000000000000 1.346133000000 0.000000000000

H 2.082445000000 -1.312980000000 0.000000000000

H 2.138511000000 1.188332000000 0.000000000000

H -0.004177000000 2.427937000000 -0.000000000000

H -0.149869000000 -2.441510000000 -0.000000000000
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H -2.192759000000 -1.042694000000 -0.000000000000

S1.6.1 6-311++G** basis with additional Rydberg functions on N in eT format

****

H 0

S 3 1.00

33.86500 0.0254938

5.094790 0.190373

1.158790 0.852161

S 1 1.00

0.325840 1.000000

S 1 1.00

0.102741 1.000000

S 1 1.00

0.0360000 1.0000000

P 1 1.00

0.750 1.000000

****

C 0

S 6 1.00

4563.240 0.00196665

682.0240 0.0152306

154.9730 0.0761269

44.45530 0.2608010

13.02900 0.6164620

1.827730 0.2210060

SP 3 1.00

20.96420 0.114660 0.0402487

4.803310 0.919999 0.237594

S6



1.459330 -0.00303068 0.815854

SP 1 1.00

0.4834560 1.000000 1.000000

SP 1 1.00

0.1455850 1.000000 1.000000

SP 1 1.00

0.0438000 1.0000000 1.0000000

D 1 1.00

0.626 1.000000

****

N 0

S 6 1.00

6293.480 0.00196979

949.0440 0.0149613

218.7760 0.0735006

63.69160 0.2489370

18.82820 0.6024600

2.720230 0.2562020

SP 3 1.00

30.63310 0.111906 0.0383119

7.026140 0.921666 0.237403

2.112050 -0.00256919 0.817592

SP 1 1.00

0.684009 1.000000 1.000000

SP 1 1.00

0.200878 1.000000 1.000000

SP 1 1.00

0.0639000 1.0000000 1.0000000

D 1 1.00
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0.913 1.000000

S 1 1.00

0.0112533427 1.0000000000

S 1 1.00

0.0058583805 1.0000000000

S 1 1.00

0.0033459739 1.0000000000

S 1 1.00

0.0020484225 1.0000000000

P 1 1.00

0.0192542060 1.0000000000

P 1 1.00

0.0099882106 1.0000000000

P 1 1.00

0.0056893607 1.0000000000

P 1 1.00

0.0034756797 1.0000000000

D 1 1.00

0.0274456919 1.0000000000

D 1 1.00

0.0142043987 1.0000000000

D 1 1.00

0.0080765930 1.0000000000

D 1 1.00

0.0049271863 1.0000000000

****

O 0

S 6 1.00

8588.500 0.00189515

S8



1297.230 0.0143859

299.2960 0.0707320

87.37710 0.2400010

25.67890 0.5947970

3.740040 0.2808020

SP 3 1.00

42.11750 0.113889 0.0365114

9.628370 0.920811 0.237153

2.853320 -0.00327447 0.819702

SP 1 1.00

0.905661 1.000000 1.000000

SP 1 1.00

0.255611 1.000000 1.000000

SP 1 1.00

0.0845000 1.0000000 1.0000000

D 1 1.00

1.292 1.000000

****

S2 H2O

Table S1: H2O: Unshifted O K-edge XAS data using the 6-311++G** basis set with additional
Rydberg functions on Oxygen.

EOM-CC2 EOM-CCSD fc-EOM-CCSD
Sym.a ωabs,c/eV fosc Sym.a ωabs,c/eV fosc Sym.b ωabs,c/eV fosc
1A1 534.4946 0.00615 1A1 535.6955 0.01179 1A1 535.2154 0.01266
1B2 536.0207 0.00834 1B2 537.4812 0.02512 1B1 537.0019 0.02607
1B1 536.5695 0.00155 1B1 538.9083 0.00558 1B2 538.4294 0.00596
2A1 536.6292 0.00077 2A1 539.0138 0.00443 2A1 538.5350 0.00454
3A1 536.7800 0.00167 3A1 539.3419 0.00161 3A1 538.8632 0.00169
2B2 537.1659 0.00299 2B2 539.6601 0.00522 2B1 539.1814 0.00552
2B1 537.3722 0.00054 2B1 540.2582 0.00181 2B2 539.7796 0.00189
4A1 537.3945 0.00031 4A1 540.2979 0.00156 4A1 539.8193 0.00160
5A1 537.4230 0.00053 5A1 540.3714 0.00043 5A1 539.8929 0.00045
3B2 537.6143 0.00222 3B2 540.4529 0.00134 3B1 539.9744 0.00142

a Dalton (Mulliken) symmetry notation.
b Q-Chem (non-Mulliken) symmetry notation.
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Table S2: H2O: Unshifted valence absorption data using the 6-311++G** basis set with additional
Rydberg functions on Oxygen. In addition, valence transitions were computed in a space orthogo-
nal to the oxygen core space.
a Dalton (Mulliken) symmetry notation. b Q-Chem (non-Mulliken) symmetry notation.

EOM-CC2 EOM-CCSD fc-EOM-CCSD

Sym.a ωabs,v/eV fosc Sym.a ωabs,v/eV fosc Sym.b ωabs,v/eV fosc

1B1 7.0638 0.04923 1B1 7.4049 0.04683 1B2 7.3824 0.04678

1A2 8.6920 0.00000 1A2 9.1558 0.00000 1A2 9.1349 0.00000

1A1 9.3046 0.03077 1A1 9.7566 0.08667 1A1 9.7348 0.08688

2B1 9.3881 0.00424 2B1 10.0254 0.00499 2B2 10.0055 0.00500

2A1 9.5193 0.06698 2A1 10.1116 0.01412 2A1 10.0917 0.01395

3B1 9.6651 0.00101 3B1 10.3876 0.00032 3B2 10.3675 0.00031

2A2 10.0870 0.00000 2A2 10.7960 0.00000 2A2 10.7760 0.00000

3A1 10.3722 0.00007 4B1 11.2175 0.00127 4B2 11.1980 0.00127

4B1 10.3802 0.00106 3A1 11.2220 0.00004 3A1 11.2026 0.00004

5B1 10.4456 0.00001 5B1 11.3052 0.00017 5B2 11.2857 0.00017

3A2 10.6127 0.00000 3A2 11.4226 0.00000 3A2 11.4030 0.00000

6B1 10.7838 0.00078 1B2 11.5198 0.02398 1B1 11.5000 0.02407

4A1 10.8119 0.00000 6B1 11.6806 0.00123 6B2 11.6612 0.00123

7B1 10.8396 0.00018 4A1 11.6957 0.00000 4A1 11.6764 0.00000

1B2 11.0385 0.01837 7B1 11.7220 0.00008 7B2 11.7026 0.00008

4A2 11.0468 0.00000 4A2 11.8183 0.00000 4A2 11.7987 0.00000

8B1 11.6090 0.00001 8B1 12.2254 0.00014 8B2 12.2063 0.00014

5A1 11.6434 0.00362 5A1 12.2847 0.00365 5A1 12.2657 0.00364

6A1 11.9789 0.01160 6A1 12.6793 0.01097 6A1 12.6597 0.01095

2B2 12.4081 0.01235 9B1 13.0676 0.09370 9B2 13.0471 0.09350

9B1 12.6215 0.03281 2B2 13.1248 0.01858 5A2 13.1052 0.00000

7A1 12.6539 0.00116 5A2 13.1249 0.00000 2B1 13.1057 0.01861

10B1 12.6642 0.05516 10B1 13.4475 0.00034 10B2 13.4287 0.00033

5A2 12.6840 0.00000 7A1 13.4594 0.00093 7A1 13.4405 0.00092

8A1 12.7382 0.00361 11B1 13.5330 0.00896 11B2 13.5123 0.00902

3B2 12.9248 0.00991 8A1 13.5654 0.00350 8A1 13.5464 0.00349

9A1 13.0676 0.00008 3B2 13.7218 0.00666 3B1 13.7029 0.00669

11B1 13.0808 0.00016 9A1 13.8849 0.00012 9A1 13.8654 0.00012

10A1 13.1174 0.00390 4B2 13.9215 0.14358 4B1 13.9038 0.14340

12B1 13.1320 0.00927 12B1 13.9299 0.00002 12B2 13.9112 0.00002
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Table S3: H2O: Unshifted RIXS data for the pump frequency at resonance with the first core
excitation (core 1A1) calculated using different methods. RIXS cross sections for θ = 45◦ at
the EOM-CCSD, CVS-uS-EOM-CCSD and CVS-EOM-CCSD level of theory are all based on
emission energies calculated at the EOM-CCSD level of theory. CVS and CVS-uS refer to a
projection in the damped response solver. All calculations employed the 6-311++G** basis set
with additional Rydberg functions on Oxygen.

ωem σRIXS
45◦ /a.u.

CCSD fc-CCSD CC2 EOM-CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD fc-CVS-EOM-CCSD EOM-CC2
528.2906 527.8331 527.4307 0.02113 0.02152 0.01928 0.02107 0.01259
526.5398 526.0807 525.8026 0.00040 0.00040 0.00034 0.00016 0.00038
525.9389 525.4821 525.1898 0.01162 0.01218 0.01067 0.01156 0.00244
525.6701 525.2100 525.1065 0.00063 0.00056 0.00032 0.00005 0.00055
525.5838 525.1229 524.9754 0.00210 0.00222 0.00231 0.00207 0.00606
525.3079 524.848 524.8295 0.00023 0.00024 0.00021 0.00023 0.00002
524.8995 524.4399 524.4075 0.00002 0.00001 0.00000 0.00003 0.00001
524.4780 524.0181 524.1223 0.00013 0.00012 0.00006 0.00001 0.00002
524.4736 524.0127 524.1144 0.00002 0.00002 0.00014 0.00002 0.00012
524.3903 523.931 524.0491 0.00005 0.00006 0.00005 0.00005 0.00000
524.2728 523.8113 523.8818 0.00003 0.00003 0.00000 0.00001 0.00001
524.1756 523.7160 523.7109 0.00035 0.00037 0.00086 0.00012 0.00005
524.0148 523.5555 523.6826 0.00007 0.00007 0.00004 0.00001 0.00001
523.9999 523.5392 523.6551 0.00000 0.00000 0.00010 0.00000 0.00009
523.9735 523.5120 523.4559 0.00006 0.00006 0.00003 0.00001 0.00031
523.8771 523.4167 523.4477 0.00011 0.00011 0.00003 0.00000 0.00014
523.4701 523.0086 522.8856 0.00046 0.00046 0.00023 0.00001 0.00043
523.4107 522.9487 522.8513 0.00011 0.00011 0.00021 0.00007 0.00007
523.0162 522.5568 522.5158 0.00018 0.00018 0.00017 0.00018 0.00001
522.6279 522.1677 522.0866 0.00020 0.00023 0.00018 0.00017 0.00003
522.5707 522.1106 521.8730 0.00005 0.00005 0.00012 0.00004 0.00017
522.5704 522.1106 521.8406 0.00020 0.00018 0.00005 0.00000 0.00001
522.2480 521.7868 521.8303 0.00010 0.00010 0.00005 0.00000 0.00000
522.2360 521.7759 521.8104 0.00001 0.00001 0.00007 0.00001 0.00026
522.1625 521.7024 521.7563 0.00083 0.00074 0.00032 0.00004 0.00000
522.1302 521.6697 521.5699 0.00003 0.00003 0.00004 0.00003 0.00002
521.9737 521.5119 521.4270 0.00031 0.00033 0.00032 0.00033 0.00000
521.8107 521.3514 521.4137 0.00001 0.00001 0.00025 0.00001 0.00009
521.774 521.3106 521.3772 0.01381 0.01449 0.01303 0.01429 0.00000

521.7655 521.3051 521.3625 0.00007 0.00007 0.00003 0.00000 0.00086
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Table S4: H2O: unshifted RIXS data for the pump frequency at resonance with the second core
excitation (core 1B2 in Mulliken symmetry notation) calculated using different methods. RIXS
cross sections for θ = 45◦ at the EOM-CCSD, CVS-uS-EOM-CCSD and CVS-EOM-CCSD level
of theory are all based on emission energies calculated at the EOM-CCSD level of theory. CVS
and CVS-uS refers to a projection in the damped response solver. All calculations employed the
6-311++G** basis set with additional Rydberg functions on Oxygen.

ωem σRIXS
45◦ /a.u.

CCSD fc-CCSD CC2 EOM-CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD fc-CVS-EOM-CCSD EOM-CC2
530.0764 529.6182 528.9570 0.00007 0.00006 0.00004 0.00013 0.00005
528.3254 527.8658 527.3286 0.04099 0.04192 0.03876 0.04067 0.01648
527.7246 527.2671 526.7161 0.00010 0.00011 0.00020 0.00010 0.00012
527.4560 526.9950 526.6326 0.00063 0.00060 0.00037 0.00003 0.00074
527.3697 526.9107 526.5014 0.00017 0.00018 0.00072 0.00022 0.00009
527.0935 526.6331 526.3556 0.00000 0.00000 0.00001 0.00001 0.00010
526.6851 526.2249 525.9338 0.00188 0.00195 0.00179 0.00188 0.00010
526.2639 525.8032 525.6486 0.00012 0.00012 0.00007 0.00000 0.00001
526.2592 525.8004 525.6404 0.00005 0.00005 0.00020 0.00005 0.00012
526.1760 525.7161 525.5751 0.00000 0.00000 0.00000 0.00000 0.00000
526.0587 525.5991 525.4081 0.00052 0.00056 0.00050 0.00053 0.00001
525.9615 525.5011 525.2369 0.03230 0.03327 0.02982 0.03103 0.00006
525.8007 525.3406 525.2089 0.00005 0.00005 0.00004 0.00000 0.00001
525.7855 525.3242 525.1811 0.00003 0.00003 0.00014 0.00003 0.00008
525.7591 525.2998 524.9822 0.00005 0.00005 0.00002 0.00000 0.01365
525.6630 525.2018 524.9738 0.00031 0.00036 0.00027 0.00025 0.00012
525.2559 524.7963 524.4118 0.00064 0.00062 0.00036 0.00005 0.00077
525.1966 524.7365 524.3773 0.00011 0.00012 0.00029 0.00012 0.00004
524.8021 524.3419 524.0418 0.00005 0.00005 0.00005 0.00003 0.00010
524.4135 523.9555 523.6126 0.00007 0.00007 0.00001 0.00001 0.00008
524.3563 523.8956 523.3993 0.00217 0.00218 0.00191 0.00194 0.00017
524.3563 523.8956 523.3669 0.00027 0.00030 0.00017 0.00012 0.00000
524.0339 523.5718 523.3566 0.00012 0.00012 0.00006 0.00001 0.00000
524.0219 523.5609 523.3367 0.00001 0.00001 0.00008 0.00001 0.00025
523.9482 523.4902 523.2826 0.00075 0.00071 0.00031 0.00001 0.00001
523.9158 523.4548 523.0959 0.00000 0.00000 0.00002 0.00000 0.00003
523.7593 523.2997 522.9530 0.00083 0.00083 0.00070 0.00073 0.00000
523.5963 523.1364 522.9400 0.00034 0.00036 0.00059 0.00035 0.00010
523.5599 523.0983 522.9032 0.00008 0.00008 0.00004 0.00009 0.00000
523.5514 523.0902 522.8888 0.00008 0.00008 0.00004 0.00000 0.00089

Table S5: H2O: Unshifted nonresonant (XES) data calculated using different methods. All calcu-
lations employed the 6-311++G** basis set with additional Rydberg functions on Oxygen.

ωem fosc
CCSD fc-CCSD CC2 EOM-CCSD fc-CVS-EOM-CCSD EOM-CC2

529.1262 528.6672 526.7877 0.05311 0.05361 0.05556
526.8753 526.4157 524.5019 0.04308 0.04359 0.04459
522.5313 522.0673 519.981 0.03881 0.03938 0.04028
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S3 CH3OH

The XAS spectrum is computed at both the CVS-EOM-CCSD and the CVS-EOM-CC2 level of

theory. It is observed in Fig. S1 that the two methods give rather different results. For the O

K-edge XAS spectra (Fig. S1 left) there is a large difference in the position of the second peak as

well as its intensity. The differences are smaller for the C K-edge XAS spectra, where the CVS-

EOM-CC2 results show a second peak with lower intensity and a third peak of higher intensity

compared to both the CVS-EOM-CCSD result and experiment. Both methods show a red-shift of

the second peak compared to experiment. The character of the first two transitions with respect to

symmetry is A’ at both computed levels of theory at the Oxygen K-edge. Likewise, both methods

find the first core transition at the Carbon K-edge to have A’ character. Observe that all the plotted

core excitations are below the calculated ionization thresholds. Prince et al. 2 assigned the higher

energy experimental features at the C K-edge mainly to vibrational states, but also to some extent

to more diffuse orbitals as e.g. 5p and 6p. These features are not reproduced by our calculations.

Improvements might be obtained by including more diffuse functions in the basis set, however,

the features caused by vibrations would still be beyond such calculations. As our main concern is

the first few strong features, we content ourselves with the chosen levels of theory as these show

reasonable agreement for this region. We observe that the valence spectra in Fig. S2 are very

similar for the two methods, except for a small difference in the shifts between the three peaks at

lowest energy. The valence spectra also seem unaffected by changing which core space should be

orthogonal to the space employed for the calculation.
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Figure S1: CH3OH: XAS spectra at the Oxygen (left) and Carbon (right) K-edge calculated at the
CVS-EOM-CC2/aug-cc-pVTZ (green) and CVS-EOM-CCSD/aug-cc-pVTZ (red) levels of the-
ory. In all calculations 10 core transitions have been determined and plotted. The experimental
data (black) was adapted from Prince et al. 2 A Lorentizian broadening has been applied with
HWHM=0.41 eV for O K-edge and HWHM=0.27 eV for C K-edge. At the O K-edge the CVS-
EOM-CCSD result was shifted by 0.07 eV to align with experiment, while the CVS-EOM-CC2
result was shifted by −1.39 eV. At the C K-edge the shifts were −2.09 eV and −1.07 eV, respec-
tively
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Figure S2: CH3OH: Valence absorption spectra calculated in the space orthogonal to the O core
space (left) or the C core space (right). The calculations employed the CVS-EOM-CC2/aug-cc-
pVTZ level of theory (green) and the CVS-EOM-CCSD/aug-cc-pVTZ level of theory (red). For
all methods 20 valence transitions have been determined and plotted. The first valence ionization
potentials are shown as vertical lines spanning the entire intensity. Results have been shifted to
match the EOM-CCSD results computed in a space orthogonal to the O core space. A Lorentizian
broadening has been applied with HWHM=0.41 eV.
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S3.0.1 Data tables

Table S6: CH3OH: Unshifted XAS data calculated with the aug-cc-pVTZ basis.
a Mulliken symmetry notation.

Oxygen K-edge Carbon K-edge
EOM-CC2 EOM-CCSD EOM-CC2 EOM-CCSD

Sym.a ωabs,c/eV fosc Sym.a ωabs,c/eV fosc Sym.a ωabs,c/eV fosc Sym.a ωabs,c/eV fosc
1A′ 534.0381 0.00512 1A′ 535.4971 0.01195 1A′ 290.0519 0.00838 1A′ 289.0359 0.01128
2A′ 535.2052 0.00146 2A′ 537.5454 0.00699 2A′ 290.7113 0.00213 2A′ 289.7148 0.00348
1A′′ 535.5883 0.00043 3A′ 537.9517 0.00663 1A′′ 291.1412 0.01245 1A′′ 290.2563 0.01956
3A′ 535.7216 0.00038 1A′′ 538.0538 0.00186 3A′ 291.2186 0.01251 3A′ 290.3097 0.01906
4A′ 536.3741 0.00290 4A′ 538.5324 0.00877 4A′ 292.2152 0.00567 4A′ 291.4261 0.00799
5A′ 536.6930 0.00533 5A′ 538.8164 0.00959 5A′ 292.6274 0.00070 5A′ 291.7484 0.00299
2A′′ 537.3881 0.00238 2A′′ 539.6072 0.00687 6A′ 293.0101 0.00259 A2′′ 292.0348 0.00617
6A′ 537.4183 0.00283 6A′ 539.6603 0.00723 2A′′ 293.0729 0.00001 6A′ 292.2661 0.00151
7A′ 537.7288 0.00281 7A′ 539.9127 0.00971 A3′′ 293.3538 0.02341 7A′ 292.5199 0.02069
8A′ 537.8811 0.00118 8A′ 540.0707 0.00078 7A′ 293.3934 0.02527 3A′′ 292.5698 0.01331

Table S7: CH3OH: Unshifted valence absorption data computed in a space orthogonal to the core
space (with a "removed core") and aug-cc-pVTZ basis on all atoms.
a Mulliken symmetry notation.

Oxygen as "removed core" Carbon as "removed core"
EOM-CC2 EOM-CCSD EOM-CC2 EOM-CCSD

Sym.a ωv/eV fosc Sym.a ωabs,v/eV fosc Sym.a ωabs,v/eV fosc Sym.a ωabs,v/eV fosc
1A′′ 6.5321 0.00473 1A′′ 6.9241 0.00415 1A′′ 6.5205 0.00486 1A′′ 6.9128 0.00427
2A′′ 7.6093 0.02929 2A′′ 8.1227 0.03225 2A′′ 7.6017 0.02902 2A′′ 8.1168 0.03193
1A′ 8.0627 0.03106 1A′ 8.6336 0.03401 1A′ 8.0548 0.03088 A1′ 8.6270 0.03384
3A′′ 8.1923 0.00737 3A′′ 8.7071 0.00699 3A′′ 8.1838 0.00737 3A′′ 8.6998 0.00700
2A′ 8.5677 0.00252 2A′ 8.9076 0.00122 2A′ 8.5585 0.00273 2A′ 8.8999 0.00137
4A′′ 8.8868 0.00011 4A′′ 9.4176 0.00130 4A′′ 8.8766 0.00010 4A′′ 9.4083 0.00126
5A′′ 9.2134 0.00024 5A′′ 9.7079 0.00000 5A′′ 9.2022 0.00025 5A′′ 9.6978 0.00000
3A′ 9.4778 0.05852 3A′ 9.8547 0.06272 3A′ 9.4735 0.05814 3A′ 9.8532 0.06236
4A′ 9.8817 0.00282 4A′ 10.4000 0.00548 4A′ 9.8718 0.00275 4A′ 10.3916 0.00491
6A′′ 9.9021 0.00350 6A′′ 10.4155 0.00304 6A′′ 9.8925 0.00327 6A′′ 10.4064 0.00277
7A′′ 10.0059 0.01499 5A′ 10.4416 0.04089 7A′′ 10.0008 0.01497 5A′ 10.4380 0.04128
5A′ 10.0267 0.04102 7A′′ 10.4536 0.01617 5A′ 10.0212 0.04093 7A′′ 10.4512 0.01624
8A′′ 10.2236 0.00728 8A′′ 10.7603 0.00835 8A′′ 10.2154 0.00719 8A′′ 10.7542 0.00799
6A′ 10.3117 0.01606 6A′ 10.8030 0.01431 6A′ 10.3022 0.01586 6A′ 10.7942 0.01412
9A′′ 10.3459 0.00338 9A′′ 10.8052 0.00351 9A′′ 10.3354 0.00345 9A′′ 10.796 0.00383
7A′ 10.8107 0.00229 7A′ 11.2132 0.01000 7A′ 10.8039 0.00217 7A′ 11.2091 0.00974

10A′′ 10.8845 0.00511 10A′′ 11.3563 0.00097 10A′′ 10.8805 0.00504 10A′′ 11.3536 0.00096
8A′ 11.0923 0.02914 8A′ 11.5426 0.04864 8A′ 11.0865 0.02887 8A′ 11.5422 0.05151
9A′ 11.2540 0.00078 9A′ 11.5664 0.00969 9A′ 11.2462 0.00084 9A′ 11.5620 0.00699

10A′ 11.2963 0.03252 11A′′ 11.6661 0.05676 10A′ 11.2985 0.03277 11A′′ 11.6638 0.05521
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Table S8: CH3OH: Unshifted RIXS data at the Oxygen K-edge for the pump frequency at res-
onance with the first core excitation (core 1A′) calculated using different methods. RIXS cross
sections for θ = 45◦ at the CVS-uS-EOM-CCSD and CVS-EOM-CCSD level of theory are both
based on emission energies calculated at the EOM-CCSD level of theory. CVS and CVS-uS refer
to a projection in the damped response solver. All calculations employed the aug-cc-pVTZ basis.

ωem σRIXS
45◦ /a.u.

CCSD CC2 CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
528.5730 527.5061 0.01759 0.01607 0.00671
527.3743 526.4288 0.00083 0.00095 0.00012
526.8636 525.9754 0.00010 0.00013 0.00001
526.7901 525.8459 0.00003 0.00003 0.00002
526.5896 525.4704 0.01048 0.00931 0.00437
526.0796 525.1512 0.00004 0.00017 0.00008
525.7893 524.8246 0.00038 0.00044 0.00003
525.6423 524.5601 0.00097 0.00098 0.00014
525.0970 524.1563 0.00004 0.00009 0.00002
525.0818 524.1359 0.00036 0.00043 0.00001
525.0554 524.0322 0.00007 0.00012 0.00000
525.0434 524.0113 0.00001 0.00004 0.00006
524.7367 523.8146 0.00022 0.00024 0.00002
524.6943 523.7264 0.00003 0.00032 0.00001
524.6918 523.6921 0.00010 0.00020 0.00002
524.2839 523.2273 0.00130 0.00141 0.00019
524.1408 523.1536 0.00001 0.00007 0.00000
523.9544 522.9457 0.00440 0.00398 0.00003
523.9307 522.7841 0.00135 0.00139 0.00010
523.8309 522.7419 0.00099 0.00089 0.00215

Table S9: CH3OH: Unshifted RIXS data at the Oxygen K-edge for the pump frequency at reso-
nance with the second core excitation (core 2A′) calculated using different methods. RIXS cross
sections for θ = 45◦ at the CVS-uS-EOM-CCSD and CVS-EOM-CCSD level of theory are both
based on emission energies calculated at the EOM-CCSD level of theory. CVS and CVS-uS refer
to a projection in the damped response solver. All calculations employed the aug-cc-pVTZ basis.

ωem σRIXS
45◦ /a.u.

CCSD CC2 CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
530.6212 528.6731 0.00053 0.00056 0.00013
529.4225 527.5958 0.00853 0.00813 0.00192
528.9118 527.1425 0.00012 0.00012 0.00005
528.8383 527.0130 0.00058 0.00056 0.00005
528.6378 526.6375 0.00059 0.00062 0.00012
528.1278 526.3183 0.00042 0.00060 0.00005
527.8375 525.9917 0.00019 0.00029 0.00007
527.6905 525.7272 0.00425 0.00387 0.00102
527.1452 525.3234 0.00005 0.00011 0.00001
527.1300 525.3030 0.00010 0.00027 0.00003
527.1039 525.1993 0.00045 0.00041 0.00003
527.0919 525.1784 0.00006 0.00005 0.00001
526.7849 524.9816 0.00004 0.00011 0.00002
526.7425 524.8935 0.00005 0.00040 0.00001
526.7403 524.8592 0.00011 0.00024 0.00002
526.3322 524.3944 0.00015 0.00038 0.00002
526.1890 524.3207 0.00012 0.00018 0.00000
526.0026 524.1128 0.00097 0.00097 0.00005
525.9789 523.9512 0.00005 0.00035 0.00002
525.8794 523.9087 0.00065 0.00062 0.00016
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Table S10: CH3OH: Unshifted nonresonant (XES) data at the Oxygen K-edge calculated using
different methods. All calculations employed the aug-cc-pVTZ basis.

ωem fosc
CCSD CC2 EOM-CCSD EOM-CC2

529.4002 526.9142 0.04350 0.04827
527.5822 524.9542 0.02846 0.03404
525.1400 522.3356 0.02045 0.01837
524.5999 521.6776 0.00911 0.00697
522.6728 519.9984 0.02611 0.02611
517.2898 514.1692 0.00556 0.00495
513.7140 511.6056 0.00001 0.00000
512.9697 511.2113 0.00000 0.00000

Table S11: CH3OH: Unshifted RIXS data at the Carbon K-edge for the pump frequency at res-
onance with the first core excitation (core 1A′) calculated using different methods. RIXS cross
sections for θ = 45◦ at the CVS-uS-EOM-CCSD and CVS-EOM-CCSD level of theory are both
based on emission energies calculated at the EOM-CCSD level of theory. CVS and CVS-uS refer
to a projection in the damped response solver. All calculations employed the aug-cc-pVTZ basis.

ωem σRIXS
45◦ /a.u.

CCSD CC2 CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
282.1232 283.5314 0.00495 0.00502 0.00345
280.9191 282.4503 0.00238 0.00255 0.00135
280.4089 281.9972 0.00011 0.00032 0.00008
280.3362 281.8682 0.00007 0.00007 0.00005
280.1359 281.4935 0.01342 0.01283 0.00942
279.6276 281.1754 0.00030 0.00055 0.00007
279.3381 280.8497 0.00003 0.00041 0.00002
279.1827 280.5784 0.00417 0.00395 0.00265
278.6442 280.1800 0.00002 0.00021 0.00001
278.6295 280.1596 0.00006 0.00035 0.00001
278.5979 280.0510 0.00021 0.00062 0.00034
278.5846 280.0306 0.00044 0.00071 0.0002
278.2817 279.8366 0.00054 0.00062 0.00021
278.2417 279.7498 0.00009 0.00095 0.00003
278.2398 279.7166 0.00006 0.00042 0.00006
277.8268 279.2480 0.00477 0.00478 0.00103
277.6823 279.1713 0.00047 0.00056 0.00005
277.4937 278.9653 0.01912 0.01798 0.00040
277.4738 278.8058 0.00383 0.00440 0.00042
277.3721 278.7536 0.01127 0.01032 0.02205

Table S12: CH3OH: Unshifted nonresonant (XES) data at the Carbon K-edge calculated using
different methods. All calculations employed the aug-cc-pVTZ basis.

ωem fosc
CCSD CC2 EOM-CCSD EOM-CC2

282.1594 283.0201 0.00551 0.00416
280.3381 281.0578 0.01414 0.01194
277.8888 278.4281 0.02593 0.02828
277.3448 277.7664 0.02667 0.03002
275.4262 276.0969 0.01472 0.01677
270.0133 270.2364 0.00075 0.00129
266.4646 267.7011 0.00000 0.00000
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S4 H2S

The XAS spectrum for H2S at the sulfur K-edge can be seen in Fig. S3 along with the computed

valence absorption spectrum. It can be seen from Fig. S3 that both methods give the same overall

Figure S3: H2S: XAS spectrum at the Sulphur K-edge (left) and valence absorption in a space
orthogonal to the S core space (right) calculated at the (CVS-)EOM-CC2/6-311++G** (green) and
(CVS-)EOM-CCSD/6-311++G** (red) level of theory. Experimental data adapted from Bodeur
and Esteva.3 For all methods 10 core transitions and 20 valence transitions have been determined
and plotted. The first core ionization potential is shown as a vertical line spanning the full intensity
range. XAS results have been shifted to align with experiment: 3.35 eV for CVS-EOM-CCSD and
4.50 eV for CVS-EOM-CC2. A Lorentzian broadening with HWHM=0.506 eV has been applied.

shape of the spectrum. Both methods predict a shift between the two first peaks, which is slightly

off compared to experiment, but in either direction: While CC2 predicts a too small separation,

CCSD predicts one that is too large. The intensity ratio of the first two peaks is slightly better

reproduced at the CCSD level of theory. Furthermore, the core ionization threshold appears closer

to the two low energy peaks at the CC2 level compared to the CCSD level. Significantly lower CC2
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core ionization thresholds compared to CCSD are not uncommon as also observed by Carbone

et al. 4 The main transitions of the two peaks below the ionization threshold can in both methods

be characterized as core 1B2 and core 1B1, while the character of the main transition of the small

peak (just below the ionization threshold at the CCSD level) is core 3B2. Observe that at the CC2

level of theory the third peak falls just above the core ionization threshold.

From the valence spectra in Fig. S3 it is observed that the two methods are in good agreement

with each other both regarding the overall spectral profile, the relative intensities of peaks and the

position of the ionization threshold relative to the spectral features.

S4.1 Data tables

Table S13: H2S: Unshifted S K-edge XAS data using the 6-311++G** basis set.
a Mulliken symmetry notation.

EOM-CC2 EOM-CCSD
Sym.a ωabs,c/eV fosc Sym.a ωabs,c/eV fosc
1B2 2468.5932 0.00592 1B2 2469.7535 0.00678
1A1 2468.8162 0.00227 1A1 2470.2684 0.00317
2B2 2471.2486 0.00021 2A1 2473.2851 0.00219
2A1 2471.4052 0.00162 2B2 2473.3233 0.00038
1B1 2471.5780 0.00174 1B1 2473.5002 0.00231
3A1 2472.0885 0.00089 3A1 2473.9623 0.00027
3B2 2473.0127 0.00109 4A1 2475.0892 0.00022
4A1 2473.0275 0.00019 3B2 2475.1955 0.00094
4B2 2477.4436 0.00222 4B2 2479.1842 0.00218
5A1 2477.8977 0.00409 5A1 2479.5026 0.00397
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Table S14: H2S: Unshifted valence absorption data computed using the 6-311++G** basis set in a
spce orthogonal to the S core space.
a Mulliken symmetry notation.

EOM-CC2 EOM-CCSD
Sym.a ωabs,v/eV fosc Sym.a ωabs,v/eV fosc
1B1 6.0808 0.05768 1B1 6.0274 0.05598
1A2 6.4085 0.00000 1A2 6.3268 0.00000
2A2 7.8199 0.00000 2A2 7.8189 0.00000
2B1 8.1523 0.0282 2B1 8.1334 0.02900
1A1 8.4299 0.01272 1A1 8.4386 0.01301
2A1 9.2958 0.17621 2A1 9.2271 0.16897
3B1 9.5241 0.26584 3B1 9.4191 0.24433
3A2 9.8380 0.00000 4B1 9.8396 0.17343
4B1 9.8386 0.16171 3A2 9.8591 0.00000
1B2 10.3798 0.23896 1B2 10.2891 0.21044
2B2 10.9891 0.00030 2B2 10.9625 0.00082
3A1 11.3289 0.01947 3A1 11.3255 0.02220
5B1 11.4916 0.00111 5B1 11.4787 0.00095
3B2 11.6126 0.32396 3B2 11.5525 0.32511
4A1 12.2359 0.00798 4A1 12.0743 0.01220
5A1 12.8240 0.05979 5A1 12.7794 0.07902
4B2 13.1295 0.03343 4B2 13.1249 0.02242
6A1 13.1775 0.30105 6A1 13.143 0.27669
7A1 13.6175 0.17971 7A1 13.5465 0.14309
5B2 13.8736 0.00060 5B2 13.7782 0.00018

Table S15: H2S: Unshifted RIXS data for the pump frequency at resonance with the first core
excitation (core 1B2 in Mulliken symmetry notation) calculated using different methods. RIXS
cross sections for θ = 45◦ at the EOM-CCSD, CVS-uS-EOM-CCSD and CVS-EOM-CCSD level
of theory are all based on emission energies calculated at the EOM-CCSD level of theory. CVS
and CVS-uS refer to a projection in the damped response solver. To avoid reporting very small
numbers all calculated cross sections have been multiplied with 103. All calculations employed
the 6-311++G** basis.

ωem 103σRIXS
45◦ /a.u.

CCSD CC2 EOM-CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
2463.7261 2462.5125 0.00084 0.00101 0.00114 0.00333
2463.4265 2462.1849 0.08424 0.10229 0.07107 0.07717
2461.9345 2460.7734 0.05791 0.05480 0.01905 0.05859
2461.6200 2460.4409 0.05539 0.05384 0.02322 0.05715
2461.3149 2460.1634 0.00031 0.00047 0.15542 0.00027
2460.5264 2459.2975 0.00096 0.00073 0.00824 0.00220
2460.3345 2459.0692 0.06058 0.05535 0.01417 0.06378
2459.9138 2458.7552 0.04814 0.04638 0.01607 0.05045
2459.8942 2458.7546 0.05204 0.04727 0.02233 0.04415
2459.4643 2458.2134 0.03201 0.03769 0.04086 0.02874
2458.7911 2457.6041 0.02460 0.02462 0.05278 0.02466
2458.4281 2457.2643 0.00086 0.00097 0.0306 0.000550
2458.2749 2457.1015 0.02357 0.02346 0.00959 0.02375
2458.2009 2456.9807 0.01069 0.01153 0.00461 0.01327
2457.6792 2456.3573 0.00837 0.00909 0.00936 0.00730
2456.9742 2455.7693 0.00582 0.00632 0.01429 0.00553
2456.6286 2455.4637 0.00337 0.00369 0.00422 0.00244
2456.6104 2455.4158 0.00490 0.00535 0.01194 0.00516
2456.2068 2454.9758 0.00204 0.00228 0.01636 0.00261
2455.9752 2454.7197 0.01208 0.01194 0.02731 0.01196
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Table S16: H2S: Unshifted RIXS data for the pump frequency at resonance with the second core
excitation (core 1A1 in Mulliken symmetry notation) calculated using different methods. RIXS
cross sections for θ = 45◦ at the EOM-CCSD, CVS-uS-EOM-CCSD and CVS-EOM-CCSD level
of theory are all based on emission energies calculated at the EOM-CCSD level of theory. CVS
and CVS-uS refer to a projection in the damped response solver. To avoid reporting very small
numbers all calculated cross sections have been multiplied with 103. All calculations employed
the 6-311++G** basis.

ωem 103σRIXS
45◦ /a.u.

CCSD CC2 EOM-CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
2464.2410 2462.7354 0.02312 0.02574 0.02506 0.00002
2463.9417 2462.4078 0.07451 0.06620 0.02917 0.06808
2462.4494 2460.9963 0.05521 0.05340 0.01804 0.05588
2462.1351 2460.6638 0.05598 0.05329 0.02269 0.05585
2461.8298 2460.3862 0.00067 0.00083 0.15507 0.00000
2461.0412 2459.5203 0.01319 0.01452 0.01941 0.00002
2460.8494 2459.2920 0.06173 0.06113 0.01894 0.06683
2460.4289 2458.9780 0.04912 0.04546 0.01536 0.04397
2460.4093 2458.9775 0.04290 0.04166 0.01748 0.04285
2459.9794 2458.4365 0.00732 0.00753 0.00625 0.00314
2459.3059 2457.8273 0.02739 0.02926 0.05412 0.02889
2458.9429 2457.4871 0.00026 0.00027 0.03016 0.00000
2458.7897 2457.3247 0.02369 0.02367 0.00970 0.02323
2458.7160 2457.2036 0.02363 0.02123 0.01479 0.00934
2458.1941 2456.5802 0.00122 0.00125 0.00151 -0.00001
2457.4890 2455.9921 0.00042 0.00045 0.00562 0.00000
2457.1434 2455.6868 0.00022 0.00015 0.00038 0.00003
2457.1255 2455.6386 0.00093 0.00095 0.00500 0.00000
2456.7219 2455.1986 0.00034 0.00044 0.01692 0.00000
2456.4901 2454.9426 0.01247 0.01205 0.02713 0.01184
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Table S17: H2S: Unshifted RIXS data for the pump frequency at resonance with the 3rd (CCSD)
or 4th (CC2) core excitation (core 2A1 in Mulliken symmetry notation) calculated using different
methods. RIXS cross sections for θ = 45◦ at the EOM-CCSD, CVS-uS-EOM-CCSD and CVS-
EOM-CCSD level of theory are all based on emission energies calculated at the EOM-CCSD level
of theory. CVS and CVS-uS refer to a projection in the damped response solver. To avoid reporting
very small numbers all calculated cross sections have been multiplied with 103. All calculations
employed the 6-311++G** basis.

ωem 103σRIXS
45◦ /a.u.

CCSD CC2 EOM-CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
2467.2576 2465.3243 0.00114 0.00097 0.00091 0.00035
2466.9583 2464.9966 0.05508 0.04866 0.01655 0.05445
2465.4663 2463.5852 0.06610 0.06196 0.02542 0.04952
2465.1517 2463.2529 0.07656 0.06614 0.03595 0.07570
2464.8464 2462.9754 0.00314 0.00485 0.19695 0.00318
2464.0581 2462.1095 0.00096 0.00116 0.00732 0.00042
2463.8660 2461.8812 0.06221 0.06141 0.01891 0.06400
2463.4456 2461.5672 0.04756 0.04549 0.01520 0.04740
2463.4260 2461.5666 0.04715 0.04562 0.02102 0.04442
2462.9961 2461.0254 0.00235 0.00230 0.00664 0.00210
2462.3226 2460.4161 0.03441 0.03220 0.05743 0.02589
2461.9596 2460.0763 0.00709 0.00794 0.03529 0.00616
2461.8064 2459.9136 0.03676 0.03790 0.02228 0.03652
2461.7326 2459.7925 0.00728 0.00742 0.00211 0.00569
2461.2110 2459.1693 0.00105 0.00110 0.00156 0.00045
2460.5057 2458.5813 0.00036 0.00042 0.00831 0.00017
2460.1604 2458.2757 0.00015 0.00019 0.00078 0.00006
2460.1421 2458.2278 0.00053 0.00059 0.00723 0.00046
2459.7386 2457.7878 0.00134 0.00169 0.01829 0.00039
2459.5070 2457.5315 0.02493 0.02167 0.03582 0.02284
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Table S18: H2S: Unshifted RIXS data for the pump frequency at resonance with the fifth core
excitation (core 1B1 in Mulliken symmetry notation) calculated using different methods. RIXS
cross sections for θ = 45◦ at the EOM-CCSD, CVS-uS-EOM-CCSD and CVS-EOM-CCSD level
of theory are all based on emission energies calculated at the EOM-CCSD level of theory. CVS
and CVS-uS refer to a projection in the damped response solver. To avoid reporting very small
numbers all calculated cross sections have been multiplied with 103. All calculations employed
the 6-311++G** basis.

ωem 103σRIXS
45◦ /a.u.

CCSD CC2 EOM-CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
2467.4729 2465.4971 0.00011 0.00006 0.00006 0.00007
2467.1733 2465.1694 0.05364 0.04752 0.01575 0.05442
2465.6813 2463.7580 0.04678 0.04513 0.01194 0.05098
2465.3667 2463.4257 0.03663 0.03532 0.00810 0.03935
2465.0617 2463.1482 0.01483 0.01623 0.16618 0.01131
2464.2731 2462.2823 0.00056 0.00055 0.00640 0.00040
2464.0810 2462.0540 0.07194 0.06489 0.02044 0.06844
2463.6606 2461.7400 0.04666 0.04462 0.01483 0.04772
2463.6410 2461.7394 0.04648 0.04511 0.02057 0.04332
2463.2110 2461.1982 0.00286 0.00275 0.00631 0.00191
2462.5378 2460.5889 0.02268 0.02177 0.04182 0.02654
2462.1748 2460.2491 0.00296 0.00225 0.01772 0.00365
2462.0216 2460.0863 0.04223 0.03702 0.02346 0.03894
2461.9476 2459.9653 0.00673 0.00659 0.00155 0.00594
2461.4260 2459.3421 0.00029 0.00043 0.00066 0.00016
2460.7206 2458.7541 0.00020 0.00019 0.00697 0.00011
2460.3753 2458.4485 0.00005 0.00004 0.00087 0.00003
2460.3571 2458.4006 0.00025 0.00023 0.00461 0.00015
2459.9536 2457.9606 0.00060 0.00035 0.01200 0.00008
2459.7220 2457.7043 0.00706 0.00647 0.01522 0.00790
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Table S19: H2S: Unshifted RIXS data for the pump frequency at resonance with the 8th (EOM-
CCSD) and 7th (EOM-CC2) core excitation (core 3B2 in Mulliken symmetry notation). RIXS
cross sections for θ = 45◦ at the EOM-CCSD, CVS-uS-EOM-CCSD and CVS-EOM-CCSD level
of theory are all based on emission energies calculated at the EOM-CCSD level of theory. CVS
and CVS-uS refer to a projection in the damped response solver. To avoid reporting very small
numbers all calculated cross sections have been multiplied with 103. All calculations employed
the 6-311++G** basis.

ωem 103σRIXS
45◦ /a.u.

CCSD CC2 EOM-CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD EOM-CC2
2469.1682 2466.9319 0.00005 0.00001 0.00002 0.00001
2468.8686 2466.6043 0.05485 0.04721 0.01562 0.05479
2467.3766 2465.1928 0.05352 0.05217 0.01716 0.05489
2467.0620 2464.8603 0.05065 0.04901 0.01909 0.05232
2466.7569 2464.5828 0.00011 0.00001 0.14283 0.00011
2465.9684 2463.7169 0.00003 0.00003 0.00560 0.00001
2465.7765 2463.4886 0.06749 0.06192 0.01844 0.07600
2465.3558 2463.1746 0.04067 0.03797 0.01016 0.06226
2465.3362 2463.1740 0.05946 0.05204 0.02731 0.04612
2464.9063 2462.6328 0.00350 0.00291 0.00743 0.00255
2464.2331 2462.0235 0.02612 0.02528 0.04890 0.02878
2463.8701 2461.6837 0.00002 0.00001 0.02669 0.00003
2463.7169 2461.5209 0.02062 0.02052 0.00715 0.02040
2463.6429 2461.4001 0.00795 0.00758 0.00207 0.00730
2463.1212 2460.7767 0.00015 0.00030 0.00057 0.00027
2462.4162 2460.1887 0.00084 0.00072 0.00900 0.00087
2462.0706 2459.8831 0.00487 0.00539 0.00582 0.00571
2462.0526 2459.8352 0.00069 0.00065 0.00582 0.00048
2461.6491 2459.3952 0.00005 0.00007 0.01446 0.00009
2461.4173 2459.1391 0.01065 0.01045 0.02455 0.01054

Table S20: H2S: Unshifted nonresonant (XES) data at the sulfur K-edge calculated using different
methods. All calculations employed the 6-311++G** basis.

ωem fosc
CCSD CC2 EOM-CCSD EOM-CC2

2465.7156 2463.1172 0.00606 0.00596
2462.5702 2459.9897 0.00431 0.00423
2460.1299 2457.4858 0.00378 0.00368
2454.1529 2450.8764 0.00001 0.00000
2453.3847 2449.2957 0.00013 0.00002
2452.6459 2449.0717 0.00000 0.00022
2451.5814 2449.0551 0.00012 0.00001
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S5 Para-nitro-aniline

The XAS spectrum is computed at both the CVS-EOM-CCSD and the CVS-EOM-CC2 level of

theory at the C K-edge (see Fig. S4). We observe that the core transitions are significantly more

close-lying, according to the CVS-EOM-CC2 calculation compared to the CVS-EOM-CCSD one.

The latter is in better agreement with experiment. The intensity ratios of the first three bright

transitions predicted are however very similar in the two methods, and they both find the first

bright transition to be core 1B1. We note that the EOM-CC2 and EOM-CCSD valence spectra in

Figure S4: PNA: XAS spectra at the Carbon K-edge (left) and valence absorption (right) in the
space orthogonal to the C core space, calculated using (CVS-)EOM-CC2/6-311++G** (green)
and (CVS-)EOM-CCSD/6-311++G** (red) levels of theory. For all methods, 10 core transitions
and 20 valence transitions were computed. A Lorentzian broadening with HWHM=0.27 eV has
been applied. The theoretical spectra were shifted by −1.70 eV (CVS-EOM-CCSD) and −2.94
eV (CVS-EOM-CC2) to align with experiment, which was digitized from Turci et al. 5

Fig. S4 are very similar. The general shape is the same, however the shift between the first and

second feature is larger when using EOM-CC2. The low intensity feature between the two main
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peaks at low energy is also more pronounced when employing EOM-CC2.

S5.1 Comparison of CVS-EOM-CCSD, CVS-0-EOM-CCSD and fc-CVS-0-

EOM-CCSD

We investigate here whether the discrepancies between the calculated CVS-EOM-CCSD and fc-

CVS-0-EOM-CCSD RIXS results are mainly due to the fc approximation or to the way our pro-

jectors are applied. Both CVS approximations consist in projecting out all excitations that do

not involve a core orbital when solving the damped response equations. While this is done for all

damped response equations for CVS-0, it is only done for the divergent damped response equations

for CVS.

Therefore, we calculate, for a small basis set (6-31G), the RIXS spectra using the different

projection schemes. The results are then compared to the fc-CVS-0-EOM-CCSD result calculated

with Q-Chem (see Fig. S5). Here, it is noted that the CVS-0-EOM-CCSD and fc-CVS-0-EOM-

CCSD are almost identical, with only a small overall decrease in intensity of the fc-CVS-0-EOM-

CCSD result compared to CVS-0-EOM-CCSD. The CVS-EOM-CCSD result, on the other hand,

shows larger discrepancies with these other spectra with respect to intensities, while it is still

the same transitions that are probed. We thus conclude that the discrepancies are a result of the

different ways the projection is applied, rather than an effect of the frozen core approximation.
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Figure S5: PNA: Comparison of the RIXS spectra at resonance with the energy of the first core
excitation at the C K-edge (288.90 eV at the CVS-EOM-CCSD level of theory in eT and 288.86 eV
at the fc-CVS-0-EOM-CCSD level of theory in Q-Chem). The results are obtained using different
CVS schemes during the solution of the damped response equations. The 6-31G basis set was
employed in all calculations. The results are shifted based on the CVS-EOM-CCSD RIXS results.
A Lorentzian broadening was applied with HWHM=0.27 eV.
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S5.2 Data tables

Table S21: PNA: Unshifted C K-edge XAS data using the 6-311++G** basis set.
a Mulliken symmetry notation.

EOM-CC2 EOM-CCSD
Sym.a ωabs,c/eV fosc Sym.a ωabs,c/eV fosc
1A2 287.9911 0.00000 1A2 286.7436 0.00000
1B1 287.9948 0.09372 1B1 286.7476 0.09708
2A2 288.2064 0.00000 2A2 287.0951 0.00000
2B1 288.2094 0.07154 2B1 287.0984 0.07664
3B1 288.6269 0.00145 3B1 287.7333 0.02084
3A2 288.6278 0.00000 4B1 288.0689 0.00555
4B1 288.6511 0.01726 3A2 288.0712 0.00000
1B2 289.3100 0.00716 5B1 288.2635 0.05398
1A1 289.3102 0.00273 1B1 288.8292 0.01455
4A2 289.3468 0.00000 1A1 288.8302 0.00443
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Table S22: PNA: Unshifted valence absorption data computed using the 6-311++G** basis set in
a space orthogonal to the C core space.

EOM-CC2 EOM-CCSD
Sym.a ωabs,v/eV fosc Sym.a ωabs,v/eV fosc
1A2 4.0521 0.00000 1A2 4.1467 0.00000
1A1 4.4589 0.43494 1B2 4.6753 0.01140
1B2 4.6369 0.01648 1B1 4.6841 0.00051
1B1 4.6579 0.00057 1A1 4.6844 0.43385
2B1 5.0109 0.00298 2B1 5.1392 0.00250
2A2 5.7592 0.00000 2A2 5.9266 0.00000
2B2 5.8044 0.06039 2B2 5.9810 0.01432
3B1 5.9175 0.00576 3B1 6.0947 0.00633
2A1 6.2502 0.01174 2A1 6.4433 -0.00002
3B2 6.4481 0.25818 3B2 6.4703 0.36542
4B1 6.6715 0.00262 4B1 6.8102 0.00231
3A2 6.6750 0.00000 3A2 6.8696 0.00000
5B1 6.7867 0.00014 4A2 6.9744 0.00000
4A2 6.8330 0.00000 5B1 7.1809 0.00778
6B1 6.9840 0.00588 3A1 7.1893 0.49992
3A1 7.0363 0.57029 4A1 7.3523 0.14729
4B2 7.0557 0.02146 6B1 7.5075 0.02095
5A2 7.1435 0.00000 5A2 7.6409 0.00000
4A1 7.2035 0.09528 5A1 7.8131 0.01506
7B1 7.3555 0.02174 4B2 7.8375 0.05817

a Mulliken symmetry notation.
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Table S23: PNA: Unshifted RIXS data for the pump frequency at resonance with the first bright
core excitation (core 1B1 in Mulliken symmetry notation) calculated using different methods.
RIXS cross sections for θ = 45◦ at the CVS-uS-EOM-CCSD and CVS-EOM-CCSD level of the-
ory are both based on emission energies calculated at the EOM-CCSD level of theory. CVS and
CVS-uS refer to different types of projections in the damped response solver. All calculations em-
ployed the 6-311++G** basis.

ωem σRIXS
45◦ /a.u.

CCSD fc-CCSD CC2 CVS-uS-EOM-CCSD CVS-EOM-CCSD fc-CVS-0-EOM-CCSD EOM-CC2
282.6010 282.0870 283.9428 0.00001 0.00001 0.00000 0.00001
282.0723 281.5863 283.5360 0.00006 0.00002 0.00000 0.01769
282.0636 281.5672 283.3580 0.00153 0.00114 0.02000 0.00010
282.0633 281.5509 283.3371 0.02315 0.04831 0.00000 0.00244
281.6083 281.1101 282.9839 0.00001 0.00047 0.00000 0.00002
280.8208 280.3210 282.2356 0.00004 0.00011 0.00000 0.00003
280.7667 280.2693 282.1904 0.00036 0.00033 0.00000 0.00023
280.6529 280.1577 282.0775 0.00003 0.00032 0.00000 0.00002
280.3044 279.8094 281.7447 0.00232 0.00536 0.00000 0.00234
280.2774 279.7740 281.5468 0.00004 -0.00001 0.00000 0.00000
279.9375 279.4420 281.3234 0.00012 0.00013 0.00000 0.00011
279.8780 279.3794 281.3199 0.00008 0.00028 0.00000 0.00008
279.7732 279.2815 281.2080 0.00005 0.00182 0.00000 0.02206
279.5667 279.0720 281.1618 0.00005 0.00016 0.07000 0.00008
279.5582 279.0692 281.0108 0.07177 0.06147 0.00000 0.00003
279.3952 278.9005 280.9585 0.00769 0.00653 0.01000 0.04890
279.2401 278.7454 280.9392 0.00001 0.00006 0.00000 0.00000
279.1068 278.6148 280.8513 0.00007 0.00050 0.00000 0.01321
278.9345 278.4407 280.7914 0.04520 0.05061 0.04000 0.01238
278.9100 278.4162 280.6393 0.00003 0.00031 0.00000 0.00000

Table S24: PNA: Unshifted nonresonant (XES) data at the Carbon K-edge for C1-C3 (the number-
ing is based on energies, so that first core excitation from 1s(C1) has the lowest energy), calculated
using different methods. All calculations employed the 6-311++G** basis.

C1 C2 C3
EOM-CCSD EOM-CC2 EOM-CCSD EOM-CC2 EOM-CCSD EOM-CC2

ωem fosc ωem fosc ωem fosc ωem fosc ωem fosc ωem fosc
283.9697 0.01763 283.7159 0.01693 283.9703 0.00000 283.7164 0.00000 284.4005 0.00070 284.2791 0.00001
282.4720 0.00000 282.6554 0.00000 282.4726 0.02606 282.6560 0.00052 282.9028 0.00000 283.2187 0.00002
281.7985 0.00000 282.2347 0.00051 281.7991 0.00064 282.2353 0.00006 282.2293 0.00000 282.7980 0.00135
281.4744 0.00000 282.1681 0.00000 281.4750 0.00041 282.1686 0.02680 281.9049 0.00000 282.7311 0.00000
281.4255 0.00078 281.3572 0.00000 281.426 0.00009 281.3577 0.00080 281.8560 0.00082 281.9204 0.00000
280.6467 0.00076 280.6829 0.00059 280.6472 0.00000 280.6834 0.00000 281.0772 0.01227 281.2461 0.00837
279.5800 0.01806 279.7433 0.01825 279.5805 0.00020 279.7438 0.00030 280.0105 0.01615 280.3063 0.02084
278.6028 0.01063 278.7171 0.01240 278.6034 0.00000 278.7177 0.00000 279.0336 0.00620 279.2801 0.00507
278.1438 0.02309 278.4390 0.02361 278.1443 0.00016 278.4396 0.00019 278.5745 0.02122 279.0023 0.02287
277.3277 0.00947 277.6213 0.00602 277.3282 0.01293 277.6219 0.01362 277.7585 0.01103 278.1846 0.01289
277.1742 0.00615 277.4768 0.01060 277.1748 0.01284 277.4774 0.01295 277.6047 0.01059 278.0401 0.01186
276.6376 0.00238 276.7848 0.00197 276.6382 0.01386 276.7854 0.01461 277.0684 0.00000 277.3481 0.00011
275.4488 0.00002 276.2199 0.00011 275.4493 0.00068 276.2205 0.00101 275.8792 0.00098 276.7829 0.00253
275.3328 0.00002 275.4983 0.00001 275.3334 0.00000 275.4988 0.00000 275.7636 0.00035 276.0613 0.00015
274.6996 0.00022 275.4011 0.00117 274.7002 0.00117 275.4017 0.00000 275.1301 0.00124 275.9644 0.00051
274.5037 -0.00002 274.5040 0.00089 274.5042 0.00000 274.5045 0.00496 274.9342 0.00004 275.0670 0.00180
274.1717 0.00082 274.4509 0.00086 274.1723 0.00094 274.4515 0.00063 274.6025 0.00045 275.0142 0.00051
274.0536 0.00000 273.3214 0.00039 274.0542 0.00000 273.3219 0.00609 274.4841 0.00000 273.8844 0.00457
273.9900 0.00059 273.2395 0.00000 273.9905 0.00526 273.2403 0.00007 274.4207 0.00040 273.8027 0.00006
273.5263 0.00000 272.8517 0.00000 273.5268 0.00004 272.8522 0.00000 273.9570 0.00000 273.4147 0.00000
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Table S25: PNA: Unshifted nonresonant (XES) data at the Carbon K-edge for C4-C6 (the number-
ing is based on energies, so that first core excitation from 1s(C1) has the lowest energy) calculated
using different methods. All calculations employed the 6-311++G** basis.

C4 C5 C6
EOM-CCSD EOM-CC2 EOM-CCSD EOM-CC2 EOM-CCSD EOM-CC2

ωem fosc ωem fosc ωem fosc ωem fosc ωem fosc ωem fosc
284.4029 0.00000 284.2857 0.00000 284.7749 0.01592 284.3986 0.01552 285.7325 0.00758 285.6117 0.00634
282.9052 0.03094 283.2252 0.00103 283.2772 0.00000 283.3382 0.0003 284.2348 0.00000 284.5515 0.00004
282.2317 0.00113 282.8045 0.00113 282.6037 0.00030 282.9175 0.00610 283.5613 0.00006 284.1306 0.00001
281.9074 0.00075 282.7379 0.02961 282.2796 0.00000 282.8508 0.00000 283.2372 0.00000 284.0639 0.00000
281.8587 0.00128 281.9270 0.00125 282.2307 0.00773 282.0399 0.00000 283.1882 0.00001 283.2530 0.00000
281.0799 0.00000 281.2527 0.00000 281.4519 0.01417 281.3659 0.02053 282.4094 0.00315 282.579 0.00353
280.0129 0.00004 280.3131 0.00004 280.3852 0.00848 280.4260 0.00538 281.3425 0.01144 281.6391 0.01258
279.0360 0.00000 279.2869 0.00000 279.4080 0.00255 279.3999 0.00380 280.3656 0.01472 280.6129 0.01588
278.5770 0.00061 279.0088 0.00033 278.9490 0.00009 279.1218 0.00004 279.9065 0.00571 280.3351 0.00599
277.7609 0.01068 278.1911 0.01065 278.1329 0.00014 278.304 0.00646 279.0905 0.0003 279.5174 0.01077
277.6072 0.00925 278.0466 0.01140 277.9794 0.00917 278.1598 0.00001 278.9367 0.01035 279.3729 0.00050
277.0708 0.00887 277.3546 0.01002 277.4428 0.00201 277.4676 0.00294 278.4004 0.00370 278.6807 0.00541
275.8817 0.00003 276.7897 0.00031 276.2539 0.00047 276.9027 0.00088 277.2115 0.00034 278.1157 0.00056
275.7660 0.00000 276.0681 0.00000 276.1380 0.00232 276.181 0.00303 277.0956 0.00001 277.3941 0.00000
275.1326 0.00152 275.9709 0.00050 275.5048 0.00123 276.0839 0.00186 276.4624 0.01101 277.2970 0.00520
274.9369 0.00000 275.0738 0.00908 275.3089 0.00004 275.1867 0.00270 276.2665 0.00034 276.3998 0.00877
274.6049 0.00518 275.0207 0.00480 274.9769 0.00316 275.1336 0.00231 275.9345 0.00053 276.3467 0.00047
274.4868 0.00000 273.8912 0.00732 274.8588 0.00000 274.0041 0.00223 275.8164 0.00000 275.2172 0.00058
274.4232 0.00907 273.8095 0.00008 274.7951 0.00426 273.9225 0.00003 275.7527 0.00324 275.1356 0.00001
273.9595 -0.00003 273.4215 0.00000 274.3315 0.00000 273.5344 0.00000 275.2890 0.00000 274.7475 0.00000

Table S26: PNA (6-31G basis set): Unshifted RIXS data for the pump frequency at resonance
with the first bright core excitation. RIXS cross sections for θ = 45◦ at the CVS-EOM-CCSD and
CVS-0-EOM-CCSD level of theory are both based on emission energies calculated at the EOM-
CCSD level of theory. CVS and CVS-0 refer to a projection in the damped response solver. All
calculations employed the 6-31G basis.

ωem σRIXS
45◦ /a.u.

CCSD fc-CCSD CVS-EOM-CCSD CVS-0-EOM-CCSD fc-CVS-0-EOM-CCSD
284.7741 284.7319 0.00012 0.00004 0.00003
284.3684 284.3265 0.00126 0.00094 0.00097
284.0590 284.0244 0.00003 0.00000 0.00000
284.0255 283.9891 0.05439 0.01593 0.01656
282.5713 282.5332 0.00048 0.00000 0.00000
282.1286 282.0897 0.00005 0.00000 0.00000
281.7953 281.7577 0.00195 0.00197 0.00203
281.7477 281.7060 0.00002 0.00002 0.00002
281.0143 280.9795 0.05859 0.05887 0.06103
280.8026 280.7645 0.05633 0.04625 0.04843
280.5980 280.5577 0.00012 0.00014 0.00015
280.5237 280.4869 0.00013 0.00000 0.00000
280.4908 280.4543 0.00041 0.00046 0.00046
280.4600 280.4216 0.02193 0.02179 0.02274
280.4336 280.3972 0.10116 0.10114 0.10567
280.3610 280.3237 0.00122 0.00117 0.00093
280.2410 280.2012 0.00384 0.00324 0.00335
280.0015 279.9618 0.00038 0.00034 0.00035
279.9615 279.9264 0.00231 0.00226 0.00199
279.9188 279.8829 0.01093 0.01072 0.0116
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S6 Imidazole

S6.1 Treatment of solvent H2O

The simulated XAS spectra in Fig. S6 (left panels) are found to correspond well with experiment.

It is observed that the calculation treating the H2O molecules at the HF level of theory (top) cor-

responds well with that treating both solvent and solute at the CCSD level of theory (bottom). In

fact, the results of two calculations are difficult to distinguish. Both calculations show a too large

splitting (ca. 1.9 eV vs. the experimental of ca. 1.6 eV) as well as a slightly different intensity

ratio of the main peaks. The two main transitions are found to be core 1A and core 2A in both

calculations.

Considering now the valence transitions also shown in Fig. S6(left), we observe that the two

methods give similar results. It is, however, noted that the valence transitions fall in a wider

energy range when treating the solvent molecules at the HF-level of theory. Furthermore, this

treatment increases the intensities of the two main transitions of the high energy peak. Despite

these differences at higher transition energies, we find that the significantly cheaper approach of

treating the solvent molecules at the HF-level of theory is sufficient when it comes to describing

also the more delocalized valence transitions.
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Figure S6: Imidazole with 4 explicit H2O molecules: XAS spectra at the nitrogen K-edge (left)
and Valence absorption spectra computed in the space orthogonal to the N core space (right). All
spectra were calculated at the CVS-EOM-CCSD level of theory with the 6-311++G** basis. The
solvent H2O molecules are treated at the CVS-EOM-CCSD level of theory (bottom) and at the
HF level of theory (top). Experimental XAS data was digitized from Meyer et al. 6 The vertical
lines spanning the entire height of the plot show the first ionization threshold. The computed XAS
spectra were shifted by −1.67 eV to align with experiment when treating all atoms at the CCSD
level of theory and −1.65 eV when treating the solvent molecules at the HF level of theory. 10
core transitions and 20 valence transitions are shown. A Lorentzian broadening with HWHM =
0.41 eV has been applied.
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S6.2 Solvent H2O treated at the CCSD level of theory

As also seen in the main text, as well as in Meyer et al.,6 the RIXS spectra at the two first res-

onances can be compared to the nonresonant spectra for each individual nitrogen. This can be

seen in Fig. S7. It is observed that the RIXS spectrum for the first core resonance shows good

agreement with the XES spectrum calculated for N1, while the signal at the second core resonance

agrees well with the XES spectrum computed for N3.
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Figure S7: Imidazole with 4 explicit H2O molecules: Nonresonant (a) and RIXS spectra at reso-
nance with the energy of the first (c), and second (b) core excitation at the N K-edge. All spectra
are computed with the 6-311++G** basis at the EOM-CCSD level of theory for both solute and
solvent. The results are shifted based on the RIXS experiment at resonance with the first core
excitation. A Lorentzian broadening of the spectra have been applied with HWHM=0.41 eV. For
(b) and (c) the simulated spectra are the nonresonant ones of individual N-atoms as indicated in
the legends. Experimental data was digitized from Meyer et al. 6
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S6.2.1 Data tables

Table S27: Imidazole with 4 explicit H2O molecules: Unshifted N K-edge XAS data using the
6-311++G** basis set at the CVS-EOM-CCSD level of theory for all atoms.

Sym.a ωabs,c/eV fosc
1A 401.8125 0.04270
2A 403.7078 0.03452
3A 403.799 0.00057
4A 404.282 0.00242
5A 404.5691 0.00133
6A 404.6025 0.00021
7A 404.8462 0.00007
8A 405.1582 0.00238
9A 405.1664 0.00014

10A 405.3222 0.00001
a Mulliken symmetry notation.

Table S28: Imidazole with 4 explicit H2O molecules: Unshifted valence excitation data computed
using the 6-311++G** basis set in a space orthogonal to the N core space. For solute as well as
solvent the EOM-CCSD level of theory was used.

Sym.a ωabs,v/eV fosc
1A 6.0528 0.01210
2A 6.5819 0.14179
3A 6.7463 0.01116
4A 6.7841 0.00122
5A 7.1072 0.03736
6A 7.3754 0.01150
7A 7.4410 0.00719
8A 7.4629 0.00566
9A 7.5410 0.00147

10A 7.6324 0.00384
11A 7.7305 0.00817
12A 7.7752 0.09371
13A 7.8601 0.02239
14A 7.9173 0.02735
15A 7.9454 0.06602
16A 8.0535 0.09648
17A 8.1198 0.00562
18A 8.1901 0.04189
19A 8.2559 0.01930
20A 8.2657 0.04033

a Mulliken symmetry notation.
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Table S29: Imidazole with 4 explicit H2O molecules: Unshifted nonresonant (XES) data at the
Nitrogen K-edge for N1 and N3 calculated using EOM-CCSD on both solute and solvent. All
calculations employed the 6-311++G** basis.

N1 N3
ωem fosc ωem fosc

397.6639 0.00230 399.3504 0.00195
396.2693 0.02449 397.9558 0.02294
396.0293 0.03446 397.7158 0.00236
394.7256 0.00019 396.4121 0.00016
394.4897 0.00014 396.1762 0.00030
394.4148 0.00017 396.1014 0.00214
394.1577 0.00017 395.8442 0.00006
393.0322 0.00023 394.7188 0.00075
392.5157 0.00137 394.2023 0.00197
392.1982 0.01407 393.8847 0.00061
392.0376 0.00679 393.7242 0.01400
391.7960 0.00376 393.4826 0.00528
391.5244 0.00174 393.2110 0.01329
391.2216 0.00279 392.9081 0.00595
390.8912 0.00109 392.5775 0.00103
388.6267 0.00054 390.3132 0.00278
388.1184 0.00072 389.8049 0.00128
387.9875 0.00012 389.6741 0.00050
387.8025 0.00044 389.4890 0.00070
387.6180 0.00142 389.3045 0.00463

S6.3 Solvent H2O treated at HF level of theory

To save computational power we have treated the solvent molecules at the HF level of theory and

only employ CCSD for the imidazole molecule itself. This approach was shown in section S6.1

to work excellently for the localized core transitions, and even for the more delocalized valence

transitions did the method yield good results.

As the method is computationally cheaper compared to treating both solvent and solute at the

CCSD level of theory, more valence transitions can be considered. The corresponding valence

absorption spectrum is shown in Fig. S8
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Figure S8: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Valence absorption spectrum computed in the space orthogonal to the N core space and calculated
at the EOM-CCSD (red) level of theory with the 6-311++G** basis. The vertical line spanning the
entire height of the plot shows the first ionization threshold. A Lorentizian broadening was applied
with HWHM=0.41 eV. 60 valence transitions are shown.

S6.3.1 Data tables

Table S30: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Unshifted N K-edge XAS data using the 6-311++G** basis set and CVS-EOM-CCSD method.
a Mulliken symmetry notation.

Sym.a ωabs,c/eV fosc
1A 401.7992 0.04291
2A 403.7125 0.03463
3A 403.9067 0.00038
4A 404.2742 0.00242
5A 404.7165 0.00100
6A 404.7382 0.00063
7A 405.1006 0.00002
8A 405.2667 0.00224
9A 405.7138 0.00116

10A 405.8489 0.00032
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Table S31: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Unshifted valence absorption data computed using the 6-311++G** basis set in a space orthogonal
to the N core space at the EOM-CCSD level of theory.
a Mulliken symmetry notation.

Sym.a ωabs,v/eV fosc

1A 6.1192 0.01508

2A 6.6315 0.13996

3A 6.8779 0.00300

4A 6.9847 0.00542

5A 7.1231 0.04414

6A 7.5644 0.02921

7A 7.6314 0.00011

8A 7.7390 0.00589

9A 7.9027 0.00024

10A 8.1887 0.05492

11A 8.2551 0.03864

12A 8.2980 0.01294

13A 8.3718 0.02535

14A 8.4288 0.20931

15A 8.4633 0.00245

16A 8.6246 0.00490

17A 8.8134 0.11727

18A 8.8470 0.02711

19A 8.9051 0.03635

20A 8.9965 0.03226

21A 9.1495 0.11523

22A 9.3329 0.19650

23A 9.3756 0.01266

24A 9.4043 0.00928

25A 9.4265 0.01289

26A 9.6032 0.01259

27A 9.6308 0.00754

28A 9.6997 0.01580

29A 9.7434 0.02551

30A 9.8054 0.07274

31A 9.9284 0.04141

32A 10.0725 0.09012

33A 10.1290 0.02495

34A 10.1644 0.00592
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Table S31 – continued from previous page

Sym.a ωabs,v/eV fosc

35A 10.2028 0.00328

36A 10.2592 0.00451

37A 10.5134 0.03315

38A 10.5817 0.00025

39A 10.6768 0.00235

40A 10.8473 0.00966

41A 10.9200 0.00131

42A 10.9296 0.01611

43A 11.0170 0.00001

44A 11.1113 0.00657

45A 11.1739 0.00038

46A 11.1805 0.02356

47A 11.3593 0.00398

48A 11.4035 0.00230

49A 11.4089 0.00264

50A 11.4300 0.01816

51A 11.4510 0.03238

52A 11.4711 0.00165

53A 11.6061 0.04848

54A 11.6326 0.02827

55A 11.6685 0.04525

56A 11.7457 0.02432

57A 11.7758 0.01495

58A 11.7916 0.02203

59A 11.8108 0.00115

60A 11.8383 0.00102

Table S32: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Unshifted RIXS data for the pump frequency at resonance with the first bright core excitation (1A
in Mulliken symmetry notation) calculated using different CCSD methods. All computed RIXS
cross sections for θ = 45◦ are based on emission energies calculated at the EOM-CCSD level of
theory. CVS and CVS-uS refer to a projection in the damped response solver. All calculations
employed the 6-311++G** basis.

ωem σRIXS
45◦ /a.u.

CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD

395.6799 0.00008 0.00134

395.1678 0.00116 0.00166

394.9212 0.00007 0.00031
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Table S32 – continued from previous page

ωem σRIXS
45◦ /a.u.

CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD

394.8146 0.00029 0.00032

394.6761 0.00576 0.00621

394.2347 0.00078 0.00158

394.1677 0.00116 0.00152

394.0603 0.08221 0.06826

393.8964 0.00047 0.00099

393.6105 0.00010 0.00009

393.5441 0.00107 0.00077

393.5013 0.00029 0.00033

393.4273 0.00017 0.00018

393.3704 0.01376 0.01199

393.3359 0.00020 0.00027

393.1745 0.01861 0.01545

392.9857 0.00156 0.00174

392.9522 0.00063 0.00126

392.8942 0.00151 0.00385

392.8028 0.00076 0.00070

392.6496 0.00473 0.00462

392.4662 0.00518 0.00458

392.4235 0.00070 0.00058

392.3949 0.00047 0.00025

392.3729 0.00083 0.00069

392.1960 0.00031 0.00011

392.1682 0.00025 0.00029

392.0994 0.00031 0.00030

392.0559 0.00003 0.00010

391.9938 0.00014 0.00021

391.8708 0.00007 0.00026

391.7269 0.00009 0.00009

391.6703 0.00007 0.00023

391.6349 0.00007 0.00006

391.5965 0.00007 0.00007

391.5399 0.00014 0.00039

391.2858 0.00002 0.00137

391.2175 0.00012 0.00060

391.1225 0.00008 0.00013

390.9519 0.00448 0.00395

390.8792 0.00013 0.00014
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Table S32 – continued from previous page

ωem σRIXS
45◦ /a.u.

CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD

390.8697 0.00010 0.00012

390.7821 0.00056 0.00048

390.6879 0.00005 0.00003

390.6254 0.01555 0.01322

390.6188 0.01506 0.01283

390.4401 0.00061 0.00058

390.3957 0.00031 0.00053

390.3903 0.00098 0.00085

390.3693 0.00326 0.00293

390.3483 0.00298 0.00288

390.3282 0.00036 0.00033

390.1932 0.00018 0.00022

390.1666 0.00008 0.00007

390.1307 0.00001 0.00022

390.0534 0.00068 0.00055

390.0234 0.00011 0.00020

Table S33: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Unshifted RIXS data for the pump frequency at resonance with the second bright core excitation
(2A in Mulliken symmetry notation) calculated using different CCSD methods. All computed
RIXS cross sections for θ = 45◦ are based on emission energies calculated at the EOM-CCSD level
of theory. CVS and CVS-uS refer to a projection in the damped response solver. All calculations
employed the 6-311++G** basis.

ωem σRIXS
45◦ /a.u.

CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD

397.5931 0.00007 0.00137

397.0810 0.00366 0.00400

396.8345 0.00006 0.00027

396.7278 0.00025 0.00029

396.5893 0.00639 0.00668

396.1479 0.00117 0.00188

396.0810 0.00017 0.00091

395.9735 0.00621 0.00541

395.8097 0.00009 0.00069

395.5237 0.00019 0.00020

395.4573 0.00075 0.00048

395.4146 0.00019 0.00025
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Table S33 – continued from previous page

ωem σRIXS
45◦ /a.u.

CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD

395.3406 0.00041 0.00038

395.2837 0.01347 0.01160

395.2491 0.00017 0.00029

395.0878 0.00063 0.00058

394.8989 0.00091 0.00133

394.8654 0.00008 0.00097

394.8075 0.00110 0.00352

394.7161 0.00008 0.00019

394.5629 0.00005 0.00058

394.3794 0.00345 0.00305

394.3367 0.00047 0.00037

394.3082 0.00036 0.00017

394.2861 0.00008 0.00014

394.1092 0.00029 0.00010

394.0815 0.00016 0.00019

394.0126 0.00019 0.00018

393.9691 0.00003 0.00010

393.9071 0.00011 0.00020

393.7841 0.00009 0.00028

393.6401 0.00007 0.00007

393.5835 0.00008 0.00026

393.5481 0.00010 0.00008

393.5098 0.00006 0.00007

393.4532 0.00030 0.00055

393.1990 0.00001 0.00137

393.1307 0.00009 0.00056

393.0357 0.00000 0.00003

392.8651 0.00054 0.00077

392.7925 0.00003 0.00005

392.7830 0.00020 0.00019

392.6953 0.00006 0.00009

392.6012 0.00021 0.00016

392.5386 0.00160 0.00132

392.5321 0.00131 0.00110

392.3533 0.00169 0.00146

392.3089 0.00129 0.00140

392.3035 0.00394 0.00337

392.2825 0.00840 0.00727
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Table S33 – continued from previous page

ωem σRIXS
45◦ /a.u.

CCSD CVS-uS-EOM-CCSD CVS-EOM-CCSD

392.2616 0.00742 0.00667

392.2414 0.00016 0.00017

392.1065 0.00090 0.00083

392.0798 0.00182 0.00160

392.0439 0.00010 0.00029

391.9669 0.00434 0.00383

391.9367 0.00209 0.00193

Table S34: Imidazole with 4 explicit H2O molecules, the latter treated at the HF level of theory:
Unshifted nonresonant (XES) data at the Nitrogen K-edge calculated using EOM-CCSD for N1
and N3 using the 6-311++G** basis.

N1 N3
ωem fosc ωem fosc

397.6367 0.00221 399.3420 0.00197
396.2244 0.02475 397.9297 0.02302
395.7863 0.03618 397.4916 0.00267
393.3944 0.00010 395.1000 0.00266
392.2205 0.01403 393.9258 0.00054
391.9761 0.00771 393.6815 0.01598
391.5979 0.00620 393.3035 0.00902
391.3995 0.00287 393.1049 0.01633
390.5367 0.00033 392.2423 0.00053
387.9146 0.00237 389.6199 0.01064
387.2462 0.00000 388.9519 0.00047
387.1453 0.00070 388.8506 0.01216
386.6658 0.00659 388.3712 0.0117
386.2228 0.00018 387.9282 0.0000
385.5110 0.00010 387.2163 0.00028
385.3850 0.00000 387.0903 0.00001
385.1553 0.00000 386.8609 0.00000
384.9970 0.00000 386.7023 0.00010
384.8204 0.00000 386.5257 0.00001
384.5953 0.00001 386.3007 0.00001

S7 Pyridine

Another example molecule simulated with the new implementation is pyridine. The simulated

XAS spectrum at the nitrogen K-edge is shown in Fig. S9. The CVS-EOM-CCSD result is ob-

served to be in good agreement with the experimental spectrum, and is further more noted to be an

improvement on the simulated DFT spectra shown in.7 The lack of the small shoulder on the main

peak is expected, as this is reported to be the result of a dipole forbidden transition only allowed
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through vibronic coupling,7 which is not included in this study. It can be seen from Fig. S9 that

Figure S9: Pyridine: XAS spectrum at the nitrogen K-edge (left) and valence absorption in a
space orthogonal to the N core space (right) calculated at the (CVS-)EOM-CC2 (green) and (CVS-
)EOM-CCSD (red) level of theory with the 6-311++G** basis including additional Rydberg func-
tions on N. Experimental data was digitized from Baiardi et al..7 The vertical lines spanning the
entire height of the plot shows the first (core) ionization threshold. The Lorentizian broadening
applied has HWHM=0.51 eV. The computed XAS were shifted to align with experiment: −1.69
eV for CVS-EOM-CCSD and −2.28 eV for CVS-EOM-CC2.

CVS-EOM-CC2 predicts the second (low intensity) peak far closer to the first peak compared to

CVS-EOM-CCSD and experiment. Furthermore, this second feature at the CVS-EOM-CC2 level

of theory shows even lower intensity compared to CVS-EOM-CCSD, which also shows a too low

relative intensity of the second peak compared to experiment. The core ionization threshold with

CC2 is predicted to be significantly lower than what is found with CCSD, which appears to be

in better general agreement with experiment (if the shift applied in Fig. S9 is considered). The

characters of the two main transition are for both methods core 1A′′ and core 3A′, respectively.

The ionization thresholds are shown in table S35. From the valence spectra in Fig. S9, it can be
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Table S35: Pyridine: Valence and core ionization energies. All calculations employed the 6-
311++G** basis on all atoms with additional Rydberg functions on N.

Method IP/eV Core IP/eV
EOM-CC2 9.35 404.50

EOM-CCSD 9.68 406.74
Experiment8,9 9.34 404.94

seen that, while the same overall shape is found for the two methods, a much larger intensity of the

main peak is predicted by EOM-CCSD compared to EOM-CC2. This is caused by a much higher

density of transitions around the main peak in the EOM-CCSD calculation. The main transition

has 9A′ character in the EOM-CC2 calculation, while it has 7A′ character in the EOM-CCSD one.

The nonresonant as well as RIXS spectra have been computed at the resonance of the first two

bright core transitions. Observe that it was not possible to converge the damped response equations

for EOM-CC2, and hence the CC2 based RIXS spectrum is here CVS-uS-EOM-CC2. This might

be related to the damped response solver being solved in full space in the current implementation.

The RIXS spectrum in Fig. S10, shows 3 features at the first resonance, when utilizing CCSD

Table S36: Pyridine: Overview of valence states probed in RIXS with the different methods at the
first and second core resonance. The Mulliken symmetry notation has been used. All energies are
unshifted.

CVS-us-EOM-CCSD CVS-EOM-CCSD CVS-us-EOM-CC2
Energy/ eV Probed state Energy/ eV Probed state Energy/ eV Probed state

core 1A′′ resonance
395.40 1A′′ 395.40 1A′′ 396.15 1A′′

393.75 3A′ 393.75 3A′ 394.39 5A′

392.82 7A′ 392.82 7A′ - -
core 3A′ resonance

- - - - 398.06 1A′′

- - 397.90 3A′′

397.23 5A′ 397.23 5A′

- - 396.60 11A′ - -
- - - - 396.47 4A′

based methods and only 2 when considering the CC2 based one. Both the CVS-EOM-CCSD and

CVS-uS-EOM-CCSD results show the same features in the same positions and probe the valence

1A′′, 3A′ and 7A′ transitions, while the CVS-uS-EOM-CC2 simulation probes only the 1A′′ and
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Figure S10: Pyridine: Nonresonant (a) and RIXS spectra at resonance with the energy of the
first (c), and second (b) core excitation at the N K-edge. All spectra are computed with the 6-
311++G** basis including additional Rydberg functions on N. The Lorentizian broadening applied
has HWHM=0.51 eV.
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5A′ transitions. Comparing the CCSD and CC2 based results it is found that the first two features

are described by all methods and with roughly the same separation despite the difference in the

character of the second (low intensity) peak.

As also observed for the other molecules, the shift applied to align the spectra with the RIXS

spectrum at the first core resonance does not overlay the CCSD and CC2 based results for the

nonresonant spectra, but rather an additional shift is observed. It is furthermore noted, that while

all calculations agree on the general shape of the spectra for the nonresonant spectrum as well as the

RIXS spectrum at the first core resonance, there is a larger discrepancy at the second core resonance

(core 3A′). While, the CVS-EOM-CCSD spectrum shows three main transitions resulting in one

broad peak, probing the valence states 5A′, 3A′′ and 11A′, the CVS-uS-EOM-CCSD spectrum

shows only one main transition probing 5A′. The CVS-uS-EOM-CC2 result shows yet another

spectral shape and appears to probe valence transitions 1A′′ and 4A′.

S7.1 Data Tables

Table S37: Pyridine: Unshifted N K-edge XAS data using the 6-311++G** basis set with addi-
tional Rydberg functions on N.
a Mulliken symmetry notation.

EOM-CC2 EOM-CCSD
Sym.a ωabs,c/eV fosc Sym.a ωabs,c/eV fosc
1A′′ 401.2539 0.03933 1A′′ 400.6602 0.04639
2A′′ 402.2851 0.00000 2A′′ 402.8414 0.00000
1A′ 402.6349 0.00000 1A′ 403.9262 0.00015
2A′ 403.0715 0.00000 2A′ 404.5937 0.00000
3A′ 403.1699 0.00044 3A′′ 404.6680 0.00012
3A′′ 403.2020 0.00001 3A′ 404.6858 0.00116
4A′ 403.5812 0.00003 4A′ 405.0469 0.00001
5A′ 403.6243 0.00005 5A′ 405.2475 0.00009
6A′ 403.6554 0.00009 6A′ 405.2568 0.00014
4A′′ 403.6918 0.00000 4A′′ 405.3636 0.00000
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Table S38: Pyridine: Unshifted valence absorption data computed using the 6-311++G** basis set
with additional Rydberg functions on N in a space orthogonal to the N core space.
a Mulliken symmetry notation.

EOM-CC2 EOM-CCSD
Sym.a ωabs,v/eV fosc Sym.a ωabs,v/eV fosc
1A′′ 5.1037 0.00574 1A′′ 5.2561 0.00594
2A′′ 5.3701 0.00000 1A′ 5.3357 0.02726
1A′ 5.3816 0.03091 2A′′ 5.7078 0.00000
2A′ 6.1211 0.00632 2A′ 6.7854 0.00262
3A′ 6.6432 0.0224 3A′′ 6.7864 0.00000
4A′ 6.6966 0.00385 3A′ 6.9009 0.02303
3A′′ 6.6971 0.00000 4A′′ 7.3326 0.04090
4A′′ 6.8249 0.00066 4A′ 7.3874 0.01433
5A′ 6.8637 0.03945 5A′ 7.4557 0.07883
6A′ 7.2215 0.01121 6A′ 7.4717 0.24066
5A′′ 7.2286 0.0382 5A′′ 7.4870 0.00026
7A′ 7.2515 0.0043 6A′′ 7.5540 0.00303
8A′ 7.2899 0.02854 7A′′ 7.5711 0.00000
9A′ 7.3525 0.26711 7A′ 7.8417 0.46036
6A′′ 7.3600 0.00096 8A′ 7.901 0.30515
7A′′ 7.4114 0.00000 8A′′ 7.9341 0.00000
10A′ 7.4341 -0.00002 9A′ 7.9778 0.07613
8A′′ 7.4459 0.00252 10A′ 8.0367 0.04440
9A′′ 7.4478 0.00000 11A′ 8.0854 0.05158
11A′ 7.6111 0.00442 9A′′ 8.1321 0.00018

Table S39: Pyridine: Unshifted RIXS data for the pump frequency at resonance with the first core
excitation (core 1A′′ in Mulliken symmetry notation) calculated using different methods. RIXS
cross sections for θ = 45◦ at the CVS-uS-EOM-CCSD and CVS-EOM-CCSD level of theory are
all based on emission energies calculated at the EOM-CCSD level of theory. CVS and CVS-uS
refer to a projection in the damped response solver. All calculations employed the 6-311++G**
basis with additional Rydberg functions on N.

ωem σRIXS
45◦ /a.u.

CCSD CC2 CVS-uS-EOM-CCSD CVS-EOM-CCSD CVS-uS-EOM-CC2
395.4040 396.1501 0.10524 0.08637 0.09736
395.3245 395.8837 0.00000 0.00001 0.00003
394.9522 395.8723 0.00003 0.00001 0.00000
393.8747 395.1327 0.00176 0.00190 0.00001
393.8739 394.6107 0.00002 0.00092 0.00000
393.7593 394.5574 0.00734 0.00639 0.00252
393.3275 394.5569 0.00000 0.00016 0.00002
393.2728 394.4290 0.00000 0.00013 0.00001
393.2045 394.3903 0.00090 0.00103 0.00647
393.1884 394.0325 0.00000 0.00000 0.00032
393.1732 394.0252 0.00002 0.00049 0.00000
393.1062 394.0023 0.00003 0.00006 0.00000
393.0891 393.9639 0.00000 0.00017 0.00039
392.8183 393.9013 0.00967 0.00846 0.00000
392.7593 393.8940 0.00000 0.00010 0.00002
392.7261 393.8426 0.00002 0.00001 0.00000
392.6825 393.8197 0.00117 0.00131 0.00008
392.6235 393.8080 0.00000 0.00009 0.00006
392.5748 393.8061 0.00100 0.00132 0.00000
392.5280 393.6428 0.00000 0.00024 0.00000
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Table S40: Pyridine: Unshifted RIXS data for the pump frequency at resonance with the second
core excitation (core 3A′ in Mulliken symmetry notation) calculated using different methods. RIXS
cross sections for θ = 45◦ at the CVS-uS-EOM-CCSD and CVS-EOM-CCSD level of theory are
both based on emission energies calculated at the EOM-CCSD level of theory. CVS and CVS-uS
refers to a projection in the damped response solver. All calculations employed the 6-311++G**
basis with additional Rydberg functions on N.

ωem σRIXS
45◦ /a.u.

CCSD CC2 CVS-uS-EOM-CCSD CVS-EOM-CCSD CVS-uS-EOM-CC2
399.4296 398.0663 0.00019 0.00011 0.00054
399.3502 397.7999 0.00000 0.00001 0.00001
398.9779 397.7882 0.00001 0.00001 0.00000
397.9003 397.0489 0.00002 0.00044 0.00001
397.8995 396.5267 0.00002 0.0009 0.00000
397.785 396.4734 0.00001 0.00016 0.00074

397.3531 396.4728 0.00006 0.0002 0.00002
397.2984 396.3449 0.00000 0.00015 0.00001
397.2301 396.3063 0.0019 0.00199 0.00005
397.2141 395.9485 0.00000 0.00000 0.00004
397.1988 395.9414 0.00026 0.00066 0.00001
397.1319 395.9185 0.00024 0.00023 0.00001
397.1147 395.8802 0.00000 0.00017 0.00007
396.844 395.8173 0.0001 0.00026 0.00000

396.7849 395.8099 0.00000 0.00012 0.00004
396.7517 395.7585 0.00001 0.00000 0.00000
396.7079 395.7357 0.00000 0.00022 0.00001
396.6491 395.724 0.00001 0.00014 0.00001
396.6004 395.7221 0.00007 0.00061 0.00000
396.5536 395.5588 0.00001 0.00026 0.00000

Table S41: Pyridine: Unshifted nonresonant (XES) data at the Nitrogen K-edge calculated using
different methods. All calculations employed the 6-311++G** basis with additional Rydberg func-
tions on N.

ωem fosc
CCSD CC2 EOM-CCSD EOM-CC2

397.1485 396.0404 0.03456 0.03739
397.0568 395.1555 0.00000 0.00000
396.3471 394.5316 0.01904 0.01956
393.9024 392.4991 0.00747 0.00822
393.1568 391.7691 0.01270 0.01297
392.7334 391.4161 0.00490 0.00426
391.9707 390.5742 0.00061 0.00061
390.7810 389.7628 0.01340 0.01475
390.6047 389.0661 0.00012 0.00009
389.0604 387.7067 0.00170 0.00150
387.9771 385.3961 0.00000 0.00000
387.2683 385.2941 0.00005 0.00000
387.0686 385.2881 0.00036 0.00000
386.8784 385.1847 -0.00004 0.00000
386.3167 385.1072 0.00005 0.00000
386.2636 385.1063 0.00776 0.00000
385.8811 385.0938 0.00000 0.00000
385.7657 385.0321 0.00009 0.00808
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The time-resolved X-ray absorption spectrum of the BT-1T cation (BT-1T+) is theoret-

ically simulated in order to investigate the charge transfer reaction of the system. We

employ both trajectory surface hopping and quantum dynamics to simulate the structural

evolution over time and the changes in the state populations. To compute the static XAS

of the ground and excited states, we apply both time-dependent density functional the-

ory (TDDFT) and the coupled cluster singles and doubles (CCSD) method. The results

obtained are in good agreement between the methods. It is furthermore found that the

small structural changes that occur during the reaction have little effect on the static XAS.

Hence, the tr-XAS can be computed based on the state populations determined from a

nuclear dynamics simulation and one set of static XAS calculations, utilizing the ground

state optimized geometry. This approach can save considerable computational resources,

as the static spectra need not to be calculated for all geometries. As BT-1T is a relatively

rigid molecule, further studies are required to determine whether this approach can also be

employed for molecules more prone to nuclear motion.

Keywords: tr-XAS, BT-1T, MCTDH, trajectory surface hopping, TDDFT, CCSD
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I. INTRODUCTION

The molecule 4-(2-thienyl)-2,1,3-benzothiadiazole (here denoted BT-1T) consists of an electron-

accepting benzothiadiazole unit and an electron-donating thiophene unit (see Fig. 1). Several π-

conjugated polymers, including either one or both of these units, have been scrutinized as potential

organic solar cells1–4 and generally for organic electronic devices.5,6 Particularly, applications in

organic solar cells are of interest. Such solar cells are becoming a feasible alternative to the more

established silicon- or metal-based ones due to their lower production costs7,8 and with organic

solar cells now reaching efficiencies of around 18%.9–12 An important property of an organic solar

cell is its ability to form charge transfer states.13,14 Thus, this process must be investigated for any

potential new solar cell in order to determine its suitability.13

Molecules including BT1T units have already been investigated both experimentally and

theoretically.15,16 Only recently, though, has the small BT-1T molecule been studied theoreti-

cally on its own by Khalili et al., who considered not only the photoexcitation,17 but also the

photoionization of the system.18 So far, experimental studies of this system have not been pub-

lished. Since experimental studies do typically rely on theoretical support for a full interpretation

of the often complicated experimental spectra,19–22 further theoretical studies are nonetheless still

required, especially at higher levels of theory.

Khalili et al.17,18 studied the BT-1T unit by simulating its time-resolved X-ray absorption

Figure 1: Structure of the BT-1T molecule optimized on S0 at the BHHLYP/cc-pVDZ level of

theory. The atoms important for the structural parameters considered are labeled. The

benzothiadiazole unit is seen on the left, while the thiophene unit is the right part of the molecule.
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spectra (tr-XAS). X-ray spectroscopy and scattering offer time-resolutions on the sub-picosecond

timescale characteristic of molecular reactions.23–28 Furthermore, XAS, and especially excited

state XAS, has proven sensitive to both electronic and structural changes in small organic

molecules.22,29,30 In Ref. 18, the authors explored in particular the possibility to use tr-XAS

to follow the charge dynamics of the BT-1T system after photoionization with a vacuum ultravio-

let (VUV) pulse. They prepared the BT-1T+ cation in a state corresponding to the removal of one

of the (HOMO-3) electrons in the neutral molecule (see Figs. 2 and 3).

Figure 2: Schematic illustration of the studied process, where the molecule is photoexcited to the

D3 state. The system subsequently deexcites to the D2 and D1 states, while the D0 state does not

become significantly populated within the time studied here.

Khalili et al.18 employed Hartree-Fock (HF) level calculations using a small basis set, which

is a rather low level of theory; calculations at a higher level of theory are therefore needed to

determine the validity of the results. Moreover, the dynamics of the process was studied with

trajectory surface hopping (TSH), which treats the nuclei classically. While this is often a good

approximation, it is also of interest to investigate the effect of including quantum effects, i.e.,

treating the nuclei quantum mechanically allowing for, e.g., decoherence and tunneling. We will

therefore study the BT-1T system quantum dynamically for the process of tr-XAS (probe step)

following the VUV photoionization (pump step) of the neutral species. We will investigate, not

only whether this type of experiment is suitable for studying the important charge transfer re-

action, but also how much the conclusions are affected by resorting to a higher level of theory.
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Khalili et al.18 employed ionic potential energy surfaces (PESs) based on Koopmans’ theorem

(KT), as done by Khalili et al.18 Instead, we will investigate the nuclear dynamics by applying

time-dependent density functional theory (TDDFT) directly to the cation. Unlike HF, TDDFT in-

cludes some electron correlation,31 without increasing the computational cost beyond feasibility.

In general, TDDFT has proven a very successful method due to its low computational cost and

overall good performance,32–34 even though the choice of functional can greatly affect the results

and its effect is often difficult to predict.35,36 Fig. 3 pictorially illustrates the differences between

the approach used by Khalili et al.18 and the one used in the present study when considering the

molecular orbitals of the neutral molecule.

Figure 3: Molecular orbital schematic representation of how the relevant states of BT-1T+ are

obtained in the present study (excitations from the ground state D0 of the cation, red arrows) and

by Khalili et al.18 (KT valence ionization from the S0 ground state of the neutral molecule, blue

arrows).

XAS calculations are subsequently carried out utilizing TDDFT as well as frozen core core-

valence separated equations-of-motion coupled cluster singles and doubles (fc-CVS-EOM-CCSD).37

This latter method is computationally more demanding, but the quality of the results obtained with

CC methods is more predictable and can be systematically improved. Indeed, it is in the CC

family of methods that the golden standard for calculations is to be found when the ground state is

dominated by a single configuration.38–40 While not being the golden standard, CCSD still yields
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results of relatively high quality and has become one of the methods of choice for accurately

computing molecular properties at a reasonable cost.40

The paper is organized as follows: Section II collects all information on the computational

approaches utilized for this study. In Section III we present the relevant molecular orbitals (MOs)

and valence transitions within the cation, while in Section IV we report the calculated charges

on sulfur atoms in the electronic states of interest. Next, the dynamics simulation is presented in

Section V. Here, we perform a TSH simulation41 for a limited number of trajectories in order to

determine the normal modes to be included in a quantum dynamics simulation using the multi-

configurational time-dependent Hartree (MCTDH) method.42,43 The results of these simulations

are compared and evaluated, before the XAS are considered in section VI. To simulate the tr-XAS,

the predicted average geometries and state populations from the MCTDH simulation are used in

Section VI C. Here, both the importance of the geometrical changes, which are expected to be

small due to the rigidity of the molecule, and the electronic state are evaluated.

II. COMPUTATIONAL METHODS

Geometries: The molecular geometry of the molecule before ionization was determined by

optimizing the molecular structure of the neutral species on the ground state using the ORCA-5.0.0

program package.44,45 The optimization was carried out at the DFT level of theory employing the

BHHLYP functional and the cc-pVDZ basis set.46,47

Since the photoionization, starting the studied process, is fast, the initial geometry of interest

(at a time delay of zero fs) is that of the neutral species. The geometries for non-zero time delays

are determined as the average structures (i.e. centroid geometries) found in the quantum dynamics

simulation.

Dynamics: For all calculations related to the dynamics simulations, the (TD)DFT/BHHLYP/cc-

pVDZ level of theory was used. For excited-state calculations, the Tamm-Dancoff approximation

(TDA) was employed. This approach has been used previously with good results.48

First, the normal modes were determined analytically for the optimized structure. To determine

the relevant normal modes to include in the MCTDH calculation, a TSH calculation was carried out

in the SHARC-2.1.1 program package,41,49,50 interfaced with ORCA-4.2.0.44,51 The older version

of ORCA was utilized here, since the auxiliary python-scripts necessary to perform the SHARC

calculation were not adapted to the newer version. In the TSH simulation twenty five trajectories
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were simulated for 400 fs. This number of trajectories is clearly too small to obtain good statistics

for predicting quantum yields and lifetimes. It has, however, previously been shown that a limited

number of trajectories can qualitatively determine the normal modes of interest,48 as long as one

is not concerned with rare events. The TSH simulation was carried out from a Wigner distribution

of geometries and photoexcitation of the cation to simulate initial conditions. The final states

considered are the same with respect to the occupation of neutral MOs, as those obtained by a

photoionization of the neutral species (see Fig. 3). The gradient in all states, and hence the

PES points, are, like the initial conditions, generated by considering photoexcitation of the ion.

This way of generating the PES is the employed even if initial conditions are chosen based on

photoionization of the neutral species (such a simulation can be found in the SI, Section S3.2).

The (adiabatic) PES in the TSH simulation was determined on the fly. The simulation started in

the third excited state (spin-state 7 in the diagonal representation). The calculation included spin-

orbit couplings and was therefore performed with SHARC dynamics,52 i.e. based on the diagonal

representation of the Hamiltonian. This is an alternative to the molecular Coulomb Hamiltonian

(MCH) representation,52 which is known as regular surface hopping. Couplings between states

were approximated based on wavefunction overlaps, and an energy based decoherence correction

was employed.

The MCTDH simulation was carried out along selected normal modes of interest, determined

based on the TSH simulation (see Section V B and Section S3.1 of the SI). The (diabatic) PESs for

the MCTDH calculation were fitted to a vibronic-coupling Hamiltonian53,54 with an harmonic os-

cillator zero–order term and dimensionless mass-frequency scaled normal coordinates. Harmonic

oscillator eigenfunctions were used as a basis for the PES fit. The fit for each normal mode was

based on 31 points along the given mode for displacements Q = −15 to Q = 15 as some modes

showed displacements of | Q |> 10. The fitting parameters are given in the SI (Section S3.4). All

necessary points were calculated with ORCA-5.0.0 and the quantum dynamics simulation was then

carried out with the MCTDH-8.4.12 program package.55 Input for the latter program was based

on a local development version of the VCHAM program,56 modified to accommodate output files

generated by ORCA-5.0.0.

The MCTDH calculation employed a primitive basis consisting of 45 basis functions for each

normal mode chosen. The D0 state for each mode was described by 5 single particle functions,

while 10 functions were used to describe the remaining states for each mode. The grid populations

were investigated and found to be below 10−5, indicating a converged primitive basis. Likewise,

6



the natural weights were investigated to ensure convergence with respect to the single particle

functions. Again, sufficiently small numbers were found (of the orders of magnitude: 10−7-10−3).

In addition, multimode single particle functions were used to combine modes in order to reduce

computational costs.

Charges: Calculations of CHELPG (CHarges from ELectrostatic Potentials using a Grid based

method57) point charges were performed in Gaussian 1658 at the BHHLYP/cc-pVDZ level of

theory, in order to obtain the excited state charges. Such CHELPG charges have previously been

successful in applications for classical nuclear dynamics.59

X-ray absorption spectra: The XAS were calculated at both the TDDFT level of theory with

the BHHLYP functional and at the fc-CVS-EOM-CCSD level of theory, adopting the aug-cc-

pVTZ basis on sulfur and cc-pVDZ on the remaining atoms. Q-Chem-5.4.260 was used for these

calculations.

The XAS spectrum of each electronic state of the cation was determined using TDDFT/fc-

CVS-EOM-CCSD. These calculations were based on the Kohn-Sham/CCSD wavefunction of the

given state optimized by employing the initial maximum overlap method61,62 (IMOM) procedure.

Here, the excited state wavefunction is generated by solving the self-consistent field equations

imposing as the constraint that the occupied orbitals have the largest possible overlap with an

initial set of guess orbitals, rather than utilizing the Aufbau principle. This strategy has previously

been employed with success in a number of cases.30,63–65 In our calculations, the choice of initial

guess was based on the orbitals determined for the ground state of the neutral molecule. The

occupied orbitals were then specified to be the same with one exception, since the cation has

a singly occupied orbital. The choice of this singly occupied orbital for each investigated state

is discussed in Section III and can also be anticipated based on Fig. 3. The IMOM approach

has the disadvantage of generating excited states that are not orthogonal to the ground state. On

the other hand, the XAS of the excited states can be straightforwardly computed as one-photon

absorption of the IMOM-optimized state. Thus, one can obtain not only the core to singly occupied

MO (SOMO) transitions, but also transitions from core orbitals to virtual MOs. An alternative

approach for simulating excited state XAS is to compute the intensities as the transition strengths

between two excited states, namely, the initial valence excited and the final core excited state. The

correpsonding transition energies are then computed as energy differences between the excitation

energies of the two states from the ground state. At the CCSD level, this “quadratic response”

approach can, however, only reliably describe core-to-SOMO transitions, as only these correspond
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to a single photon process from the ground state. An equivalent approach for TDDFT is currently

not available in Q-Chem-5.4.2.

A default convergence criterion of 10−6 was used for the excitation energy TDDFT calcula-

tions, while a convergence threshold of 10−5 was applied for the computationally more demand-

ing EOM-CCSD calculations. All calculations on the cation employed an unrestricted formalism.

TDA was not used for these calculations.

Orbitals: Ground state MOs are plotted based on Gaussian 16 calculations. Excited state

MOs were, however, found by utilizing the Q-Chem-5.4.2 program package. All natural transition

orbitals (NTOs) were determined based on calculations in Q-Chem-5.4.2. NTOs and MOs were

plotted using Molden66 and a contour value of 0.01.

III. ORBITALS OF INTEREST

The MOs of interest are the HOMO, HOMO-1, HOMO-2 and HOMO-3 displayed in Fig. 4 for

both the neutral molecule and the cation. The obtained MOs for the neutral molecule are in good

agreement with those presented by Khalili et al.17,18 The MOs of the cation will be discussed

further below. Throughout the text we will refer to the orbitals for the neutral molecule with a

subscript “0”and to those for the cation with a “Dn” subscript, indicating the considered state.

Hence, the HOMO for the neutral molecule is denoted HOMO0.

To generate the wavefunction of the cation, a β -spin electron was removed from the neutral

molecule. Removal of an electron from the HOMO results in a slightly spin contaminated D0

state with ⟨S2⟩ = 0.8163 at the BHHLYP/cc-pVDZ level of theory (a pure doublet spin state has

⟨S2⟩= 0.75).

Taking the D0 state of the cation as reference, we also computed the NTOs for its first three

valence transitions, which are shown in Fig. 5. These NTOs closely resemble the MOs shown in

Fig. 4 (left). The particle NTO for all valence excitations corresponds to HOMO0, which must

therefore be singly occupied in the cationic ground state denoted D0. D0 corresponds to the hole

in HOMO0, D1 corresponds to the hole in (HOMO-1)0, D2 corresponds to the hole in (HOMO-

2)0 and, finally, D3 corresponds to the hole in (HOMO-3)0. For consistency, we shall throughout

denote the state associated with a hole in the (HOMO-n)0 MO as Dn.

The MOs and NTOs determined by using the methods and basis sets employed to calculate the

8



Figure 4: Highest-lying occupied MOs in BT-1T and in BT-1T+ in its ground state (D0) and first

three excited states (D1, D2 and D3). The MOs of S0 were obtained at the BHHLYP/cc-pVDZ

level of theory; those of the cation are BHHLYP results with the aug-cc-pVTZ basis on sulfur and

the cc-pVDZ basis on the remaining atoms. Note the similarity between (HOMO)Dn and

(HOMO-n)0.

XAS are found to agree well with the MOs and NTOs shown here (see SI, Sections S2.2 and S2.3).
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(a) Hole NTO of 1st excitation

(resembles (HOMO-1)0), σ2
K = 0.97 (β )

(b) Particle NTO of the 1st excitation

(resembles HOMO0), σ2
K = 0.97 (β )

(c) Hole NTO of the 2nd excitation

(resembles (HOMO-2)0), σ2
K = 0.97 (β )

(d) Particle NTO of the 2nd excitation

(resembles HOMO0) σ2
K = 0.97 (β )

(e) Hole NTO of the 3rd excitation

(resembles (HOMO-3)0) σ2
K = 0.90 (β )

(f) Particle NTO of the 3rd excitation

(resembles HOMO0) σ2
K = 0.90 (β )

Figure 5: The dominating NTOs for the 3 lowest lying transitions in BT1T+ at the

minimum-energy structure of the neutral molecule calculated at the TDA/BHHLYP/cc-pVDZ

level of theory. The orbital of origin for the excited electron is denoted as hole, while the final

orbital is denoted as particle. σ2
K indicates the weight of the NTO pair, while the spin of the NTO

is given in parenthesis.
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The four highest-energy occupied MOs of the cation, in each of the four different electronic

states considered in the XAS calculations, are shown in colums 2 to 4 of Fig. 4. We only explicitly

generate the states D1-D3 when calculating the XAS. Therefore, the MOs of the cation are shown

for the basis sets also employed in these calculations, i.e., the aug-cc-pVTZ basis on sulfur and cc-

pVDZ on the rest. Note that the Unrestricted Hartree-Fock (UHF) MOs used in the CC calculations

on the cation (Section S2.3) are in good agreement with the ones shown here. Furthermore, the

MOs of D0 clearly resemble those obtained at the BHHLYP/cc-pVDZ level of theory (see Section

S2.1). We highlight the different energetic ordering of the MO orbitals of equivalent character in

the neutral molecule and in each of the four states of the cation. For these cationic states, the orbital

with the highest energy (the HOMODn) is always the singly-occupied one, which corresponds to

one of the four highest occupied MOs of the neutral molecule (the (HOMO-n)0). In short, the

SOMO is in all cases HOMODn, which has the same character as (HOMO-n)0.

Based on the characters of the MOs obtained for D0 (see Fig. 4), we note that generating, e.g.,

D1, corresponds to a hole in (HOMO-3)D0 . We inspected the weights of the different transitions

contributing to the D1 excitation and found that the main contribution to this excitation is indeed

from the transition originating in (HOMO-3)D0 and with final state in HOMOD0 . We did, however,

note from these weights that each state cannot be associated with only one transition (although one

is found to dominate in each case). This might partly explain why the D1 state is associated with

a transition originating in the (HOMO-3)D0 . Despite the lower energy of the (HOMO-3)D0 MO

compared to (HOMO-1)D0 , the total energies of the Dn states increase as expected from D0 to D3

(see Table III). As previously mentioned, Dn is here generated by moving one electron from the

MO with the character of (HOMO-n)0 to that with the character of HOMO0. Thus, our chosen

naming convention of the states is also in line with the energetic ordering at the ground state

optimized structure.

This reordering indicates that we cannot apply the simple picture of the MOs retaining a pre-

determined ordering throughout the reaction, which is a requirement, e.g., when using Koopmans’

theorem. Furthermore, it indicates that analyzing the process in terms of one electron moving

stepwise down through the MOs might be too simple.
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IV. CHARGE CALCULATIONS

In order to investigate the charge transfer reaction, we computed the CHELPG point charges

of the cation in the ground state as well as in the three lowest lying excited states. We observe

Table I: CHELPG charges of the sulfur atoms of BT-1T+ in the ground state (D0) and in the three

lowest excited states (D1, D2 and D3), calculated at the BHHLYP/cc-pVDZ level of theory.

SBT ST

D3 0.574118 0.040293

D2 0.503436 0.015622

D1 0.432363 0.412358

D0 0.450336 0.023254

only small changes in the charge on the sulfur atom located in the benzothiadiazole unit (labelled

SBT ) across the considered states. A large change is, however, observed on the sulfur atom in

the thiophene unit (labelled ST ) in D1. We note that electron density is thus moved away from

ST in D1, as was also concluded by Khalili et al.18 One could, therefore, in principle observe the

migration of electron density away from ST by monitoring the deexcitation process from D3 to D1.

Another observable indication of the electron density migration might be the strength of the core

transitions originating on the different sulfur atoms, since a high intensity is generally associated

with high electron density on the atom on which the core transition originates. This will be further

considered in Section VI C.

V. DYNAMICS SIMULATION

When performing the MCTDH calculation (as well as the TSH simulation), the PESs are cal-

culated based on excited state energies of the cation. The starting point of the simulation is the

D3 excited state. The zero point energy of the calculation is set to the ground state energy of the

neutral molecule at its equilibrium geometry, as this is the starting point of the corresponding ex-

periment.

The normal modes that appear to be of interest in the TSH simulation are evaluated further in order

to choose the modes to be included in the MCTDH calculation (see SI, Sections S3.1-S3.3).
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A. Population analysis of TSH results

The evolution of populations in the TSH simulation is studied by considering the states based

on energy ordering (i.e., adiabatic states), which is the natural choice for TSH simulations. It

is also possible to consider the states based on oscillator strengths. The latter can be useful for

excited states that are close in energy, but have oscillator strengths of different magnitudes. This

is the case here (see Table II), however, the oscillator strengths are seen to change significantly

during the reaction (cf. Tables S3, S20 and S21). Hence, it is difficult to define the states in terms

of non-overlapping oscillator strength intervals. This approach has thus been deemed inappro-

priate for the system considered here. The populations based on energies are determined by the

fraction of trajectories in each state at a given time. Moreover, to better compare the evolution of

the populations determined here to the one determined using MCTDH, the populations are also

transformed to a diabatic basis using auxillary SHARC scripts. These rely on overlap matrices as

well as wavefunction coefficients in the diabatic basis.

When simulating XAS later on, one must be careful to verify whether the first and second

excited states do indeed correspond to a hole in (HOMO-1)0 and (HOMO-2)0, respectively. At

the geometries associated with our investigated time delays, the NTOs for the three valence

excitations appear unchanged compared to the NTOs at the initial geometry (see Figs. S3, S46

and S47). This indicates that we can associate the Dn state with a hole in (HOMO-n)0 throughout.

Table II: Excitation energies (eV) and oscillator strengths fosc from D0 to the excited states

D1–D3 calculated at the TDA/BHHLYP/cc-pVDZ level of theory at the ground-state optimized

structure of the neutral molecule.

Excited state Excitation energy (eV) fosc

D1 1.669 0.000631580

D2 1.967 0.017129803

D3 2.100 0.220979269

The TSH simulation gave rise to 3 trajectories jumping to the D0 state. Plots of the evolution of

the populations can be seen in Fig. 6. The diabatized populations were also determined using an

auxilary SHARC script, and the results are shown in the plots in Fig. 7. The agreement between
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(a) Evolution of populations in the full time range.

(b) Evolution of populations in the first 50 fs.

Figure 6: BT-T1+: Evolution of classical populations of D0, D1, D2 and D3 in TSH using

SHARC dynamics based on energies plotted over the entire simulated time range (6a) and over

the first 50 fs (6b). Populations are calculated based on an auxilary SHARC script.

Figs. 6 and 7 is excellent, although Fig. 7 shows a smoother evolution of the populations compared

to Fig. 6. This result indicates that, in this case, the diabatic and adiabatic pictures give rise to

the same states, further justifying our choice of denoting the different states as Dn for an empty
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(HOMO-n)0 MO throughout.

(a) Evolution of populations in the full time range.

(b) Evolution of populations in the first 50 fs.

Figure 7: BT-1T+: Evolution of the populations of D0, D1, D2 and D3 in TSH using SHARC

dynamics based on a transformation to the diabatic basis over the entire simulated time range (7a)

and over the first 50 fs (7b). Populations are calculated based on an auxiliary SHARC script.

The TSH simulation shown here exhibits the same rapid decrease in the D3 population and si-

multaneous increase in the populations of D2 and D1 as also shown by Khalili et al.18 We, however,
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obtain a significantly lower yield of D0 compared to the previous study. This discrepancy could

be a result of the different levels of theory used. Furthermore, the wavefunction of the ionized

species was determined by Khalili et al.18 based on Koopmans’ theorem,67,68 without including

additional relaxation. The otherwise good agreement leads us to conclude that the normal modes

of interest for the reaction at this level of theory can indeed be determined based on the presented

TSH simulation. We also note that the evolution of the populations appears very similar in the two

additional TSH simulations presented in the SI, Sections S3.2 and S3.3. In Section S3.2 photoion-

ization is used to generate initial conditions, while in Section S3.3 the dynamics was carried out

in the MCH representation for initial conditions generated based on photoexcitation of the cation.

This indicates that the results presented are relatively robust with respect to small changes in the

initial condition generation and the state representation, in which the dynamics is considered.

B. Determining the normal modes for an MCTDH simulation

When determining which normal modes to include in an MCTDH calculation based on a TSH

simulation, many types of analyses can be made;69 one can consider the activity of the modes as

well as coherence and correlation. The linear vibronic coupling (LVC) parameters can also be

investigated. Based on all these types of analyses (see SI Section S3.1), ten normal modes of inter-

est were identified: modes 1, 2, 8, 16, 12, 33, 44, 46, 47 and 48 (labelled based on frequencies of

increasing magnitude). These 10 modes were also found to be of importance in the two additional

TSH simulations shown in Sections S3.2 and S3.3.

C. Analysis of the generated PES for normal modes of interest

The PESs of the ten chosen normal modes were determine using the VCHAM procedure. Here,

the PESs were fitted as harmonic oscillators to best reproduce the adiabatic PESs obtained by

quantum chemistry calculations. The fitting parameters for the vibronic coupling Hamiltonian

considered53,54 can be found in the SI (Section S3.4).

The fitted PESs are shown in Fig. 8. It is observed that, while the fit for normal modes 8, 16, 46,

47 and 48 appear to be in excellent agreement with the calculated points, the fits for the remaining

normal modes, however reasonable, show some discrepancy. For normal mode 1, the fit shows a

large discrepancy beyond | Q |= 5, since the shape is not a parabola as assumed in the harmonic
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(a) Normal mode 1
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(b) Normal mode 2
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(c) Normal mode 8
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(d) Normal mode 16
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(e) Normal mode 24
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(f) Normal mode 33
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(g) Normal mode 44
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(h) Normal mode 46
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(i) Normal mode 47
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(j) Normal mode 48

Figure 8: BT-1T+: Calculated points as well as fitted PESs along the 10 normal modes

considered. Minimum energies do not occur at 0.0 eV as the minimum-energy point is taken as

the neutral molecule minima.
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oscillator approximation. From the TSH calculation, however, the displacements along normal

mode 1 are found to be small (|Q| < 0.8), and thus the fit can nonetheless be utilized. The fit of

the PES for normal mode 2 is also off between | Q |= 5 and | Q |= 10, since the predicted PES

is narrower than the calculated points would indicate. Again, however, only small displacements

were observed in the TSH simulation (|Q| < 1.0). If a better agreement at larger Q had been

required, one might employ a different model for the fit, instead of the harmonic oscillator. For the

last modes, 24, 33 and 44, the general shapes of the PESs are in good agreement with the calculated

points, except for small shifts of the minima compared to the quantum chemistry calculations.

When determining which normal modes to include in the MCTDH calculation, we look for

two types of modes. Firstly, we are interested in moedes that appear to displace the molecule

away from the equilibrium (tuning modes). Secondly, modes that potentially give rise to crossing

of states (coupling modes) must be considered. Modes 1 and 2 both display a symmetric set

of PESs with the minimum energy centered around a zero displacement. While mode 1 does

show close-lying PESs for the four states, neither mode shows indication of PESs crossing for the

different states until displacements larger than those found in the TSH simulations (| Q |≥ 7), and

thus these modes are of less interest. Neither of the remaining modes is completely symmetric

about their energy minima, although modes 46 and 48 appear almost symmetric. In addition,

the minimum of the PESs occur slightly displaced from equilibrium. Thus, these might all be

of interest. They all display close-lying states, however only modes 33, 44, 46 and 47 appear to

display degeneracies between states at low Q. Investigating the selected modes in terms of their

effect on the SBT -N, ST -C and C2-C3 bonds, as well as the C1-C2-C3 and C2-C3-C4 angles and

the C1-C2-C3-ST dihedral angle (see Fig. 1) shows that all modes affect at least one of these

geometrical parameters (see Section S3.6). These parameters, also considered by Khalili et al.,18

were all found to be affected by the chosen set of modes. The characters of the modes were further

investigated by visualization. It was found that they account for in plane stretches of the molecule

as well as in plane movement of the thiophene- and benzothiadiazole-units towards each other

(See SI, Section S3.7).

An MCTDH simulation was carried out including all eight modes of interest (8, 16, 24, 33,

44, 46, 47 and 48), where multimode single particle functions were used to combine modes 44

and 48, and modes 46 and 47. These modes can be combined, since they have similar vibrational

frequencies. Moreover, their coupling parameters (see Section S3.4), determined by the VCHAM

program, were observed to be larger than for other mode combinations. In Fig. 9 the evolution of
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the populations over time can be seen for the MCTDH calculation.

D. MCTDH simulation population analysis

Figure 9: BT-1T+: Evolution of the populations of D0, D1, D2 and D3 from an MCTDH

simulation with 8 normal modes included.

The MCTDH simulation shows the same general evolution of the populations as observed in

the TSH simulation (Fig. 7). We do however note that the population in D3 decreases much

more slowly and that the evolution overall appears smoother. The latter is likely a result of the

few simulated trajectories in the TSH calculation. The predicted half-life of the D3 state in our

quantum dynamics simulation is found to be approximately 41.6 fs based on an exponential fit

(see Fig. 10). This is significantly longer than the approximately 5 fs obtained from the TSH

simulation. However, the overall trends in the evolution of the populations with the initial drop in

D3 population and a rise in D2 and D1 is in good agreement with the TSH simulation. That the

D1 population then appears to become dominant is also observed in the TSH simulation. While

the population in D0 was also observed to be low in the TSH simulation done for this study, the

D0 population was found to increase to approximately 90% in 400 fs in the study by Khalili et

al.18 This discrepancy must be attributed to differences in the simulation methods. We emphasize
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Figure 10: BT-1T+: Exponential fit to the population evolution of D3 for determining the half-life

of the state.

here the differences regarding the on-the-fly generation of the PES, which in their study was based

on Koopmans’ theorem. Furthermore, the choice of quantum chemistry method, and particularly

lack of electron correlation in their calculations, might have affected the result. The evolution of

the D1-D3 states found by Khalili et al.18 appears however, to be well reproduced by the MCTDH

calculation except for the half-life of D3. This was found to be 8 fs by Khalili et al.18 (in agreement

with our TSH simulation). The longer lifetime of the D3 state in the MCTDH calculation is

attributed to the fact that quantum effects are included in the MCTDH simulation, which is not the

case in TSH simulations. Such quantum effects could, e.g., be decoherence, which has been noted

to affect excited state lifetimes.70 Another reason is the fact that the MCTDH simulation is not full

dimensional. Including additional degrees of freedom, and hence restricting the movement of the

molecule less, would to some extent decrease the lifetime. To determine the effect of restricting

the degrees of freedom, a TSH simulation was performed, where initial conditions were based

solely on the normal modes also included in the MCTDH calculation. This did not give rise to

any changes in the TSH simulation compared to the results presented here (see Section S3.5).

Moreover, as the molecule is relatively rigid (See S1.2), the discrepancy is not mainly attributed

more to the lack of decoherence in the TSH simulation, than to the reduced number of DOFs

conseiderd in the MCTDH calculation.
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VI. XAS

A. Before photoionization

To simulate the XAS before the photoionization process, we calculated the spectrum for the

neutral molecule at its equilibrium structure. Experimental XAS spectra have not been reported.

The results are shown in Fig. 11. The numerical values of the excitation energies and oscillator

strengths are tabulated in Tables S12 (BHHLYP) and S13 (CCSD). The transitions are character-

ized based on their dominant NTOs in Figs. S30 and S31/S32.

Figure 11: Neutral BT-1T: XAS at the equilibrium geometry of the ground state, calculated at the

fc-CVS-EOM-CCSD (red) and TDDFT (green) levels of theory. The calculated transitions were

broadened by a Lorentzian function with HWHM=0.25 eV. TDDFT results are shifted by 31.5

eV. Arrows show the main transitions and the labels indicate their character.

Relatively modest differences are observed between the XAS spectral profiles obtained at the

fc-CVS-EOM-CCSD and BHHLYP levels of theory. There is, however, a large overall energy

shift. Such large energy shifts are commonly observed for TDDFT,71 whereas fc-CVS-EOM-

CCSD generally requires relatively small shifts to align with experiment.37,72 Thus, throughout,

the TDDFT results have been shifted to align with the fc-CVS-EOM-CCSD results.
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According to both electronic structure methods, four electric transitions are responsible for

the main band around 2479 eV. The first three transitions almost overlap at the BHHLYP level,

whereas the fourth is separated by roughly 0.5 eV. This yields the double peaked shape of the first

spectral band in the simulated spectrum. The four transitions are more regularly separated from

each other at the fc-CVS-EOM-CCSD level, thus giving rise to one single peak when broadened

with the chosen half width at half maximum (HWHM).

The characters of the four transitions are similar for the two methods, according to the NTOs

in Figs. S30 and S31/S32. The first transition is assigned as a core excitation from the ST atom to

an antibonding orbital. The electron density of this orbital is predominantly around the thiophene

moiety. Furthermore, a noticeable contribution from an in-plane 3p orbital on the ST atom is

observed. We label this transition ST → σ∗
1,T . The second transition is 1s(SBT ) → π∗

1,BT , where

the π∗
1,BT orbital is clearly localized on the benzothiadiazole unit. An equivalent 1s(ST ) → π∗

2,T

transition, with π∗
2,T mainly on the thiophene unit, is found as the third transition. The fourth

transition is the SBT equivalent of the first one, i.e. 1s(SBT )→ σ∗
2,BT , with noticeable contribution

of an in-plane 3p orbital of SBT . The fc-CVS-EOM-CCSD calculation furthermore predicts an

additional low intensity signal at higher energy, which is not captured by BHHLYP within the

given number of computed transitions.

The strongest transition of the main spectral band is the one from SBT , but a transition of

comparable intensity originating on ST also contributes greatly to the signal. Hence, the signals

from the two S atoms might be very difficult to distinguish, when only considering the ground

state XAS.

B. Evaluating the effect of the electronic state

The XAS of the cation has been determined for the four states of interest, D0-D3, at the two

considered levels of theory, see Fig. 12. As the computations are based on UHF and Kohn-Sham

calculations, the results show spin contamination. The ⟨S2⟩ values can be found in Table III. Here,

we note that spin contamination in both the BHHLYP and CCSD level calculations is modest. The

NTOs of the main peaks can be seen in Section S4.2. It is noted that while the D0 and D3 states

might be difficult to distinguish, due to the low intensity of the core-to-SOMO transitions, the D1

and D2 states are clearly distinguishable. While their core-to-SOMO transitions do fall in the same

energy region, there is a difference not only in the intensity of the signals but also in the number
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Figure 12: BT-1T+: XAS at the ground state equilibrium geometry of the neutral molecule. From

top to bottom, spectra are shown for D3 (a), D2 (b), D1 (c) and D0 (d). In each state the XAS has

been calculated at the IMOM-fc-CVS-EOM-CCSD (red) and IMOM-TDDFT (green) levels of

theory. HWHM=0.25 eV. Arrows show the main transitions and labels indicate their character.

of signals visible.

In Fig. 12, the effect of the MOs reordering, observed in our approach for generating excited states,
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can be seen. We note that the separation between the core-to-SOMO signals vary significantly for

the different states. If relaxation of the orbitals is not considered following photoionization, one

would expect this separation to remain constant, as the ordering (and relative energies) of the MOs

would here be unchanged. Likewise, the separation between the main signal (transitions from core

to virtual orbitals) and the core-to-SOMO transitions would in this case be expected to increase

from D1 to D3. We, however, observe the opposite trend, which underlines the changes observed

in the MOs when they relax to the excited state. Our observations are thus a consequence of the

calculation strategy utilizing IMOM to generate the excited states from the neutral ground state

by chosing an MO associated with the desired character to be singly occupied. It should be noted

that the computations of transitions from core orbitals to virtual orbitals are spin incomplete. This

might affect the separation between the core-to-SOMO and main signal. An experiment might

provide information on whether the shown trends provide a physical description or if an alternative

approach for computing excited states is required. For now however, we content ourselves with the

present calculations, noting that they are consistent with our observations of the MOs exchanging

positions in the different states (see Fig. 4). While the energy shifts between the core-to-SOMO

and core to virtual MOs might not be reliable, we expect the calculation to reflect reliably, which

transitions are visible, since, the calculation reflects the character of the SOMOs and fully occupied

MOs.

Note however that, in the D1-state of the ion, i.e. the hole in the orbital resembling (HOMO-1)0

(and, thus, the HOMOD1 - see Fig. 4), the predicted NTOs differ between the methods. At the

BHHLYP level of theory the first bright transition is found to be from ST to an orbital resembling

(HOMO-1)0, as expected. The remaining transitions fall in the same region as the D0 signal, and

involves many of the orbitals also observed for that signal. At the fc-CVS-EOM-CCSD level of

theory the dominating NTO pair for the first transition appears to be from ST to the (HOMO-2)0.

Naturally, this orbital should be occupied, and indeed upon expection of the weights of the tran-

sitions contributing to the excitation, the dominating transition is found to be from a core orbital

into the MO resembling (HOMO-1)0. Many transitions do, however, contribute significantly to the

core excitation and hence, to the NTO pair. The appearance of the NTO pair is therefore attributed

to this fact. The computed spectrum is in good agreement with the TDDFT spectrum, which, as

mentioned, shows the types of NTO pairs we expect. Moreover, a similar spectrum is obtained at

the fc-CVS-EOM-CCSD level of theory by utilizing the orbitals of the cation (D0) as the initial

guess for the IMOM procedure. Here, the expected core to (HOMO-1)0 transition is predicted by
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the NTOs for the first core transition (see Section S4.2.2). We therefore conclude that the spectral

shape can be predicted by employing IMOM, but that the assignment of NTOs must be done with

care. When the calculation methods yield the same results, however, it is considered possible to

make character assignments. Furthermore, we find that one can use either the MOs of S0 as the

initial guess for the IMOM procedure or the MOs of D0 and obtain similar results.

In the ground state of the ion, D0, as well as in the D2 and D3 states, the NTOs determined for

the main transitions are similar in both the BHHLYP and fc-CVS-EOM-CCSD calculations (see

Section S4.2). In D0, the two main transitions are found to originate on different sulfur atoms.

As also observed for the neutral species, their separation is small, and thus only with a very good

experimental resolution could these possibly be distinguished. For the D2 state, we observe the

first two bright transitions to be from ST and SBT respectively, into an orbital resembling the

(HOMO-2)0. Likewise, for D3, the first bright transition is found to be from ST to an orbital

resembling (HOMO-3)0. This signal, however, has very low intensity and is therefore unlikely to

be observable in the experiment. The remaining parts of the spectra resemble the D0 spectrum as

also expected.

Table III: Energies of the generated Dn states relative to that of S0 for each calculation following

the IMOM procedure. ⟨S2⟩ is also reported as a measure of spin contamination. A spin-complete

doublet state has ⟨S2⟩= 0.75. The energies in parenthesis in the last column are the

fc-EOM-IP-CCSD ionization energies obtained from neutral BT-1T (see also the SI, Table S5).

⟨S2⟩ aRelative energy/eV

State IMOM-BHHLYP IMOM-CCSD IMOM-BHHLYP IMOM-CCSD

D3 0.7755 0.757315 9.499 9.776 (9.6183)

D2 0.7956 0.761953 9.200 9.422 (9.3389)

D1 0.8357 0.758355 8.846 9.042 (9.0532)

D0 0.8158 0.789716 7.567 7.844 (7.8053)
a Computed as the difference between the total energy of the cation and that of the neutral species.

C. Simulation of the XAS at different time delays

The XAS are simulated at three different time delays after photoionization: 0.0 fs, 50 fs and

150 fs. We recall that the NTOs for the three lowest lying valence transitions of the cation were
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investigated at the geometries associated with these time delays (see Sections S2.2 and S4.3.1).

They showed that, at these time delays, Dn does indeed correspond to a hole in (HOMO-n)0.

Furthermore, to ensure the generation of the correct states in the IMOM procedure, the MOs of

the neutral molecule at the geometries associated with the non-zero time delays were determined.

For both time delays they were found to retain the ordering seen for the ground state optimized

geometry (see Section S4.3, Fig. S44).

The spectra are computed by weighting over the state populations of the MCTDH simulation.

Furthermore, they are based on the (overly optimistic) assumption of 100% yield of the initial

photoionization. The total spectra (Fig. 13A) are therefore not expected to completely match

experiment, as the experimental signal will be a mix of the GS spectrum in Fig. 11 and the

shown spectra. The difference signal (Fig. 13B) on the other hand will not be changed except for

an overall scaling. Since it is the difference spectrum that is of main interest, this procedure is

employed, as the expected yield of the photoionization is not known. The fc-CVS-EOM-CCSD

calculations showed poor convergence in the IMOM procedure for displaced geometries. Thus,

since we previously found that the XAS are equally well described at the BHHLYP level of theory

at a lower computational cost, the tr-XAS is only calculated at this level of theory.

The spectra are evaluated based, not only on the structures determined in the MCTDH simula-

tion, but also based on the ground state optimized structure. This is done in order to evaluate the

effect of small structural changes on the XAS. The structures, based on the MCTDH simulation,

are average structures, which is only a valid approximation as long as the wavepacket does not

show significant density in two different areas. This was not the case for the three time delays

considered here (see Section S3.9), but might yet be the case for other time delays. From the

difference signal in Fig. 13B it is observed that a decrease in intensity over time occurs in the

energy region associated with transitions originating on ST . Here, a negative difference signal

is observed to become more negative over time. An increase in intensity, on the other hand, is

observed in the region associated with transitions originating on SBT . Here, a positive difference

signal that decrease from 0 fs to 50 fs, but increase slightly from 50 fs to 150 fs is seen. This

suggests a decreased electron density around ST and increased density around SBT , as also noted

in section IV. Thus, this study indicates that an electron density transfer from ST to SBT might

indeed be observed in a tr-XAS experiment, confirming the conclusions of Khalili et al.18 In ad-

dition, increased intensity is observed in the region where the core-to-SOMO transitions occur, as

expected based on an increased population in D1 and D2, which both display bright core-to-SOMO
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Figure 13: BT-1T+: Simulated total tr-XAS, calculated as the sum of the simulated tr-XAS for

each state, weighted by their MCTDH-determined populations (left panels) and as difference

signals (right panels). The spectra are shown for time delays of 0 fs (top), 50 fs (middle) and 150

fs (bottom). At the two non-zero time delays, the spectra are calculated based on the ground state

optimized structure (green) and based on the structures determined by the MCTDH simulation

(blue). All spectra were obtained at the BHHLYP level of theory employing the aug-cc-pVTZ

basis on sulfur and the cc-pVDZ basis on the remaining atoms. A Lorenzian broadening has been

applied with HWHM=0.25 eV. All results are shifted by 31.5 eV. The regions associated with the

core-to-SOMO transitions and with transitions originating mainly on ST and SBT are marked.

transitions. Note also that, when computing the D2 spectrum at geometries of the non-zero time

delays, the intensity of the core-to-SOMO transition originating on ST is observed to decrease.

This observation corroborates the conclusion that a charge transfer occurs (see Section S4.3). The

change, however, is not seen to affect the total or difference spectra significantly due to the overall

low intensity of the core-to-SOMO transitions. In fact, as can be seen in Figs. 12 and 13, as well

as Fig. S43, it appears that while structural changes might affect the spectra to some extent, the

main changes, particularly when considering the difference spectra, are caused by changes in the

electronic structure. Thus, for systems were only small structural changes can occur, one might
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save computational resources by simply computing excited state XAS based on the ground state

optimized geometry. It should be emphasized that a dynamics simulation is still required to deter-

mine the state populations and hence, the tr-XAS. One might therefore compute the excited state

spectra only once per state, rather than at each investigated geometry. This approach however, will

not be valid for spectroscopies that are strongly affected by structural changes. Likewise, for very

floppy molecules, this approach needs further investigations. Finally, of course, these theoretical

findings must be verified experimentally to ensure the validity of the approach also in practice.

VII. SUMMARY AND CONCLUSIONS

A computational study of the tr-XAS of the BT-1T+ cation has been presented. It was found

that the relevant normal modes for simulating the nuclear dynamics can be identified based on a

small set of surface hopping trajectories, as the investigated process to the best of our knowledge

does not rely on rare events. A full quantum simulation of the dynamics in reduced space could

subsequently be performed based on the determined normal modes. This simulation provided in-

formation, not only on the evolution of the molecular structure, but also on the evolution of the

populations of relevant doublet states. Our calculation strategy for simulating XAS resulted in the

excited state spectra displaying a trend in the separation between core-to-SOMO peaks and the

main band that is counter-intuitive, if the orbitals are considered to be unchanged upon photoion-

ization. The observations were, however, consistent with our observations of orbital changes after

photoionization.

When simulating the XAS at different time delays, it was found that the relative populations of

the involved states affected the difference signals more than small structural changes did. Thus,

the total tr-XAS might be constructed from a single geometry, allowing for significant computa-

tional savings. A non-adiabatic nuclear dynamics simulation, however, cannot be avoided as the

information it provides on the evolution of the state populations is paramount for the computation

of the spectra. As the BT-1T+ cation investigated is rather rigid, the approach of considering only

one geometry, might not be applicable for all molecules, and further investigations of this approach

are needed.

Finally, the computed XAS at different time delays revealed increased intensity in energy regions

associated with transitions originating on the SBT moiety. At the same time decreased intensities

in regions associated with transitions originating on ST were found. The study thus indicates that
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the electron transfer process from ST to SBT might indeed be probed using tr-XAS, confirming the

results of a previous study by other authors at a lower level of theory.

VIII. SUPPLEMENTARY MATERIAL

Additional calculated MOs and NTOs can be found in the Supplementary Information. Here,

the initial geometry of the system can also be found. The detailed normal mode analysis is likewise

given in the SI, as well as all data tables for the plotted spectra.

Movies of the 8 normal modes considered in the MCTDH simulation are also available.

IX. DATA AVAILABILITY STATEMENT

Further data is available from the corresponding authors upon reasonable request.
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S1 Geometry

S1.1 Optimized structure

Table S1: BT-1T. BHHLYP/cc-pVDZ optimized geometry. Coordinates in Angstrom. Structure
optimized on the S0 PES.

Atom X Y Z

C 0.726222 0.893873 0.075794
C -0.718468 0.882613 0.054362
C -1.439133 -0.343481 0.058380
C -0.715413 -1.490397 0.083788
C 1.467062 -0.344360 0.102315
H -1.221347 -2.448809 0.087292
H -2.520729 -0.330222 0.041292
C 2.927810 -0.372735 0.123059
C 3.815553 0.667556 0.087176
C 5.174551 0.254322 0.117554
C 5.314514 -1.094021 0.177909
S -0.026864 3.156744 0.038729
C 0.710290 -1.486259 0.105082
H 1.207447 -2.448903 0.122298
S 3.789931 -1.891001 0.198281
H 6.226553 -1.671727 0.212238
N -1.256102 2.088460 0.03207
N 1.227541 2.115306 0.069113
H 3.495580 1.696603 0.040359
H 6.010636 0.941066 0.095221

S1.2 Geometrical change from energy-minimum on S0 to S1 at

BHHLYP/cc-pVDZ level of theory

Only small changes are observed between the two optimized geometries as can be seen from

Table S2, where the change in bond length is < 4% and the change in angles and dihedral

angle is < 0.5%.
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Table S2: Change in bond lengths, bond angles and in dihedral angle from energy-minimum on
S0 to S1 at BHHLYP/cc-pVDZ level of theory.

Bond length S0/Å S1/Å Abs. change/Å

RSBTN1 1.6291 1.6655 0.0364
RSBTN2 1.6311 1.6839 0.0528
RSTC3 1.7471 1.7650 0.0179
RSTC5 1.7203 1.7088 0.0115
RC2C3 2.4935 2.4873 0.0062

Average - - 0.025

Bond angle S0/
◦ S1/

◦ Abs. change/◦

θC1C2C3 122.0448 121.4455 0.5993
θC2C3C4 129.2795 128.7698 0.5097

Average - - 0.5545

Dihedral angle S0/
◦ S1/

◦ Abs. change/◦

ϕC1C2C3ST
-179.8691 -179.9465 0.0774

S2 Orbitals of interest

S2.1 BHHLYP/cc-pVDZ(all atoms)

The MOs of interest for D0 were also calculated at the BHHLYP/cc-pVDZ level of theory.

They show the same characters of the MOs as seen when using the aug-cc-pVTZ basis on

the S atoms and the cc-pVDZ basis on the remaining atoms at either the BHHLYP level of

theory or the UHF level of theory (basis for the CC calculations). The MOs can be seen in

Fig. S1.
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(a) HOMOD0

(b) (HOMO-1)D0

(c) (HOMO-2)D0

(d) (HOMO-3)D0

Figure S1: MOs of interest for the cation in D0 computed at the BHHLYP/cc-pVDZ level of
theory.

S2.2 BHHLYP/aug-cc-pVTZ(on S)/cc-pVDZ(remaining atoms)

The HOMO, HOMO-1, HOMO-2 and HOMO-3 have also been computed with the basis used

for the XAS calculations. The cation in the ground state, D0, was obtained by removing a

β-spin electron from the neutral species, leading to a spin contaminated state with ⟨S2⟩ =

0.8158.

The obtained MOs for neutral BT-1T are in good agreement with those presented by Khalili

et al.,1,2 as well as those obtained using the cc-pVDZ basis on all atoms shown in the main

text.

The NTOs for the first three valence transitions (computed without TDA) are shown in

Fig. S3. These NTOs are in good agreement with those shown in the main text.

The excitation energies and oscillator strengths of the valence transitions at this level of
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(a) HOMO0

(b) (HOMO-1)0

(c) (HOMO-2)0

(d) (HOMO-3)0

Figure S2: MOs of interest for the neutral molecule calculated at the BHHLYP level of theory
with aug-cc-pVTZ basis on S and cc-pVDZ on the remaining atoms at the equillibrium geometry.

theory can be found in table S3. We observe the transitions to be rather close in energy

Table S3: Excitation energies from D0 to the respective excited states calculated at the BHHLYP
level of theory with aug-cc-pVTZ on S and cc-pVDZ on remaining atoms.

Excited state Excitation energy (eV) fosc
D1 1.5123 0.00018
D2 1.8338 0.08247
D3 1.8790 0.11920

as also seen in the calculation presented in the main text. The relative energy gaps are

furthermore observed to be in rreasonably good agreement with the calculated excitation

energies using the cc-pVDZ basis on all atoms.
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(a) Hole NTO of the 1st exci-
tation
(resembles (HOMO-1)0), σ2

K =
0.98 (β)

(b) Particle NTO of the 1st ex-
citation
(resembles HOMO0), σ2

K =
0.98 (β)

(c) Hole NTO of the 2nd exci-
tation
(resembles (HOMO-2)0), σ2

K =
0.97 (β)

(d) Particle NTO of the 2nd
excitation
(resembles HOMO0), σ2

K =
0.97 (β)

(e) Hole NTO of the 3rd exci-
tation
(resembles (HOMO-3)0), σ2

K =
0.94 (β)

(f) Particle NTO of the 3rd ex-
citation
(resembles HOMO0), σ2

K =
0.94 (β)

Figure S3: The dominating NTOs for the 3 lowest lying transitions in BT-1T+ at the minimum-
energy structure of the neutral molecule calculated at the BHHLYP/cc-pVDZ level of theory. The
NTOs have been calculated at the BHHLYP level of theory with aug-cc-pVTZ on S and cc-pVDZ
on the remaining atoms.
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S2.3 EOM-CCSD/aug-cc-pVTZ(S)/cc-pVDZ(remaining atoms)

The MOs determined at the RHF level of theory for neutral BT-1T are shown in Fig. S4.

The CC calculations use these RHF orbitals. The RHF MOs are in good agreement with

(a) HOMO0

(b) (HOMO-1)0

(c) (HOMO-2)0

(d) (HOMO-3)0

Figure S4: MOs of interest for the neutral molecule calculated at the RHF level of theory with
aug-cc-pVTZ basis on S and cc-pVDZ on remaining atoms.

those presented at the BHHLYP level of theory. The CC calculations on the BT-1T+ cation,

on the other hand, use UHF MOs.

The NTOs for the first three valence transitions ofD0 can be seen in Fig. S5. Observe that

in this calculations removal of an electron from the HOMO resulted in a spin contaminated

state with ⟨S2⟩ = 0.7897. The NTOs computed at the EOM-CCSD level of theory using

the aug-cc-pVTZ basis on S and cc-pVDZ on remaining atoms are again observed to closely

resemble those computed at the BHHLYP level of theory.

The excitation energies and oscillator strengths of the valence transitions at this level
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(a) Hole NTO of the 1st exci-
tation
(resembles (HOMO-1)0),
σ2
K = 0.74 (β)

(b) Particle NTO of the 1st ex-
citation
(resembles HOMO0),
σ2
K = 0.74 (β)

(c) Hole NTO of the 2nd exci-
tation
(resembles (HOMO-2)0),
σ2
K = 0.74 (β)

(d) Particle NTO of the 2nd
excitation
(resembles HOMO0),
σ2
K = 0.74 (β)

(e) Hole NTO of the 3rd exci-
tation
(resembles (HOMO-3)0),
σ2
K = 0.71 (β)

(f) Particle NTO of the 3rd ex-
citation
(resembles HOMO0),
σ2
K = 0.71 (β)

Figure S5: The dominating NTOs for the 3 lowest lying transitions in BT-1T+ at the minimum-
energy structure of the neutral molecule calculated at the BHHLYP/cc-pVDZ level of theory. The
transitions are calculated at the EOM-CCSD level of theory with aug-cc-pVTZ on S and cc-pVDZ
on the remaining atoms.

of theory can be found in table S4. We observe the same trends as in the TDDFT-based

Table S4: The three lowest lying excitation energies from D0 computed at the EOM-CCSD level
of theory using the aug-cc-pVTZ basis on S and cc-pVDZ on the remaining atoms.

Excited state Excitation energy (eV) fosc
D1 1.5237 0.000610
D2 1.9521 0.112195
D3 2.0205 0.115380

calculations.

The MOs of the cation in its different states are seen in Fig. S6.
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(a) HOMOD0 (b) HOMOD1 (c) HOMOD2 (d) HOMOD3

(e) (HOMO-1)D0
(f) (HOMO-1)D1

(g) (HOMO-1)D2
(h) (HOMO-1)D3

(i) (HOMO-2)D0
(j) (HOMO-2)D1

(k) (HOMO-2)D2
(l) (HOMO-2)D3

(m) (HOMO-3)D0
(n) (HOMO-3)D1

(o) (HOMO-3)D2
(p) (HOMO-3)D3

Figure S6: The MOs of interest for D0 (left) as well as the generated D1 (left middle), D2 (right
middle) and D3 (right) excited states calculated at the UHF level of theory (on which the fc-
CVS-EOM-CCSD calculations are based) with the aug-cc-pVTZ basis on S and cc-pVDZ on the
remaining atoms. The orbitals shown are β-spin orbitals.
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S2.3.1 Ionization potentials

Table S5: Ionization energies from S0 calculated at the fc-(CVS-)EOM-IP-CCSD level of theory
using the aug-cc-pVTZ basis on S and cc-pVDZ on the remaining atoms.

Ionization origin Ionization energy (eV)
HOMO0 7.8053

(HOMO-1)0 9.0532
(HOMO-2)0 9.3389
(HOMO-3)0 9.6183

1s(ST ) 2483.7820
1s(SBT ) 2485.6332

S3 Dynamics

S3.1 SHARC Dynamics Surface Hopping simulation for initial

conditions based on a photoexcited cation

The TSH simulation for initial conditions based on photoexcitation of the ion has been

carried using the diagonal representation known as SHARC dynamics (see main text). The

subsequent normal mode analysis is shown here.

S3.1.1 Activity analysis

When determining which normal modes to include in an MCTDH calculation based on a TSH

simulation one could simply consider the activity of each normal mode. This is measured as

the standard deviation of Q for each mode based on all trajectories. This measure, however,

will include random motion, which can become large. Alternatively, one can consider the

average activity, i.e. the standard deviation with respect to an average trajectory, which

filters out random motion. In our case, many jumps occur in all trajectories, and thus we

consider both the activity for the first 5 fs (before most trajectories jump) and for the full

time range.

When we consider simply the activity of the normal modes in either time interval (Figs.

S7a and S7b), mode 3 appears to be more active for the first 5 fs, while mode 1 might be

S10



(a) Activity of all normal modes in the first 5 fs of the
simulation

(b) Activity of all normal modes over the full time range
of the simulation

(c) Avg. activity of all normal modes in the first 5 fs of
the simulation

(d) Avg. activity of all normal modes over the full time
range of the simulation

Figure S7: Visualization of activity analysis of the TSH simulation with SHARC dynamics.

more active over the entire time range, however all normal modes show similar activity and

thus it is difficult to single out any mode. If we instead consider the average activity, where

noise should be filtered out, we note that the overall activity is much lower. Also, similar

activities are generally observed for all modes. For the entire time range modes 1 and 2

appear to stand out, as more active and could thus be considered.

S3.1.2 Coherence analysis of TSH results

Mai and González suggested that a coherence analysis was another way of determining the

normal modes of importance from a TSH simulation.3 Here, one determines the standard

deviation of the average trajectory divided by the standard deviation of all trajectories. This

gives an indication of which modes are most active in all trajectories. As noise is filtered

out, the importance of each mode in the different trajectories can be considered. Again, we

consider the coherence for the first 5 fs and for the full time range.

The result of the analysis is shown in Fig. S8. It is observed that the coherence of all

normal modes are rather similar, when considering the full time range. Hence, it is difficult

to identify important normal modes based on this. A few normal modes can, however, be
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(a) Coherence analysis of the first 5 fs of the simulation

(b) Coherence analysis of the full time range of the simulation

Figure S8: Visualization of coherence analysis of the TSH simulation with SHARC dynamics. The
horizontal black line at 0.1 is chosen as in Mai and González.3

singled out for the analysis of the first 5 fs, although the overall coherence is much lower.

These modes are modes 22, 36, 38, 44, 46, 47 and 49. Due to the overall similar coherence of

the modes, we do not choose to single out modes for further analysis based on the coherence

analysis alone. The difficulty in identifying normal modes based on the coherence could be

related to the rigidity of the molecule or indeed the limited number of trajectories simulated.

S3.1.3 Correlation analysis of TSH results

Another suggested way of determining relevant normal modes for an MCTDH simulation

based on TSH results, is a correlation analysis.3 Here, the correlation between a change in

the Q of each normal mode and the energy difference between the active state and the other

states have been evaluated.

The results can be found in table S6 and Fig. S9. Here, normal modes 8, 16, 24, 33,

44 and 47 are all found to show a relatively large correlation for for the energy gap to all

states, and thus, these might be of interest when performing the MCTDH simulation. It

is noted that modes 44 and 47 also appeared to show a large coherence within the first 5

fs of the simulation compared to other modes, and they are therefore doubly interesting to

investigate.
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Figure S9: Visualization of the correlation analysis of SHARC dynamics TSH over the entire
simulated time range. The correlation is measured as the Pearson correlation coefficient for a
linear fit of the energy gap between the active state and the D0, D1, D2 or D3 state and Q for each
normal mode. The horizontal black line shows a correlation coefficient of 0.01, which was also used
in the study by Mai and González.3

Table S6: Result of correlation analysis of TSH trajectories based on the photoexcited cation over
the entire simulated time range. The Pearson correlation coefficient is reported for the correlation
of the energy gap of the active state to the D0, D1, D2 and D3 states and Q for each normal mode.

Normal mode R2
∆E(D0)

R2
∆E(D1)

R2
∆E(D2)

R2
∆E(D3)

1 0.0022 0.001 0.0002 0.0009

2 0.0002 0.0049 0.0012 0.0005

3 0.0001 0.0011 0.0011 0.0000

4 0.0000 0.0005 0.0013 0.0000

5 0.0023 0.0001 0.0000 0.0007

6 0.0004 0.0008 0.0043 0.0026

7 0.0009 0.0010 0.0010 0.0003

8 0.0412 0.1519 0.0902 0.0787

9 0.0009 0.0027 0.0013 0.0001

10 0.0044 0.0002 0.0013 0.0005

11 0.0003 0.0004 0.0003 0.0007

12 0.0012 0.0000 0.0146 0.0067

13 0.0000 0.0005 0.0003 0.0005

14 0.0007 0.0008 0.0005 0.0012

15 0.0001 0.0002 0.0000 0.0006

16 0.0208 0.0273 0.0010 0.0001
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Table S6 – continued from previous page

Normal mode R2
∆E(D0)

R2
∆E(D1)

R2
∆E(D2)

R2
∆E(D3)

17 0.0006 0.0020 0.0004 0.0000

18 0.0060 0.0097 0.0067 0.0035

19 0.0000 0.0006 0.0005 0.0005

20 0.0001 0.0003 0.0003 0.0005

21 0.0002 0.0000 0.0001 0.0000

22 0.0011 0.0017 0.0023 0.0016

23 0.0004 0.0000 0.0000 0.0001

24 0.0100 0.0184 0.0051 0.0025

25 0.0018 0.0001 0.0004 0.0006

26 0.0002 0.0001 0.0002 0.0000

27 0.0000 0.0000 0.0023 0.0019

28 0.0007 0.0006 0.0012 0.0009

29 0.0004 0.0001 0.0003 0.0000

30 0.0028 0.0001 0.0018 0.0006

31 0.0007 0.0000 0.0003 0.0005

32 0.0326 0.0155 0.0037 0.0044

33 0.0463 0.0169 0.0003 0.0005

34 0.0015 0.0054 0.0042 0.0004

35 0.0066 0.0062 0.0002 0.0008

36 0.0199 0.0174 0.0066 0.0001

37 0.0012 0.0014 0.0000 0.0002

38 0.0166 0.0006 0.0008 0.0033

39 0.0002 0.0010 0.0015 0.0012

40 0.0238 0.0000 0.0036 0.0091

41 0.0001 0.0012 0.0059 0.0029

42 0.0365 0.0149 0.0008 0.0001

43 0.0085 0.0008 0.0017 0.0000

44 0.2121 0.108 0 0.0114 0.0039

45 0.0026 0.0065 0.0000 0.0031

46 0.0270 0.0064 0.0121 0.0000

47 0.1156 0.0345 0.0397 0.0264

48 0.0137 0.0062 0.0094 0.0016

49 0.0000 0.0004 0.0002 0.0002

50 0.0000 0.0026 0.0019 0.0012

51 0.0002 0.0021 0.0029 0.0019

52 0.0001 0.0003 0.0003 0.0000

53 0.0001 0.0154 0.0124 0.0084

54 0.0002 0.0036 0.0023 0.004
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S3.1.4 LVC SHARC analysis

It is also possible to calculate the linear vibronic couplings (LVCs) using the initially gener-

ated normal mode file (for the neutral molecule), two single point calculations of the cation

for each normal mode and auxiliary SHARC scripts.

Based on such an LVC calculation the largest coupling terms between states (λ) were deter-

mined (see table S7). Observe that normal mode 1 was not considered by the script due to

its very low frequency (6.91 cm−1). We observe that mode 48 appears to couple the initially

Table S7: LVC interstate parameters larger than 0.27 eV for BT-1T+.

Normal mode λ(n,m)/eV state n state m
46 0.3383928 D1 D2

48 0.5572623 D1 D2

15 0.2748705 D1 D3

22 0.3287164 D1 D3

36 0.3719281 D1 D3

38 -0.3035377 D1 D3

40 -0.3658736 D1 D3

46 -0.3705077 D1 D3

48 -0.8522828 D1 D3

48 -0.5527914 D2 D3

excited D3 state to both D2 and D1. In addition, it gives the strongest coupling between the

two states compared to the other modes. Furthermore, mode 46 appears to couple the D1

state to both the D2 and the D3 state. The LVC interstate parameters coupling D0 to the

other states are an order of magnitude smaller than for D1-D3. The largest ones are however

found for modes 20 and 46 (both approximately 0.11 eV) for states D0 and D1, mode 47

(approximately 0.11 eV) for states D0 and D1 and mode 48 (approximately −0.08 eV) for

states D0 and D1. Normal modes 46 and 48 might therefore also be considered.

S3.2 SHARCDynamics Surface hopping simulation for initial con-

ditions based on photoionization

A TSH simulation was also carried out for initial conditions based on photoionization of the

neutral molecule. Again, SHARC dynamics (the diagonal representation) was employed.
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S3.2.1 Population analysis

Here, the evolution of the populations of the TSH simulation starting from initial conditions

based on photoionization is shown in Fig. S10. From these initial conditions, none of the

(a) Evolution of populations over the full time range.

(b) Evolution of populations in the first 50 fs.

Figure S10: Evolution of classical populations for the ion in TSH starting from initial conditions
based on photoionization. The reported populations of states are based on energies.

25 trajectories were found to jump to D0 within the simulation time. It is observed that

the evolution of the populations appear very similar to that found in the main text for the

photoexcited cation. The main difference is the yield of population that goes to D0, however

this small change might be a result of the very limited number of trajectories simulated.
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S3.2.2 Activity analysis

As for the TSH simulation for initial states based on photoexcitation, an activity analysis has

been carried out and the result can be seen in Fig. S11. As was the case for the population

(a) Activity of all normal modes in the first 5 fs of the
simulation

(b) Activity of all normal modes over the full time range
of the simulation

(c) Avg. activity of all normal modes in the first 5 fs of
the simulation

(d) Avg. activity of all normal modes over the full time
range of the simulation

Figure S11: Visualization of activity analysis of the TSH simulation utilizing initial conditions
based on photoionization.

analysis, the activities of normal modes appears very similar between the TSH simulations.

When we consider simply the activity of the normal modes in either time interval (Figs.

S11a and S11b), we observe mode 2 rather than mode 3 appears to be more active than

the other modes for the first 5 fs. Again, mode 1 might be more active over the entire time

range. Once more, all normal modes show similar activity, and if the average activity is

considered, the overall activity is much lower. For the entire time range, mode 1 appears to

stand out, and might thus be considered, as also noted for the other TSH simulation.

S3.2.3 Coherence analysis of TSH results

The result of the coherence analysis for trajectories based on photoionized initial conditions

can be found in Fig. S12. Again, the coherence of all normal modes are rather similar for

the full time range. The modes that can be singled out for the analysis of the first 5 fs differs
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(a) Coherence analysis of the first 5 fs of the simulation

(b) Coherence analysis of the full time range of the simulation

Figure S12: Visualization of coherence analysis of the TSH simulation based on photoionized initial
conditions. The horizontal black line at 0.1 is chosen as in Mai and González.3

from those in the other simulation, as it is here modes 34, 35, 44, 46, 48, 51 and 52. Note

that modes 44 and 46 were also considered in the simulation based on the excited cation.

S3.2.4 Correlation analysis of TSH results

The results of the correlation analysis for simulation based on photoionized initial conditions

can be found in table S8 and Fig. S13. As for the TSH simulation based on excitation of

the cation, normal modes 8, 16, 24, 33, 44 and 47 are all found to show some correlation

for for the energy gap although not for all states. These might therefore be of interest when

performing the MCTDH simulation. Furthermore, modes 12 and 32 might be of interest.

Table S8: Result of correlation analysis of TSH trajectories over the entire simulated time range
based on photoionized initial conditions. The Pearson correlation coefficient is reported for the
correlation between the energy gap of the active state to the D0, D1, D2 and D3 states and Q for
each normal mode.

Normal mode R2
∆E(D0)

R2
∆E(D1)

R2
∆E(D2)

R2
∆E(D3)

1 0.0004 0.0035 0.0009 0.0014

2 0.0003 0.0001 0.0012 0.0001

3 0.0011 0.0006 0.0004 0.0012

4 0.0013 0.0004 0.0001 0.0011

5 0.0009 0.0014 0.0016 0.0018

6 0.0005 0.0001 0.0010 0.0019

7 0.0026 0.0035 0.0000 0.0021
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Table S8 – continued from previous page

Normal mode R2
∆E(D0)

R2
∆E(D1)

R2
∆E(D2)

R2
∆E(D3)

8 0.0076 0.0318 0.0028 0.0050

9 0.0006 0.0011 0.0016 0.0001

10 0.0014 0.0001 0.0001 0.001

11 0.0033 0.0032 0.0013 0.0091

12 0.0061 0.0048 0.0454 0.0274

13 0.0027 0.0019 0.0000 0.0058

14 0.0014 0.0003 0.0013 0.0013

15 0.0000 0.0001 0.0010 0.0002

16 0.0010 0.0181 0.0273 0.0081

17 0.0000 0.0001 0.0008 0.0001

18 0.0003 0.0018 0.0042 0.0001

19 0.0002 0.0000 0.0001 0.0000

20 0.0000 0.0038 0.0011 0.0068

21 0.0000 0.0000 0.0004 0.0002

22 0.0007 0.0033 0.0167 0.0158

23 0.0019 0.0025 0.0008 0.0025

24 0.0044 0.0158 0.0066 0.0081

25 0.0020 0.0002 0.0002 0.0003

26 0.0004 0.0003 0.0004 0.0004

27 0.0008 0.0021 0.0011 0.0036

28 0.0007 0.0002 0.0003 0.0005

29 0.0029 0.0016 0.0025 0.0012

30 0.0003 0.0004 0.0002 0.0000

31 0.0026 0.0051 0.0060 0.0037

32 0.0129 0.0488 0.0617 0.0387

33 0.0108 0.0688 0.0203 0.0182

34 0.0069 0.0005 0.0005 0.0026

35 0.0077 0.0088 0.0044 0.0074

36 0.0001 0.0223 0.0022 0.0002

37 0.0000 0.0001 0.0065 0.0000

38 0.0049 0.0050 0.0087 0.0021

39 0.0001 0.0059 0.0014 0.0009

40 0.0068 0.0006 0.0116 0.0019

41 0.0058 0.0008 0.0086 0.0011

42 0.0003 0.0534 0.0132 0.0049

43 0.0194 0.0108 0.0006 0.0006

44 0.0009 0.2074 0.0906 0.0246

45 0.0020 0.0101 0.0081 0.0004

46 0.0001 0.0174 0.0003 0.0046
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Table S8 – continued from previous page

Normal mode R2
∆E(D0)

R2
∆E(D1)

R2
∆E(D2)

R2
∆E(D3)

47 0.0087 0.0864 0.0007 0.0138

48 0.0025 0.0175 0.0117 0.0002

49 0.0005 0.0003 0.0000 0.0004

50 0.0001 0.0002 0.0007 0.0000

51 0.0000 0.0008 0.0002 0.0000

52 0.0001 0.0000 0.0001 0.0000

53 0.0001 0.0006 0.0 0.0002

54 0.0002 0.0000 0.0003 0.0000
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Figure S13: Visualization of the correlation analysis of TSH trajectories based on photoionized
initial conditions over the entire simulated time range. The correlation is measured as the Pearson
correlation coefficient for a linear fit of the energy gap between the active state and the D0, D1, D2

or D3 state and Q for each normal mode. The horizontal black line shows a correlation coefficient
of 0.01, which was also used in the study by Mai and González.3

S3.2.5 LVC SHARC analysis

The largest LVC terms between states were determined (see table S9) for the simulation

based on photoionization. Here, mode 54 is observed to couple the initially excited D3

Table S9: LVC parameters larger than 0.27 eV for BT-1T+.

Normal mode λ(n,m)/eV state n state m
52 0.3383928 D1 D2

54 0.5572623 D1 D2

21 0.2748705 D1 D3

28 -0.32871641 D1 D3

42 0.3719281 D1 D3

44 -0.3035377 D1 D3

46 -0.3658736 D1 D3

52 -0.3705077 D1 D3

54 -0.8522828 D1 D3

54 -0.5527914 D2 D3

state to both D2 and D1 and in addition give the strongest coupling between the two states

compared to the other modes. Further more mode 52 appears to couple the D1 state to both

the D2 and the D3 state. The LVC parameters for the D0 state to the remaining states are

an order of magnitude smaller than for the remaining states. The largest ones are however
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found for modes 26 and 52 (both approximately 0.11 eV) for states D0 and D1, mode 53

(approximately 0.11 eV) for states D0 and D1 and modes 50 and 54 (approximately 0.08

eV) for states D0 and D1. Normal modes 52 and 54 might therefore also be considered in

addition to the other normal modes already discussed above.

S3.3 Regular Surface Hopping with forced jumps for initial con-

ditions based on a photoexcited cation

A TSH simulation was additionally performed utilizing regular surface hopping, i.e., based on

the molecular Coulomb Hamiltonian, with the forced jump option enabled for an energy gap

of 0.15 eV. Thus, in case of an energy gap of 0.15 eV or less between the current state and the

S0 ground state (GS), the trajectories would be forced to jump to the GS and remain there

for the remainder of the simulation. This procedure has been used with success in other

studies.4–6 Note however that in this case, the forced jumps cannot occur, as trajectories

move between doublet states and does not include the singlet ground state. The simulation

considered photoexcited states of the cation for initial conditions.

This simulation was found to yield results in good agreement with the other simulations

presented in this study.

S3.3.1 Population analysis

Of the 25 trajectories simulated 5 jumped to the D0 state within the simulation time. None

of these jumps were forced. The evolution of the populations can be seen in Fig. S14.
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Figure S14: Evolution of populations for the cation in TSH with regular surface hopping based
on energies.

S3.3.2 Activity analysis

(a) Activity of all normal modes in the first 5 fs of the
simulation

(b) Activity of all normal modes over the full time range
of the simulation

(c) Avg. activity of all normal modes in the first 5 fs of
the simulation

(d) Avg. activity of all normal modes over the full time
range of the simulation

Figure S15: Visualization of activity analysis of the TSH simulation with regular surface hopping.

We observe the same trends as in the simulations without forced jumps using SHARC

dynamics.

S3.3.3 Coherence analysis of TSH results

The result of a coherence analysis for the regular surface hopping simulation is shown in Fig.

S16. As for the other simulations, it is observed that the coherence of all normal modes are
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(a) Coherence analysis of the first 5 fs of the simulation

(b) Coherence analysis of the full time range of the simulation

Figure S16: Visualization of coherence analysis of the TSH simulation with regular surface hopping.
The horizontal black line at 0.1 is chosen as in Mai and González.3

rather similar when considering the full time range. The same is to some extent true for the

first 5 fs, where the overall coherence is lower. Here however a few modes can be observed

to be of higher coherence compared to the rest, namely modes 27, 33, 38, 51, 52 and 54.

S3.3.4 Correlation analysis of TSH results

The results of the correlation analysis for the regular surface hopping simulation can be

found in table S10 and Fig. S17. As in the other two TSH simulations, normal modes 8, 16,

24, 33, 44 and 47 all appear to show a relatively large correlation for for the energy gap to

all states. It is noted that mode 33 also appeared to show a large coherence within the first

5 fs of the simulation compared to other modes, and is therefore doubly interesting.

Table S10: Result of correlation analysis of regular surface hopping TSH trajectories over the
entire simulated time range. Pearson correlation coefficients are reported for the correlation of the
energy gap between the active state to the D0, D1, D2 and D3 states and Q for each normal mode.

Normal mode R2
∆E(D0)

R2
∆E(D1)

R2
∆E(D2)

R2
∆E(D3)

1 0.0010 0.0100 0.0066 0.0086

2 0.0003 0.0179 0.0144 0.0101

3 0.0000 0.0047 0.0040 0.0039

4 0.0078 0.0005 0.0005 0.0004

5 0.0008 0.0008 0.0008 0.0003
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Table S10 – continued from previous page

Normal mode R2
∆E(D0)

R2
∆E(D1)

R2
∆E(D2)

R2
∆E(D3)

6 0.0011 0.0020 0.0037 0.0027

7 0.0037 0.0002 0.0001 0.0000

8 0.0276 0.2216 0.1917 0.1885

9 0.0003 0.0145 0.0112 0.0071

10 0.0010 0.0023 0.0026 0.0008

11 0.0005 0.0020 0.0006 0.0019

12 0.0132 0.0010 0.0159 0.0098

13 0.0000 0.0001 0.0001 0.0000

14 0.0005 0.0008 0.0009 0.0026

15 0.0027 0.0013 0.0012 0.0010

16 0.0323 0.0489 0.0143 0.0105

17 0.0004 0.0000 0.0001 0.0000

18 0.0034 0.0185 0.0167 0.0127

19 0.0017 0.0002 0.0002 0.0001

20 0.0001 0.0023 0.0022 0.0009

21 0.0011 0.0001 0.0003 0.0001

22 0.0001 0.0127 0.0015 0.0012

23 0.0010 0.0004 0.0000 0.0000

24 0.0282 0.0285 0.0145 0.0094

25 0.0001 0.0003 0.0016 0.0006

26 0.0004 0.0000 0.0000 0.0001

27 0.0008 0.0024 0.0036 0.0041

28 0.0001 0.0008 0.0010 0.0005

29 0.0003 0.0017 0.0027 0.0015

30 0.0016 0.0004 0.0002 0.0016

31 0.0002 0.0000 0.0003 0.0000

32 0.0466 0.0253 0.0004 0.0006

33 0.0562 0.0505 0.0170 0.0159

34 0.0001 0.0028 0.0016 0.0008

35 0.0121 0.0057 0.0004 0.0005

36 0.0164 0.0231 0.0144 0.0044

37 0.0021 0.0021 0.0006 0.0006

38 0.0159 0.0008 0.0000 0.0009

39 0.0000 0.0098 0.0103 0.0082

40 0.0307 0.0002 0.0008 0.0030

41 0.0028 0.0050 0.0076 0.0085

42 0.0633 0.0309 0.0180 0.0029

43 0.0016 0.0006 0.0011 0.0001

44 0.2044 0.1719 0.0878 0.0549
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Table S10 – continued from previous page

Normal mode R2
∆E(D0)

R2
∆E(D1)

R2
∆E(D2)

R2
∆E(D3)

45 0.0077 0.0064 0.0014 0.0023

46 0.0053 0.0181 0.0230 0.0144

47 0.0790 0.1199 0.1102 0.1049

48 0.0169 0.0162 0.0188 0.0121

49 0.0000 0.0004 0.0002 0.0002

50 0.0000 0.0004 0.0001 0.0000

51 0.0000 0.0009 0.0001 0.0007

52 0.0001 0.0029 0.0022 0.0029

53 0.0003 0.0003 0.0000 0.0001

54 0.0000 0.0001 0.0000 0.0000
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Figure S17: Visualization of the correlation analysis of regular surface hopping TSH trajectories
over the entire simulated time range. The correlation is measured as the Pearson correlation
coefficient for a linear fit of the energy gap between the active state and the D0, D1, D2 or D3

state and Q for each normal mode. The horizontal black line shows a correlation coefficient of 0.01,
which was also used in the study by Mai and González.3

S3.4 Fitting parameters for MCTDH PES

As mentioned in the main text, the PESs for the MCTDH calculation were fitted to a

vibronic-coupling Hamiltonian7,8 with an harmonic oscillator zero-order term and dimen-

sionless mass-frequency scaled normal coordinates. The Hamiltonian (including the four
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electronic states considered) can thus be written as

H =−
f∑
i
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where f is the number of normal modes, ωi is the frequency of normal mode i, ϵn is the

excitation energy for the electronic state n, and κ
(Dn)
i , γ

(Dn)
i,j and λ

(Dn,Dm)
i are the fitting

parameters accounting for linear intra-state coupling, frequency shifts and linear inter-state

coupling, respectively. The fitted parameters of the 8 normal modes (8, 16, 24, 33, 44, 46,

47 and 48) considered for MCTDH are:

#frequencies

omega_8 = 0.04279 , ev

omega_16 = 0.08304 , ev

omega_24 = 0.11006 , ev

omega_33 = 0.13711 , ev
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omega_44 = 0.19250 , ev

omega_46 = 0.20387 , ev

omega_47 = 0.20573 , ev

omega_48 = 0.21536 , ev

#energies

E1 = 7.50690 , ev

E2 = 9.17590 , ev

E3 = 9.47390 , ev

E4 = 9.60790 , ev

#on-diagonal linear coupling constants (kappa)

kappa1_8 = 0.02066 , ev

kappa1_16 = 0.09365 , ev

kappa1_24 = 0.26182 , ev

kappa1_33 = -0.23924 , ev

kappa1_44 = 0.67995 , ev

kappa1_46 = 0.07669 , ev

kappa1_47 = -0.22080 , ev

kappa1_48 = 0.00696 , ev

kappa2_8 = -0.05018 , ev

kappa2_16 = 0.01289 , ev

kappa2_24 = 0.32774 , ev

kappa2_33 = -0.31998 , ev

kappa2_44 = 0.54603 , ev
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kappa2_46 = 0.07332 , ev

kappa2_47 = -0.23898 , ev

kappa2_48 = -0.00595 , ev

kappa3_8 = -0.05580 , ev

kappa3_16 = 0.06206 , ev

kappa3_24 = 0.29476 , ev

kappa3_33 = -0.28300 , ev

kappa3_44 = 0.62693 , ev

kappa3_46 = 0.13962 , ev

kappa3_47 = -0.12160 , ev

kappa3_48 = -0.02715 , ev

kappa4_8 = -0.02209 , ev

kappa4_16 = 0.07334 , ev

kappa4_24 = 0.29989 , ev

kappa4_33 = -0.28296 , ev

kappa4_44 = 0.57217 , ev

kappa4_46 = 0.06892 , ev

kappa4_47 = -0.16093 , ev

kappa4_48 = -0.01266 , ev

#off-diagonal linear coupling constants (lambda)

lambda1_2_8 = 0.01211 , ev

lambda1_2_16 = -0.01861 , ev

lambda1_2_24 = 0.04906 , ev

lambda1_2_33 = -0.04662 , ev

lambda1_2_44 = -0.02302 , ev
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lambda1_2_46 = 0.00066 , ev

lambda1_2_47 = 0.00127 , ev

lambda1_2_48 = 0.00009 , ev

lambda1_3_8 = 0.02165 , ev

lambda1_3_16 = 0.00056 , ev

lambda1_3_24 = -0.00503 , ev

lambda1_3_33 = -0.02328 , ev

lambda1_3_44 = -0.01685 , ev

lambda1_3_46 = -0.04597 , ev

lambda1_3_47 = 0.04097 , ev

lambda1_3_48 = 0.00016 , ev

lambda1_4_8 = -0.00835 , ev

lambda1_4_16 = 0.00948 , ev

lambda1_4_24 = 0.00244 , ev

lambda1_4_33 = -0.02142 , ev

lambda1_4_44 = 0.00585 , ev

lambda1_4_46 = 0.00140 , ev

lambda1_4_47 = 0.03196 , ev

lambda1_4_48 = -0.00014 , ev

lambda2_3_8 = 0.00293 , ev

lambda2_3_16 = -0.00224 , ev

lambda2_3_24 = -0.00050 , ev

lambda2_3_33 = 0.02942 , ev

lambda2_3_44 = 0.01714 , ev

lambda2_3_46 = 0.00482 , ev

lambda2_3_47 = 0.00172 , ev

lambda2_3_48 = -0.00744 , ev

S31



lambda2_4_8 = 0.00566 , ev

lambda2_4_16 = -0.01808 , ev

lambda2_4_24 = 0.00844 , ev

lambda2_4_33 = 0.01221 , ev

lambda2_4_44 = 0.02129 , ev

lambda2_4_46 = 0.01127 , ev

lambda2_4_47 = 0.00984 , ev

lambda2_4_48 = 0.01414 , ev

lambda3_4_8 = 0.01418 , ev

lambda3_4_16 = 0.00367 , ev

lambda3_4_24 = 0.01469 , ev

lambda3_4_33 = 0.01299 , ev

lambda3_4_44 = 0.01975 , ev

lambda3_4_46 = 0.00753 , ev

lambda3_4_47 = 0.01389 , ev

lambda3_4_48 = 0.01844 , ev

#on-diagonal bilinear coupling constants (gamma)

gamma1_8_8 = 0.00176 , ev

gamma1_8_16 = 0.00001 , ev

gamma1_8_24 = 0.00003 , ev

gamma1_8_33 = -0.00004 , ev

gamma1_8_44 = 0.00024 , ev

gamma1_8_46 = 0.00006 , ev

gamma1_8_47 = 0.00011 , ev

gamma1_8_48 = 0.00007 , ev
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gamma1_16_8 = 0.00001 , ev

gamma1_16_16 = -0.00032 , ev

gamma1_16_24 = 0.00012 , ev

gamma1_16_33 = 0.00014 , ev

gamma1_16_44 = 0.00019 , ev

gamma1_16_46 = 0.00005 , ev

gamma1_16_47 = 0.00001 , ev

gamma1_16_48 = 0.00010 , ev

gamma1_24_8 = 0.00003 , ev

gamma1_24_16 = 0.00012 , ev

gamma1_24_24 = 0.02645 , ev

gamma1_24_33 = 0.00000 , ev

gamma1_24_44 = -0.00002 , ev

gamma1_24_46 = -0.00011 , ev

gamma1_24_47 = 0.00014 , ev

gamma1_24_48 = -0.00002 , ev

gamma1_33_8 = -0.00004 , ev

gamma1_33_16 = 0.00014 , ev

gamma1_33_24 = 0.00000 , ev

gamma1_33_33 = 0.03888 , ev

gamma1_33_44 = -0.00018 , ev

gamma1_33_46 = 0.00004 , ev

gamma1_33_47 = -0.00003 , ev

gamma1_33_48 = -0.00005 , ev

gamma1_44_8 = 0.00024 , ev

gamma1_44_16 = 0.00019 , ev

gamma1_44_24 = -0.00002 , ev
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gamma1_44_33 = -0.00018 , ev

gamma1_44_44 = 0.08898 , ev

gamma1_44_46 = -0.00004 , ev

gamma1_44_47 = 0.00015 , ev

gamma1_44_48 = -0.00029 , ev

gamma1_46_8 = 0.00006 , ev

gamma1_46_16 = 0.00005 , ev

gamma1_46_24 = -0.00011 , ev

gamma1_46_33 = 0.00004 , ev

gamma1_46_44 = -0.00004 , ev

gamma1_46_46 = 0.02055 , ev

gamma1_46_47 = 0.00022 , ev

gamma1_46_48 = 0.00009 , ev

gamma1_47_8 = 0.00011 , ev

gamma1_47_16 = 0.00001 , ev

gamma1_47_24 = 0.00014 , ev

gamma1_47_33 = -0.00003 , ev

gamma1_47_44 = 0.00015 , ev

gamma1_47_46 = 0.00022 , ev

gamma1_47_47 = 0.03379 , ev

gamma1_47_48 = 0.00016 , ev

gamma1_48_8 = 0.00007 , ev

gamma1_48_16 = 0.00010 , ev

gamma1_48_24 = -0.00002 , ev

gamma1_48_33 = -0.00005 , ev

gamma1_48_44 = -0.00029 , ev

gamma1_48_46 = 0.00009 , ev
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gamma1_48_47 = 0.00016 , ev

gamma1_48_48 = 0.03800 , ev

gamma2_8_8 = 0.00273 , ev

gamma2_8_16 = 0.00001 , ev

gamma2_8_24 = 0.00002 , ev

gamma2_8_33 = -0.00003 , ev

gamma2_8_44 = 0.00022 , ev

gamma2_8_46 = 0.00004 , ev

gamma2_8_47 = 0.00009 , ev

gamma2_8_48 = 0.00005 , ev

gamma2_16_8 = 0.00001 , ev

gamma2_16_16 = -0.00511 , ev

gamma2_16_24 = 0.00011 , ev

gamma2_16_33 = 0.00012 , ev

gamma2_16_44 = 0.00017 , ev

gamma2_16_46 = 0.00004 , ev

gamma2_16_47 = 0.00001 , ev

gamma2_16_48 = 0.00008 , ev

gamma2_24_8 = 0.00002 , ev

gamma2_24_16 = 0.00011 , ev

gamma2_24_24 = 0.02321 , ev

gamma2_24_33 = 0.00000 , ev

gamma2_24_44 = -0.00002 , ev

gamma2_24_46 = -0.00011 , ev

gamma2_24_47 = 0.00012 , ev

gamma2_24_48 = -0.00002 , ev

gamma2_33_8 = -0.00003 , ev
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gamma2_33_16 = 0.00012 , ev

gamma2_33_24 = 0.00000 , ev

gamma2_33_33 = 0.03199 , ev

gamma2_33_44 = -0.00017 , ev

gamma2_33_46 = 0.00002 , ev

gamma2_33_47 = -0.00003 , ev

gamma2_33_48 = -0.00003 , ev

gamma2_44_8 = 0.00022 , ev

gamma2_44_16 = 0.00017 , ev

gamma2_44_24 = -0.00002 , ev

gamma2_44_33 = -0.00017 , ev

gamma2_44_44 = 0.07752 , ev

gamma2_44_46 = -0.00006 , ev

gamma2_44_47 = 0.00013 , ev

gamma2_44_48 = -0.00024 , ev

gamma2_46_8 = 0.00004 , ev

gamma2_46_16 = 0.00004 , ev

gamma2_46_24 = -0.00011 , ev

gamma2_46_33 = 0.00002 , ev

gamma2_46_44 = -0.00006 , ev

gamma2_46_46 = 0.01847 , ev

gamma2_46_47 = 0.00020 , ev

gamma2_46_48 = 0.00004 , ev

gamma2_47_8 = 0.00009 , ev

gamma2_47_16 = 0.00001 , ev

gamma2_47_24 = 0.00012 , ev

gamma2_47_33 = -0.00003 , ev
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gamma2_47_44 = 0.00013 , ev

gamma2_47_46 = 0.00020 , ev

gamma2_47_47 = 0.02926 , ev

gamma2_47_48 = 0.00013 , ev

gamma2_48_8 = 0.00005 , ev

gamma2_48_16 = 0.00008 , ev

gamma2_48_24 = -0.00002 , ev

gamma2_48_33 = -0.00003 , ev

gamma2_48_44 = -0.00024 , ev

gamma2_48_46 = 0.00004 , ev

gamma2_48_47 = 0.00013 , ev

gamma2_48_48 = 0.03135 , ev

gamma3_8_8 = 0.00126 , ev

gamma3_8_16 = 0.00001 , ev

gamma3_8_24 = 0.00002 , ev

gamma3_8_33 = -0.00002 , ev

gamma3_8_44 = 0.00023 , ev

gamma3_8_46 = 0.00004 , ev

gamma3_8_47 = 0.00008 , ev

gamma3_8_48 = 0.00005 , ev

gamma3_16_8 = 0.00001 , ev

gamma3_16_16 = -0.00769 , ev

gamma3_16_24 = 0.00012 , ev

gamma3_16_33 = 0.00011 , ev

gamma3_16_44 = 0.00019 , ev

gamma3_16_46 = 0.00006 , ev

gamma3_16_47 = 0.00002 , ev
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gamma3_16_48 = 0.00009 , ev

gamma3_24_8 = 0.00002 , ev

gamma3_24_16 = 0.00012 , ev

gamma3_24_24 = 0.02297 , ev

gamma3_24_33 = 0.00000 , ev

gamma3_24_44 = -0.00002 , ev

gamma3_24_46 = -0.00010 , ev

gamma3_24_47 = 0.00012 , ev

gamma3_24_48 = -0.00003 , ev

gamma3_33_8 = -0.00002 , ev

gamma3_33_16 = 0.00011 , ev

gamma3_33_24 = 0.00000 , ev

gamma3_33_33 = 0.03406 , ev

gamma3_33_44 = -0.00018 , ev

gamma3_33_46 = 0.00002 , ev

gamma3_33_47 = -0.00003 , ev

gamma3_33_48 = -0.00004 , ev

gamma3_44_8 = 0.00023 , ev

gamma3_44_16 = 0.00019 , ev

gamma3_44_24 = -0.00002 , ev

gamma3_44_33 = -0.00018 , ev

gamma3_44_44 = 0.08097 , ev

gamma3_44_46 = -0.00012 , ev

gamma3_44_47 = 0.00014 , ev

gamma3_44_48 = -0.00026 , ev

gamma3_46_8 = 0.00004 , ev

gamma3_46_16 = 0.00006 , ev
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gamma3_46_24 = -0.00010 , ev

gamma3_46_33 = 0.00002 , ev

gamma3_46_44 = -0.00012 , ev

gamma3_46_46 = 0.01355 , ev

gamma3_46_47 = 0.00018 , ev

gamma3_46_48 = 0.00005 , ev

gamma3_47_8 = 0.00008 , ev

gamma3_47_16 = 0.00002 , ev

gamma3_47_24 = 0.00012 , ev

gamma3_47_33 = -0.00003 , ev

gamma3_47_44 = 0.00014 , ev

gamma3_47_46 = 0.00018 , ev

gamma3_47_47 = 0.01802 , ev

gamma3_47_48 = 0.00013 , ev

gamma3_48_8 = 0.00005 , ev

gamma3_48_16 = 0.00009 , ev

gamma3_48_24 = -0.00003 , ev

gamma3_48_33 = -0.00004 , ev

gamma3_48_44 = -0.00026 , ev

gamma3_48_46 = 0.00005 , ev

gamma3_48_47 = 0.00013 , ev

gamma3_48_48 = 0.03147 , ev

gamma4_8_8 = -0.00037 , ev

gamma4_8_16 = 0.00001 , ev

gamma4_8_24 = 0.00002 , ev

gamma4_8_33 = -0.00002 , ev

gamma4_8_44 = 0.00021 , ev
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gamma4_8_46 = 0.00003 , ev

gamma4_8_47 = 0.00008 , ev

gamma4_8_48 = 0.00005 , ev

gamma4_16_8 = 0.00001 , ev

gamma4_16_16 = -0.00222 , ev

gamma4_16_24 = 0.00011 , ev

gamma4_16_33 = 0.00011 , ev

gamma4_16_44 = 0.00017 , ev

gamma4_16_46 = 0.00004 , ev

gamma4_16_47 = 0.00001 , ev

gamma4_16_48 = 0.00010 , ev

gamma4_24_8 = 0.00002 , ev

gamma4_24_16 = 0.00011 , ev

gamma4_24_24 = 0.02360 , ev

gamma4_24_33 = 0.00001 , ev

gamma4_24_44 = -0.00002 , ev

gamma4_24_46 = -0.00011 , ev

gamma4_24_47 = 0.00012 , ev

gamma4_24_48 = -0.00002 , ev

gamma4_33_8 = -0.00002 , ev

gamma4_33_16 = 0.00011 , ev

gamma4_33_24 = 0.00001 , ev

gamma4_33_33 = 0.03280 , ev

gamma4_33_44 = -0.00017 , ev

gamma4_33_46 = 0.00002 , ev

gamma4_33_47 = -0.00003 , ev

gamma4_33_48 = -0.00004 , ev
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gamma4_44_8 = 0.00021 , ev

gamma4_44_16 = 0.00017 , ev

gamma4_44_24 = -0.00002 , ev

gamma4_44_33 = -0.00017 , ev

gamma4_44_44 = 0.08068 , ev

gamma4_44_46 = -0.00009 , ev

gamma4_44_47 = 0.00014 , ev

gamma4_44_48 = -0.00026 , ev

gamma4_46_8 = 0.00003 , ev

gamma4_46_16 = 0.00004 , ev

gamma4_46_24 = -0.00011 , ev

gamma4_46_33 = 0.00002 , ev

gamma4_46_44 = -0.00009 , ev

gamma4_46_46 = 0.01846 , ev

gamma4_46_47 = 0.00017 , ev

gamma4_46_48 = 0.00004 , ev

gamma4_47_8 = 0.00008 , ev

gamma4_47_16 = 0.00001 , ev

gamma4_47_24 = 0.00012 , ev

gamma4_47_33 = -0.00003 , ev

gamma4_47_44 = 0.00014 , ev

gamma4_47_46 = 0.00017 , ev

gamma4_47_47 = 0.01953 , ev

gamma4_47_48 = 0.00013 , ev

gamma4_48_8 = 0.00005 , ev

gamma4_48_16 = 0.00010 , ev

gamma4_48_24 = -0.00002 , ev
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gamma4_48_33 = -0.00004 , ev

gamma4_48_44 = -0.00026 , ev

gamma4_48_46 = 0.00004 , ev

gamma4_48_47 = 0.00013 , ev

gamma4_48_48 = 0.03045 , ev

S3.5 Surface hopping starting from initial conditions based only

on the 8 normal modes included in MCTDH calculation

Another TSH simulation using SHARC Dynamics, but based on initial conditions generated

using only the 8 normal modes included in the MCTDH simulation presented in the main

text, has been performed based on photoionization. The plot of the evolution of the popula-

tions can be seen in Fig. S18. The evolution of the populations are seen to closely resemble

Figure S18: Evolution of the populations of the states for a TSH simulation based on SHARC
dynamics and initial conditions generated based on the 8 normal modes found to be of primary
interest. The initial conditions were chosen based on photoionization rather than excitation.

those of the other simulations, and thus the shorter lifetime of the initial D3 state cannot

be attributed to the larger number of active normal modes for the initial state generation

in the TSH calculation. Instead the discrepancy must be caused by the difference in the

simulations, e.g., that TSH does not include any quantum effects.
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S3.6 Effect of the 8 normal modes included in MCTDH calcula-

tion on geometrical parameters

It is seen from Fig. S19 that modes 16 and 24 affect the dihedral angle, while the two other

angles are affected by all modes except 46. Mode 48 does however affect the two angles the

most. From Fig. S20 we note that the bond lengths RSTC are affected by modes 24 and 16.

(a) Evolution of θC1C2C3
(b) Evolution of θC2C3C4

(c) Evolution of ϕC1C2C3ST

Figure S19: Effect of the 8 chosen normal modes on the angles of interest illustrated as the
evolution of the angles for different displacements (Q).

The bond lengths RSBTN are likewise affected by mode 16 and to some extent modes 8, 24

and 46, while the RC3C5 bond length is affected mainly by modes 8, 16, 24 and 44. Thus,

all the structural parameters investigated are to some degree affected by the chosen set of

normal modes.
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(a) Evolution of RSBTN1 (b) Evolution of RSBTN2

(c) Evolution of RSTC3 (d) Evolution of RSTC5

(e) Evolution of RC3C5

Figure S20: Effect of the 8 chosen normal modes on the bonds of interest illustrated as the evolution
of the bond lengths for different displacements (Q).
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S3.7 Character of the 8 chosen normal modes

Table S11: Frequencies and characters of the 8 normal modes used in the MCTDH calculation.
Se also SI movies.

Normal mode Frequency/cm−1 Description

8 345.16 Antisymmetric in plane stretching of the bonds
of θC1C2C3 .

16 669.75 Symmetric in plane breathing of the thiophene
unit as well as the benzene and thiodiazole mak-
ing up the benzothiadiazole unit.

24 887.72 In-plane stretching of the ST -C5 and SBT -N2

bonds.
33 1105.83 In plane wagging of the CH bonds.
44 1552.62 Symmetric in plane stretching of the thiophene

unit
46 1644.29 Antisymmetric in-plane stretch of both the thio-

phene unit and the benzene ring.
47 1659.28 Antisymmetric in-plane stretch of both the thio-

phene unit and the benzene ring.
48 1737.00 Symmetric in plane stretch of the benzene ring

of the benzothiodiazole unit.

S3.8 MCTDH with 6 normal modes

The 6 normal modes of main interest are determined to be modes 8, 16, 24, 33, 44 and 47,

and a simulation including only these has been carried out. Due to fewer normal modes,

it was not necessary to utilize mode coupling, and a larger primitive basis (121) could be

used. The resulting plot of the evolution of states shows the same trends as the calculation

including all 8 modes (see Fig. S21).
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Figure S21: Evolution of populations in the MCTDH simulation with 6 included normal
modes.

S3.9 1D density for the active degrees of freedom in the MCTDH

simulation
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(a) Normal mode 8 in state D3 at 50 fs time
delay

(b) Normal mode 8 in state D3 at 150 fs
time delay

(c) Normal mode 8 in state D2 at 50 fs time
delay

(d) Normal mode 8 in state D2 at 150 fs
time delay

(e) Normal mode 8 in state D1 at 50 fs time
delay

(f) Normal mode 8 in state D1 at 150 fs
time delay

(g) Normal mode 8 in state D0 at 50 fs time
delay

(h) Normal mode 8 in state D0 at 150 fs
time delay

Figure S22: The 1D density of the wavepacket for normal mode 8 in the 4 considered states during
the MCTDH simulation for time delays of 50 and 150 fs. The displacement along the normal mode
is given on the first axis.
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(a) Normal mode 16 in state D3 at 50 fs
time delay

(b) Normal mode 16 in state D3 at 150 fs
time delay

(c) Normal mode 16 in state D2 at 50 fs
time delay

(d) Normal mode 16 in state D2 at 150 fs
time delay

(e) Normal mode 16 in state D1 at 50 fs
time delay

(f) Normal mode 16 in state D1 at 150 fs
time delay

(g) Normal mode 16 in state D0 at 50 fs
time delay

(h) Normal mode 16 in state D0 at 150 fs
time delay

Figure S23: The 1D density of the wavepacket for normal mode 16 in the 4 considered states during
the MCTDH simulation for time delays of 50 and 150 fs. The displacement along the normal mode
is given on the first axis.
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(a) Normal mode 24 in state D3 at 50 fs
time delay

(b) Normal mode 24 in state D3 at 150 fs
time delay

(c) Normal mode 24 in state D2 at 50 fs
time delay

(d) Normal mode 24 in state D2 at 150 fs
time delay

(e) Normal mode 24 in state D1 at 50 fs
time delay

(f) Normal mode 24 in state D1 at 150 fs
time delay

(g) Normal mode 24 in state D0 at 50 fs
time delay

(h) Normal mode 24 in state D0 at 150 fs
time delay

Figure S24: The 1D density of the wavepacket for normal mode 24 in the 4 considered states during
the MCTDH simulation for time delays of 50 and 150 fs. The displacement along the normal mode
is given on the first axis.
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(a) Normal mode 33 in state D3 at 50 fs
time delay

(b) Normal mode 33 in state D3 at 150 fs
time delay

(c) Normal mode 33 in state D2 at 50 fs
time delay

(d) Normal mode 33 in state D2 at 150 fs
time delay

(e) Normal mode 33 in state D1 at 50 fs
time delay

(f) Normal mode 33 in state D1 at 150 fs
time delay

(g) Normal mode 33 in state D0 at 50 fs
time delay

(h) Normal mode 33 in state D0 at 150 fs
time delay

Figure S25: The 1D density of the wavepacket for normal mode 33 in the 4 considered states during
the MCTDH simulation for time delays of 50 and 150 fs. The displacement along the normal mode
is given on the first axis.
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(a) Normal mode 44 in state D3 at 50 fs
time delay

(b) Normal mode 44 in state D3 at 150 fs
time delay

(c) Normal mode 44 in state D2 at 50 fs
time delay

(d) Normal mode 44 in state D2 at 150 fs
time delay

(e) Normal mode 44 in state D1 at 50 fs
time delay

(f) Normal mode 44 in state D1 at 150 fs
time delay

(g) Normal mode 44 in state D0 at 50 fs
time delay

(h) Normal mode 44 in state D0 at 150 fs
time delay

Figure S26: The 1D density of the wavepacket for normal mode 44 in the 4 considered states during
the MCTDH simulation for time delays of 50 and 150 fs. The displacement along the normal mode
is given on the first axis.
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(a) Normal mode 46 in state D3 at 50 fs
time delay

(b) Normal mode 46 in state D3 at 150 fs
time delay

(c) Normal mode 46 in state D2 at 50 fs
time delay

(d) Normal mode 46 in state D2 at 150 fs
time delay

(e) Normal mode 46 in state D1 at 50 fs
time delay

(f) Normal mode 46 in state D1 at 150 fs
time delay

(g) Normal mode 46 in state D0 at 50 fs
time delay

(h) Normal mode 46 in state D0 at 150 fs
time delay

Figure S27: The 1D density of the wavepacket for normal mode 46 in the 4 considered states during
the MCTDH simulation for time delays of 50 and 150 fs. The displacement along the normal mode
is given on the first axis.

S52



(a) Normal mode 47 in state D3 at 50 fs
time delay

(b) Normal mode 47 in state D3 at 150 fs
time delay

(c) Normal mode 47 in state D2 at 50 fs
time delay

(d) Normal mode 47 in state D2 at 150 fs
time delay

(e) Normal mode 47 in state D1 at 50 fs
time delay

(f) Normal mode 47 in state D1 at 150 fs
time delay

(g) Normal mode 47 in state D0 at 50 fs
time delay

(h) Normal mode 47 in state D0 at 150 fs
time delay

Figure S28: The 1D density of the wavepacket for normal mode 47 in the 4 considered states during
the MCTDH simulation for time delays of 50 and 150 fs. The displacement along the normal mode
is given on the first axis.
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(a) Normal mode 48 in state D3 at 50 fs
time delay

(b) Normal mode 48 in state D3 at 150 fs
time delay

(c) Normal mode 48 in state D2 at 50 fs
time delay

(d) Normal mode 48 in state D2 at 150 fs
time delay

(e) Normal mode 48 in state D1 at 50 fs
time delay

(f) Normal mode 48 in state D1 at 150 fs
time delay

(g) Normal mode 48 in state D0 at 50 fs
time delay

(h) Normal mode 48 in state D0 at 150 fs
time delay

Figure S29: The 1D density of the wavepacket for normal mode 48 in the 4 considered states during
the MCTDH simulation for time delays of 50 and 150 fs. The displacement along the normal mode
is given on the first axis.

S54



S4 XAS

S4.1 XAS of neutral species

S4.1.1 BHHLYP/aug-cc-pVTZ(S)/cc-pVDZ(remaining atoms)

The sulfur K-edge core excitation energies and oscillator strengths of neutral BT-1T at the

BHHLYP level of theory with the aug-cc-pVTZ basis set used on S and the cc-pVDZ basis

set used on the remaining atoms can be found in table S12.

Table S12: BT-1T: 15 core excitation energies at the S K-edge and their respective oscillator
strengths for the ground state of the neutral molecule. BHHLYP calculations with aug-cc-pVTZ
on S and cc-pVDZ on remaining atoms at the ground state optimized geometry. No shifts have
been applied to the reported energies.

Energy/eV fosc
2447.3081 0.0055
2447.3248 0.0040
2447.4139 0.0022
2447.9558 0.0072
2449.0181 0.0006
2449.5727 0.0014
2450.2549 0.0016
2450.3759 0.0031
2450.8342 0.0006
2450.8915 0.0005
2451.1422 0.0006
2451.3381 0.0009
2451.4222 0.0000
2451.6699 0.0001
2451.7010 0.0001

The NTOs of the main peaks of the S0 spectrum can be seen in Fig. S30.
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(a) Hole NTO of the 1st core
excitation (1s of ST ), σ2

K = 1.00
(b) Particle NTO of the 1st
core excitation, σ2

K = 1.00

(c) Hole NTO of the 2nd core
excitation (1s of SBT ), σ2

K =
1.00

(d) Particle NTO of the 2nd
core excitation, σ2

K = 1.00

(e) Hole NTO of the 3rd core
excitation (1s of ST ), σ2

K = 1.00
(f) Particle NTO of the 3rd
core excitation, σ2

K = 1.00

(g) Hole NTO of the 4th core
excitation (1s of SBT ), σ2

K =
1.00

(h) Particle NTO of the 4th
core excitation, σ2

K = 1.00

(i) Hole NTO of the 6th core
excitation (1s of ST ), σ2

K = 1.00
(j) Particle NTO of the 6th
core excitation, σ2

K = 1.00

(k) Hole NTO of the 8th core
excitation (1s of SBT ), σ2

K =
1.00

(l) Particle NTO of the 8th core
excitation, σ2

K = 1.00

Figure S30: Neutral BT-1T: Dominating orbitals for the 1st-4th, 6th and 8th core transitions from
the ground state, calculated at the BHHLYP/aug-cc-pVTZ(S)/cc-pVDZ(remaining atoms) at the
ground state optimized geometry.
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S4.1.2 fc-CVS-EOM-CCSD/aug-cc-pVTZ(S)/cc-pVDZ(remaining atoms)

The core excitation energies and oscillator strengths for the neutral molecule at the fc-CVS-

EOM-CCSD level of theory with aug-cc-pVTZ on S and cc-pVDZ on the remaining atoms

can be found in Table S13.

Table S13: Neutral BT-1T: 15 core excitation energies at the S K-edge and their respective oscil-
lator strengths of ground state XAS, calculated at the fc-CVS-EOM-CCSD/aug-cc-pVTZ(S)/cc-
pVDZ(remaining atoms) at the ground state optimized geometry.

Energy/eV fosc
2478.7693 0.0057
2479.0386 0.0040
2479.1923 0.0025
2479.4042 0.0074
2480.7483 0.0011
2481.4769 0.0020
2481.6080 0.0005
2481.7322 0.0032
2482.0228 0.0008
2482.3031 0.0009
2482.6052 0.0009
2482.6337 0.0001
2482.9595 0.0005
2483.7182 0.0010
2483.7255 0.0000

The NTOs of the main peaks can be seen in Figs. S31 and S32.
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(a) Hole NTO of the 1st core
excitation (1s of ST ), σ2

K = 0.85
(b) Particle NTO of the 1st
core excitation, σ2

K = 0.85

(c) Hole NTO of the 2nd core
excitation (1s of SBT ), σ2

K =
0.79

(d) Particle NTO of the 2nd
core excitation, σ2

K = 0.79

(e) Hole NTO of the 3rd core
excitation (1s of ST ), σ2

K = 0.80
(f) Particle NTO of the 3rd
core excitation, σ2

K = 0.80

(g) Hole NTO of the 4th core
excitation (1s of SBT ), σ2

K =
0.85

(h) Particle NTO of the 4th
core excitation, σ2

K = 0.85

Figure S31: The dominating NTOs for the 1st-4th core transitions of the neutral molecule in the
ground state calculated at the fc-CVS-EOM-CCSD level of theory with the aug-cc-pVTZ basis on
S and cc-pVDZ on the remaining atoms at the ground state optimized geometry.
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(a) Hole NTO of the 5th core
excitation (1s of ST ), σ2

K = 0.85
(b) Particle NTO of the 5th
core excitation, σ2

K = 0.85

(c) Hole NTO of the 8th core
excitation (1s of SBT ), σ2

K =
0.85

(d) Particle NTO of the 8th
core excitation, σ2

K = 0.85

(e) Hole NTO of the 14th core
excitation (1s of SBT ), σ2

K =
0.86

(f) Particle NTO of the 14th
core excitation, σ2

K = 0.86

Figure S32: Dominating NTOs for the 5th, 8th, and 14th core transitions in the neutral molecule
(in S0) calculated at the fc-CVS-EOM-CCSD level of theory with the aug-cc-pVTZ basis on S and
cc-pVDZ on the remaining atoms at the ground state optimized geometry.
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S4.2 XAS of ionized species

S4.2.1 BHHLYP/aug-cc-pVTZ(on S)/cc-pVDZ(remaining atoms)

The core excitation energies and oscillator strengths for the cation at the BHHLYP level of

theory with the aug-cc-pVTZ basis set used on S and the cc-pVDZ basis set used on the

remaining atoms can be found in table S14.

Table S14: BT-1T+: 10 core excitation energies at the S K-edge and their respective oscillator
strengths for each of the four states of interest calculated at the (IMOM-)BHHLYP level of theory
with aug-cc-pVTZ on S and cc-pVDZ on the remaining atoms. No shifts have been applied to the
reported energies.

D0 D1 D2 D3

Energy/eV fosc Energy/eV fosc Energy/eV fosc Energy/eV fosc
2445.1816 0.0002 2442.1057 0.0049 2442.9665 0.0016 2443.2263 0.0000
2446.7464 0.0014 2445.8192 0.0003 2443.8409 0.0037 2444.7804 0.0011
2446.9548 0.0011 2447.0174 0.0000 2447.3550 0.0000 2446.9578 0.0001
2446.9720 0.0004 2447.2342 0.0041 2447.5696 0.0008 2447.0688 0.0009
2447.2816 0.0022 2447.7024 0.0000 2447.6759 0.0058 2447.1002 0.0019
2447.3298 0.0060 2448.1123 0.0075 2448.0578 0.0007 2447.3060 0.0060
2447.5112 0.0009 2448.3821 0.0003 2448.2737 0.0018 2447.6719 0.0013
2447.7188 0.0000 2448.7331 0.0056 2448.3439 0.0000 2447.7887 0.0001
2448.0947 0.0012 2449.5416 0.0010 2448.7610 0.0076 2448.0667 0.0017
2448.1376 0.0077 2450.1424 0.0000 2448.8896 0.0004 2448.2212 0.0078

The excited state spectra are generated with IMOM, i.e. a state has been prepared with

an electron removed from the (HOMO-n)0 for n=0,3 and a ground state-like spectrum has

subsequently been determined. This approach was discussed not only for TDDFT, but also

for CC methods by Tsuru et al.,9 and was found to yield good results. Observe, however, that

the generated state is not orthogonal to the ground state and that spin contamination occurs.

In these calculations, we obtain ⟨S2⟩ = 0.8158 for D0 (hole in (HOMO)0), ⟨S2⟩ = 0.8357 for

D1 (hole in (HOMO-1)0), ⟨S2⟩ = 0.7956 for D2 (hole in (HOMO-2)0) and ⟨S2⟩ = 0.7755 for

D3 (hole in (HOMO-3)0).

The NTOs of the main transitions of the peaks can be found in Figs. S33-S36.

In the D1-state of the ion, i.e. the hole in the (HOMO-1)0 orbital, we observe the

first bright transition to be from ST to an orbital resembling (HOMO-1)0. The remaining

transitions fall in the same region as the D0 signal, and involves many of the same orbitals.

The first of these other NTO pairs actually indicates a transition into an orbital resembling
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(a) Hole NTO of the 6th core
excitation (1s of ST ), σ2

K = 0.69
(β)

(b) Particle NTO of the 6th
core excitation, σ2

K = 0.69 (β)

(c) Hole NTO of the 10th core
excitation (1s of SBT ), σ2

K =
0.53 (β)

(d) Particle NTO of the 10th
core excitation, σ2

K = 0.53 (β)

Figure S33: The dominating orbitals for the 6th and 10th core transitions of the ion in D0

calculated at the BHHLYP level of theory with aug-cc-pVTZ on S and cc-pVDZ on remaining
atoms.

the LUMO as shown in Khalili et al.2

In the D2-state of the ion, i.e. the hole in the (HOMO-2)0 orbital, we observe the first two

bright transitions to be from either ST or SBT into an orbital resembling the (HOMO-2)0.

The remaining two NTO pairs observed for the main transitions are again identical to those

observed for D0.

In the D3-state of the ion, i.e. the hole in the (HOMO-3)0 orbital, we observe the first

bright transition to be from ST to an orbital resembling (HOMO-3)0. Note though, that this

signal has very low intensity.
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(a) Hole NTO of the 1st core
excitation (1s of ST ), σ2

K = 1.00
(β)

(b) Particle NTO of the 1st
core excitation, σ2

K = 1.00 (β)

(c) Hole NTO of the 4th core
excitation (1s of SBT ), σ2

K =
0.52 (α)

(d) Particle NTO of the 4th
core excitation, σ2

K = 0.52 (α)

(e) Hole NTO of the 6th core
excitation (1s of SBT ), σ2

K =
0.50 (α)

(f) Particle NTO of the 6th
core excitation, σ2

K = 0.50 (α)

(g) Hole NTO of the 8th core
excitation (1s of ST ), σ2

K = 0.70
(α)

(h) Particle NTO of the 8th
core excitation, σ2

K = 0.70 (α)

(i) Hole NTO of the 9th core
excitation (1s of ST ), σ2

K = 1.00
(α)

(j) Particle NTO of the 9th
core excitation, σ2

K = 1.00 (α)

Figure S34: The dominating orbitals for the 1st, 4th, 6th, 8th and 9th core transitions of the ion
in D1 calculated at the IMOM-BHHLYP level of theory with aug-cc-pVTZ on S and cc-pVDZ on
remaining atoms.
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(a) Hole NTO of the 1st core
excitation (1s of ST ), σ2

K = 1.00
(β)

(b) Particle NTO of the 1st
core excitation, σ2

K = 1.00 (β)

(c) Hole NTO of the 2nd core
excitation (1s of SBT ), σ2

K =
1.00 (β)

(d) Particle NTO of the 2nd
core excitation, σ2

K = 1.00 (β)

(e) Hole NTO of the 5th core
excitation (1s of ST ), σ2

K = 0.55
(α)

(f) Particle NTO of the 5th
core excitation, σ2

K = 0.55 (α)

(g) Hole NTO of the 9th core
excitation (1s of SBT ), σ2

K =
0.55 (α)

(h) Particle NTO of the 9th
core excitation, σ2

K = 0.55 (α)

Figure S35: The dominating orbitals for the 1st, 2nd, 5th and 9th core transitions of the ionin
D2 calculated at the IMOM-BHHLYP level of theory with aug-cc-pVTZ on S and cc-pVDZ on
remaining atoms.
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(a) Hole NTO of the 2nd core
excitation (1s of SBT ), σ2

K =
1.00 (β)

(b) Particle NTO of the 2nd
core excitation, σ2

K = 1.00 (β)

(c) Hole NTO of the 6th core
excitation (1s of ST ), σ2

K = 0.63
(β)

(d) Particle NTO of the 6th
core excitation, σ2

K = 0.63 (β)

(e) Hole NTO of the 10th core
excitation (1s of SBT ), σ2

K =
0.59 (β)

(f) Particle NTO of the 10th
core excitation, σ2

K = 0.59 (β)

Figure S36: The dominating orbitals for the 2nd, 6th and 10th core transitions of the ion in
D3 calculated at the IMOM-BHHLYP level of theory with aug-cc-pVTZ on S and cc-pVDZ on
remaining atoms.
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S4.2.2 fc-CVS-EOM-CCSD/aug-cc-pVTZ(on S)/cc-pVDZ(remaining atoms)

The core excitation energies and oscillator strengths for the cation at the fc-CVS-EOM-

CCSD level of theory with aug-cc-pVTZ on S and cc-pVDZ on remaining atoms can be

found in table S15. All states were generated using IMOM, and are based on a UHF reference

Table S15: BT-1T+: 10 core excitation energies at the S K-edge and their respective oscillator
strengths for each of the four states of interest calculated at the (IMOM-)fc-CVS-EOM-CCSD level
of theory with aug-cc-pVTZ on S and cc-pVDZ on remaining atoms. The CC calculation is based
on a UHF calculation.

D0 D1 D2 D3

Energy/eV fosc Energy/eV fosc Energy/eV fosc Energy/eV fosc
2476.8241 0.0002 2473.8293 0.0055 2474.448 0.002 2474.8992 0.0000
2478.3614 0.0016 2476.8739 0.0005 2475.4775 0.0036 2476.8969 0.0004
2478.5051 0.0008 2479.2628 0.0014 2478.9053 0.0002 2478.4904 0.0007
2478.6119 0.0018 2479.3550 0.0001 2479.1358 0.0057 2478.6119 0.0019
2478.8319 0.0056 2479.4483 0.0022 2479.48 0.0009 2478.7909 0.0056
2479.1448 0.0028 2479.6680 0.0078 2479.8313 0.0008 2478.8540 0.0012
2479.1642 0.0000 2479.9134 0.0003 2480.0662 0.0019 2479.2956 0.0023
2479.4822 0.0078 2480.1668 0.0056 2480.945 0.0000 2479.4470 0.0015
2479.5291 0.0000 2480.9120 0.0011 2481.038 0.0006 2480.5437 0.0001
2479.9509 0.0013 2481.6946 0.0003 2481.1502 0.0003 2480.9319 0.0027

calculation. Thus, spin-contamination in the CC calculations is found with ⟨S2⟩ = 0.7897

for D0 (hole in (HOMO)0), ⟨S2⟩ = 0.7584 for D1 (hole in (HOMO-1)0), ⟨S2⟩ = 0.7620 for

D2 (hole in (HOMO-2)0) and ⟨S2⟩ = 0.7573 for D3 (hole in (HOMO-3)0).

The NTOs of the main peaks can be seen in Figs. S37 and S40.

The two main transitions for D0 show the same NTOs as found in the TDDFT calcula-

tions.

Interestingly, the dominating NTO pair for the first core transitions in the ion in the D1

state appears to be to the (HOMO-2)0 orbital, which is not consistent with the description

of the molecule we expect.

The same types of transitions observable in the TDDFT calculation are found at the

CCSD level of theory for D2. The first two bright transitions are found to be a result of

transitions from ST and SBT , respectively to an orbital resembling the (HOMO-2)0.

As also observed at the TDDFT level of theory, the first transition in the D3 spectrum

corresponds to a transition from the 1s on SBT to an orbital resembling (HOMO-3)0, while
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(a) Hole NTO of the 5th core
excitation (1s of ST ), σ2

K = 0.71
(β)

(b) Particle NTO of the 5th
core excitation, σ2

K = 0.71 (β)

(c) Hole NTO of the 8th core
excitation (1s of ST ), σ2

K = 0.44
(β)

(d) Particle NTO of the 8th
core excitation, σ2

K = 0.44 (β)

Figure S37: The dominating orbitals for the 5th and 8th core transitions of BT-1T+ in the ground
state (D0) calculated at the fc-CVS-EOM-CCSD level of theory with the aug-cc-pVTZ basis in S
and cc-pVDZ on remaining atoms at the ground state optimized geometry.

the remaining transitions correspond to transitions also seen in the the D0 XAS.

S66



(a) Hole NTO of the 1st core
excitation (1s of ST ), σ2

K =
1.00, (β)

(b) Particle NTO of the 1st
core excitation, σ2

K = 1.00, (β)

(c) Hole NTO of the 6th core excitation
(1s of SBT , σ2

K = 0.52, (α)
(d) Particle NTO of the 6th core excita-
tion, σ2

K = 0.52, (α)

(e) Hole NTO of the 8th core
excitation (1s of ST ), σ2

K =
0.57, (α)

(f) Particle NTO of the 8th
core excitation, σ2

K = 0.57, (α)

(g) Hole NTO of the 9th core
excitation (1s of ST ), σ2

K =
0.72, (α)

(h) Particle NTO of the 9th
core excitation, σ2

K = 0.72, (α)

Figure S38: The dominating orbitals for the 1st, 6th, 8th and 9th core transitions of BT-1T+ in
the D1 state calculated at the IMOM-fc-CVS-EOM-CCSD level of theory with the aug-cc-pVTZ
basis on S and cc-pVDZ on remaining atoms at the excited state optimized geometry.
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(a) Hole NTO of the 1st core
excitation (1s of ST ), σ2

K = 0.83
(β)

(b) Particle NTO of the 1st
core excitation, σ2

K = 0.83 (β)

(c) Hole NTO of the 2nd core
excitation (1s of SBT ), σ2

K =
0.82 (β)

(d) Particle NTO of the 2nd
core excitation, σ2

K = 0.82 (β)

(e) Hole NTO of the 4th core
excitation (1s of ST ), σ2

K = 0.55
(α)

(f) Particle NTO of the 4th
core excitation, σ2

K = 0.55 (α)

(g) Hole NTO of the 7th core
excitation (1s of SBT ), σ2

K =
0.80 (α)

(h) Particle NTO of the 7th
core excitation, σ2

K = 0.80 (α)

(i) Hole NTO of the 9th core
excitation (1s of SBT ), σ2

K =
0.79 (β)

(j) Particle NTO of the 9th
core excitation, σ2

K = 0.79 (β)

Figure S39: The dominating orbitals for the 1st, 2nd, 4th, 7th and 9th core transitions of BT-1T+

in the D2 state calculated at the IMOM-fc-CVS-EOM-CCSD level of theory with the aug-cc-pVTZ
basis in S and cc-pVDZ on remaining atoms at the ground state optimized geometry.
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(a) Hole NTO of the 2nd core
excitation (1s of SBT ), σ2

K =
0.72 (β)

(b) Particle NTO of the 2nd
core excitation, σ2

K = 0.72 (β)

(c) Hole NTO of the 5th core
excitation (1s of ST ), σ2

K = 0.68
(β)

(d) Particle NTO of the 5th
core excitation, σ2

K = 0.68 (β)

(e) Hole NTO of the 7th core
excitation (1s of SBT ), σ2

K =
0.77 (β)

(f) Particle NTO of the 7th
core excitation, σ2

K = 0.77 (β)

(g) Hole NTO of the 10th core
excitation (1s of ST ), σ2

K = 0.59
(β)

(h) Particle NTO of the 10th
core excitation, σ2

K = 0.59 (β)

Figure S40: The dominating orbitals for the 2nd, 5th, 7th, and 10th core transitions of BT-1T+

in the D3 state calculated at the IMOM-fc-CVS-EOM-CCSD level of theory with the aug-cc-pVTZ
basis in S and cc-pVDZ on remaining atoms at the ground state optimized geometry.
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D1 using IMOM based on the ion rather than the neutral molecule

As the NTO pair for the core-to-SOMO transition in D1 was unexpected based on which

MOs are occupied, a different approach to generate this spectrum has been tested.Here, we

use the orbitals of the cation as the initial guess in IMOM. Unfortunately, this cannot be

done for all states, as the IMOM procedure in some cases fails to converge, however, for the

D1 state, it is possible. The comparisons between the resulting spectrum and the spectrum

obtained using IMOM based on the orbitals of the neutral molecule is shown in Fig. S41.

The obtained energies and oscillator strengths can be found in Table S16.

Figure S41: BT-1T+: XAS of the D1 state at the geometry optimized to the ground state of
the neutral molecule. The results are shown both when employing IMOM based on the neutral
molecule, and when employing IMOM based on the ion. HWHM=0.25 eV.

We observe that the two spectra are very similar except for a small shift. The spectrum

calculated with IMOM based on the cation shows a greater resemblance to D0 at higher

energies, and the small second transition is shifted towards higher energy.

The NTOs determined, are found in Fig. S42. We observe that here, the first transition

does indeed appear to be into an orbital resembling (HOMO-1)0, as expected. The remain-

ing three NTO pairs appear identical to those found when employing IMOM based on the

orbitals of the neutral molecule. We therefore conclude that, while care should be taken
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Table S16: BT-1T+: 10 core excitation energies and oscillator strengths for the D1 state at the
geometry optimized to the ground state of the neutral molecule. The results are shown both when
employing IMOM based on the neutral molecule, and when employing IMOM based on the ion.

IMOM based on neutral molecule IMOM based on ion
Energy/eV fosc Energy/eV fosc
2473.8293 0.0055 2473.5575 0.0050
2476.8739 0.0005 2478.4417 0.0001
2479.2628 0.0014 2478.7767 0.0014
2479.3550 0.0001 2479.1200 0.0018
2479.4483 0.0022 2479.1206 0.0011
2479.6680 0.0078 2479.4324 0.0077
2479.9134 0.0003 2480.0052 0.0007
2480.1668 0.0056 2480.2890 0.0054
2480.9120 0.0011 2480.9437 0.0011
2481.6946 0.0003 2481.4512 0.0000

when assigning NTOs to the different transitions, the overall spectral shape is unchanged.
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(a) Hole NTO of the 1st core
excitation (1s of ST ), σ2

K =
0.83, (β)

(b) Particle NTO of the 1st
core excitation, σ2

K = 0.83, (β)

(c) Hole NTO of the 6th core
excitation (1s of SBT , σ2

K =
0.43, (α)

(d) Particle NTO of the 6th
core excitation, σ2

K = 0.43, (α)

(e) Hole NTO of the 9th core
excitation (1s of ST ), σ2

K =
0.75, (α)

(f) Particle NTO of the 9th
core excitation, σ2

K = 0.75, (α)

Figure S42: The dominating orbitals for the 1st, 6th and 9th core transitions of BT-1T+ in the D1

state calculated using IMOM based on the ion at the fc-CVS-EOM-CCSD level of theory with the
aug-cc-pVTZ basis on S and cc-pVDZ on remaining atoms at the ground state optimized geometry.
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(a) HOMOD1+

(b) (HOMO-1)D1+

(c) (HOMO-2)D1+

(d) (HOMO-3)D1+

Figure S43: The molecular orbitals of interest for the D1 state when generated based on the
overlap with the MOs of the ion. The MOs are calculated at the UHF level of theory (on which
the fc-CVS-EOM-CCSD calculations are based) with aug-cc-pVTZ basis on S and cc-pVDZ on
remaining atoms. The orbitals shown are β-spin orbitals.
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Core-to-SOMO transitions calculated from ionization potentials

At the EOM-CCSD level of theory it is possible in Q-Chem to determine the transition

moment between a core ionized and a valence ionized state. This can be used to determine

the intensities of the core-to-SOMO transitions of the photoionized molecule. The excitation

energies are here determined as the energy difference between the core ionization and the

valence ionization energies. This is based on the assumption that the MOs to retain their

relative energies in all states. It is noted that the core-to-SOMO transitions in D0 and D3

Table S17: Transition strengths and energies for core-to-SOMO transitions, when determined
based on the transition moment between core ionized and valence ionized states. The calculation
employed the fc-(CVS-)EOM-CCSD level of theory using the aug-cc-pVTZ basis on S and cc-pVDZ
on remaining atoms.

Transition ∆E/eV fosc
ST →HOMO0 2475.9781 0.000098
SBT →HOMO0 2477.8293 0.000007
ST →(HOMO-1)0 2474.7320 0.003374
SBT →(HOMO-1)0 2476.5814 0.000283
ST →(HOMO-2)0 2474.4446 0.000312
SBT →(HOMO-2)0 2476.2954 0.002425
ST →(HOMO-3)0 2474.1651 0.000005
SBT →(HOMO-3)0 2476.0161 0.000158

are predicted to be dark in good agreement with the IMOM based calculations. Likewise,

the D1 and D2 core-to-SOMO transitions are found to be bright for ST and to occur in the

same energy region. We also note that the core-to-SOMO transition on SBT in D2 is found

to be the most intense, as also seen using IMOM.

S4.3 XAS at different geometries

The XAS calculated at the BHHLYP level of theory at 0 fs (GS optimized geometry), 50 fs

and 150 fs can be seen in Fig. S44 for the four states. The calculated excitation energies and

oscillator strengths are reported in tables S18 and S19. It was not possible to converge all

fc-CVS-EOM-CCSD calculations (neither using, IMOM, State-Targeted Energy Projection

nor Square Gradient Minimization), and such calculations are therefore not shown.

It is observed that the change in geometry does not greatly affect the spectra. Some

small overall energetic shifts are seen as well as a few small changes to the relative positions
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of the signals. A larger difference is however noted in the D2 spectra. Based on the geome-

tries generated by the MCTDH simulation only one bright core-to-SOMO peak is observed,

whereas the ground state optimized geometry gives rise to two. Note that it is in all three

cases the transition from 1s(SBT ) that gives rise to the most intense core-to-SOMO transi-

tion, however, the energetic ordering of the two core-to-SOMO transitions change from the

GS optimized structure to the structures obtained after a time-delay.

Table S18: BT-1T+: 10 core excitation energies at the S K-edge and their respective oscillator
strengths for each of the four states of interest calculated at the (IMOM-)BHHLYP level of theory
with aug-cc-pVTZ on S and cc-pVDZ on remaining atoms. The geometry is the average structure
determined from the MCTDH simulation at a time delay of 50 fs. No shifts have been applied to
the reported energies.

D0 D1 D2 D3

Energy/eV fosc Energy/eV fosc Energy/eV fosc Energy/eV fosc
2445.5235 0.0000 2441.8520 0.0054 2443.5440 0.0046 2443.0021 0.0003
2446.2535 0.0013 2446.2483 0.0000 2444.1510 0.0002 2444.2899 0.0015
2446.4209 0.0007 2446.8489 0.0002 2446.5104 0.0002 2446.6185 0.0000
2446.7267 0.0005 2447.0788 0.0038 2446.7010 0.0005 2446.7380 0.0008
2446.9574 0.0062 2447.3830 0.0000 2446.7096 0.0010 2447.0254 0.0069
2446.9731 0.0032 2447.8321 0.0082 2447.1279 0.0063 2447.3607 0.0016
2447.3603 0.0000 2448.2660 0.0001 2447.7775 0.0003 2447.3655 0.0011
2447.6729 0.0001 2448.6614 0.0063 2447.7926 0.0004 2447.4168 0.0001
2447.8151 0.0082 2449.3181 0.0000 2448.2040 0.0004 2447.8343 0.0001
2447.8261 0.0006 2449.3920 0.0001 2448.2514 0.0039 2447.8828 0.0084

Table S19: BT-1T+: 10 core excitation energies at the S K-edge and their respective oscillator
strengths for each of the four states of interest calculated at the (IMOM-)BHHLYP level of theory
with aug-cc-pVTZ on S and cc-pVDZ on remaining atoms. The geometry is the average structure
based on the MCTDH simulation at a time delay of 150 fs. No shifts have been applied to the
reported energies.

D0 D1 D2 D3

Energy/eV fosc Energy/eV fosc Energy/eV fosc Energy/eV fosc
2445.3921 0.0000 2442.0778 0.0051 2443.7328 0.0044 2443.2276 0.0001
2446.3873 0.0013 2446.2035 0.0001 2444.1163 0.0002 2444.4980 0.0013
2446.4742 0.0008 2446.9410 0.0000 2446.5676 0.0002 2446.5678 0.0010
2446.7847 0.0008 2447.1467 0.0038 2446.7456 0.0013 2446.8236 0.0000
2447.0340 0.0059 2447.2632 0.0000 2446.8493 0.0003 2447.2219 0.0033
2447.0900 0.0027 2447.7171 0.0082 2447.2839 0.0060 2447.2332 0.0045
2447.2853 0.0000 2448.2217 0.0002 2447.7352 0.0006 2447.2550 0.0016
2447.6031 0.0005 2448.6379 0.0062 2447.8150 0.0001 2447.3730 0.0001
2447.7188 0.0001 2449.1883 0.0000 2448.0898 0.0001 2447.8229 0.0001
2447.7440 0.0083 2449.3030 0.0008 2448.1508 0.0003 2447.8431 0.0084
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Figure S44: XAS of BT-1T+. The spectrum is shown for the D0 (bottom panel), D1 (3rd panel),
D2 (2nd panel) and D3 (top panel). In each state the spectrum has been calculated at the ground
state optimized geometry corresponding to a time delay of 0 fs (green), the structure predicted
at a 50 fs time delay (blue) as well as the structure predicted at a 150 fs time delay (cyan). All
spectra have been determined at the TDDFT (BHHLYP) level of theory. The aug-cc-pVTZ basis
was employed on S, while the cc-pVDZ basis was employed on remaining atoms. HWHM=0.25 eV.
All results are shifted by 31.5 eV for better comparisons with the other simulated spectra.
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(a) HOMOD0
after 50 fs (b) HOMOD0

after 150 fs

(c) (HOMO-1)D0 after 50 fs (d) (HOMO-1)D0 after 150 fs

(e) (HOMO-2)D0 after 50 fs (f) (HOMO-2)D0 after 150 fs

(g) (HOMO-3)D0 after 50 fs (h) (HOMO-3)D0 after 150 fs

Figure S45: The molecular orbitals of interest for the neutral molecule calculated at D0 geometry
at a time delay of 50 fs (left) and 150 fs (right) at the BHHLYP level of theory with aug-cc-pVTZ
basis on S and cc-pVDZ on remaining atoms.
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S4.3.1 NTOs for valence excitations at different time delays

(a) Hole NTO of the 1st exci-
tation (resembles (HOMO-1)0),
σ2
K = 0.93 (β)

(b) Particle NTO of the 1st
excitation (resembles HOMO0),
σ2
K = 0.93 (β)

(c) Hole NTO of the 2nd exci-
tation (resembles (HOMO-2)0),
σ2
K = 0.91 (β)

(d) Particle NTO of the 2nd
excitation (resembles HOMO0),
σ2
K = 0.60 (β)

(e) Hole NTO of the 3rd exci-
tation (resembles (HOMO-3)0),
σ2
K = 0.60 (β)

(f) Particle NTO of the 3rd
excitation (resembles HOMO0),
σ2
K = 0.60 (β)

Figure S46: The dominating NTOs for the 3 lowest lying valence transitions in BT-1T+ at the 50
fs time delay structure for D0. The orbitals have been calculated at the BHHLYP level of theory
with aug-cc-pVTZ on S and cc-pVDZ on remaining atoms without use of TDA.

Table S20: The three lowest excitation energies from D0 calculated at the BHHLYP level of theory
with aug-cc-pVTZ on S and cc-pVDZ on remaining atoms for the D0 structure at 50 fs time delay.

Excited state Excitation energy (eV) fosc
D1 1.6150 0.00500
D2 1.7756 0.03293
D3 2.1230 0.00468

While the NTO pairs for the 3 lowest lying valence transitions are observed to remain the

same at the two time delays (Figs. S46 and S47), the oscillator strengths of the transitions

are seen to change (tables S20 and S21).
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(a) Hole NTO of the 1st exci-
tation (resembles (HOMO-1)0),
σ2
K = 0.97 (β)

(b) Particle NTO of the 1st
excitation (resembles HOMO0),
σ2
K = 0.97 (β)

(c) Hole NTO of the 2nd exci-
tation (resembles (HOMO-2)0),
σ2
K = 0.94 (β)

(d) Particle NTO of the 2nd
excitation (resembles HOMO0),
σ2
K = 0.94 (β)

(e) Hole NTO of the 3rd exci-
tation (resembles (HOMO-3)0),
σ2
K = 0.78 (β)

(f) Particle NTO of the 3rd
excitation (resembles HOMO0),
σ2
K = 0.78 (β)

Figure S47: The dominating NTOs for the 3 lowest lying transitions in BT-1T+ at the 150 fs
time delay structure in D0. The orbitals have been calculated at the BHHLYP level of theory with
aug-cc-pVTZ on S and cc-pVDZ on remaining atoms without use of TDA.

Table S21: The three lowest excitation energies from D0 calculated at the BHHLYP level of theory
with aug-cc-pVTZ on S and cc-pVDZ on remaining atoms for the D0 structure at 150 fs time delay.

Excited state Excitation energy (eV) fosc
D1 1.4785 0.00057
D2 1.6928 0.04297
D3 2.0188 0.04587

S4.3.2 Spin-contamination
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Table S22: ⟨S2⟩ for each BHHLYP level calculation as a measure of spin contamination.

⟨S2⟩
Empty orbital 50 fs 150 fs
(HOMO-3)0 0.8562 0.8322
(HOMO-2)0 1.0349 1.0281
(HOMO-1)0 0.8803 0.8738
(HOMO)0 0.8600 0.8604
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APPENDIX F
BT-1T: Molecular
Orbitals and XAS

Data
F.1 Molecular Orbitals

(a) LUMO0 calculated at the BHH-
LYP level of theory

(b) LUMO0 calculated at the RHF
level of theory

(c) HOMO0 calculated at the BHH-
LYP level of theory

(d) HOMO0 calculated at the RHF
level of theory

Figure F.1. BT-1T. HOMO and LUMO at the S0 optimized structure calculated at the
BHHLYP/cc-pVDZ level of theory. The MOs are calculated at the BHHLYP (left) and
RHF (right) level of theory with the aug-cc-pVTZ basis on S and the cc-pVDZ basis on
the remaining atoms. Contour value is ±0.01 a.u. The HOMOs are from Manuscript 2
(Appendix E).
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Figure F.2. BT-1T. HOMO0 at the S0 optimized structure calculated at the
BHHLYP/cc-pVDZ level of theory. The MOs are calculated at the BHHLYP level
of theory with the aug-cc-pVTZ basis on S and the cc-pVDZ basis on the remaining
atoms. The figure is a different perspective of Fig. F.1c. Contour value is ±0.01 a.u.

F.2 Natural Transition Orbitals for Valence Excitation
at the BHHLYP Level of Theory

Figure F.3. BT-1T. Main NTOs of the lowest lying valence transition at the S0 optimized
structure calculated at the BHHLYP/cc-pVDZ level of theory. The hole NTO (left)
resembles HOMO0, while the particle NTO (right) resembles LUMO0. The transitions
is calculated at the BHHLYP level of theory with the aug-cc-pVTZ basis on S and the
cc-pVDZ basis on the remaining atoms. Contour value is ±0.01 a.u. The NTO weight,
σ2, is 0.99.
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F.3 XAS Data

F.3.1 BHHLYP/aug-cc-pVTZ (S)/cc-pVDZ (remaining atoms)
The core excitation energies and oscillator strengths for the molecule at the BHH-
LYP level of theory with the aug-cc-pVTZ basis on S and the cc-pVDZ basis on
the remaining atoms can be found in tables F.1 and F.2. The excited state
calculations employed IMOM. A drawback of the method is the possible spin
contamination. This was also observed for these calculations with ⟨S2⟩ = 1.0282
for the S0 optimized geometry, and ⟨S2⟩ = 1.0261 for the S1 optimized geometry.

Table F.1. BT-1T. 15 core excitation energies at the S K-edge and their respective os-
cillator strengths for both S0 and S1 calculated at the BHHLYP level of theory at the
S0 optimized geometry. The aug-cc-pVTZ basis was used on S, and the cc-pVDZ basis
was used on the remaining atoms. The S0 results are from Manuscript 2 (Appendix E).

S0 S1
Energy/eV fosc Energy/eV fosc

2447.3081 0.0055 2445.2693 0.0003
2447.3248 0.0040 2445.6750 0.0000
2447.4139 0.0022 2446.4422 0.0025
2447.9558 0.0072 2446.9833 0.0001
2449.0181 0.0006 2447.2625 0.0001
2449.5727 0.0014 2447.3083 0.0057
2450.2549 0.0016 2447.3458 0.0013
2450.3759 0.0031 2447.6582 0.0070
2450.8342 0.0006 2448.4015 0.0012
2450.8915 0.0005 2449.2244 0.0000
2451.1422 0.0006 2449.5116 0.0004
2451.3381 0.0009 2449.6010 0.0002
2451.4222 0.0000 2449.6668 0.0021
2451.6699 0.0001 2449.8335 0.0001
2451.7010 0.0001 2449.9728 0.0027
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Table F.2. BT-1T. 15 core excitation energies at the S K-edge and their respective
oscillator strengths for both S0 and S1 calculated at the BHHLYP level of theory at the
S1 optimized geometry. The aug-cc-pVTZ basis was used on S, and the cc-pVDZ basis
was used on the remaining atoms.

S0 S1
Energy/eV fosc Energy/eV fosc

2447.1607 0.0040 2445.5876 0.0004
2447.2016 0.0021 2446.0940 0.0000
2447.3141 0.0056 2446.2064 0.0025
2447.6819 0.0076 2446.9705 0.0001
2448.8457 0.0007 2446.9926 0.0001
2449.6624 0.0014 2447.1980 0.0013
2450.0746 0.0038 2447.3186 0.0057
2450.3183 0.0016 2447.3891 0.0073
2450.8797 0.0007 2448.3757 0.0011
2450.9957 0.0005 2449.2682 0.0002
2451.2023 0.0006 2449.3107 0.0000
2451.3764 0.0006 2449.6712 0.0003
2451.4907 0.0000 2449.7059 0.0033
2451.5645 0.0004 2449.7542 0.0021
2451.6481 0.0001 2449.7666 0.0001

F.3.1.1 Natural Transition Orbitals for S0 XAS
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(a) Hole (left) and particle (right) NTOs of the 1st core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 1.00.

(b) Hole (left) and particle (right) NTOs of the 2nd core excitation. The hole NTO is 1s of
SBT . The NTO weight, σ2

K , is 1.00.

(c) Hole (left) and particle (right) NTOs of the 3rd core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 1.00.

(d) Hole (left) and particle (right) NTOs of the 4th core excitation. The hole NTO is 1s of SBT .
The NTO weight, σ2

K , is 1.00.

Figure F.4. BT-1T. Main NTOs for the four bright core transitions resulting in the main
peak of the S0 XAS calculated at the BHHLYP level of theory at the S0 optimized
geometry. The aug-cc-pVTZ basis was used on S, and the cc-pVDZ basis was used on
the remaining atoms. Contour value is ±0.01 a.u. The transitions are labelled in Fig.
4.3 based on character. These NTOs are from Manuscript 2 (Appendix E).
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(a) Hole (left) and particle (right) NTOs of the 1st core excitation. The hole NTO is 1s of SBT .
The NTO weight, σ2

K , is 1.00.

(b) Hole (left) and particle (right) NTOs of the 2nd core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 1.00.

(c) Hole (left) and particle (right) NTOs of the 3rd core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 1.00.

(d) Hole (left) and particle (right) NTOs of the 4th core excitation. The hole NTO is 1s of SBT .
The NTO weight, σ2

K , is 1.00.

Figure F.5. BT-1T. Main NTOs of the four bright core transitions giving rise to the main
peak of the S0 XAS calculated at the BHHLYP level of theory at the S1 optimized
geometry. The aug-cc-pVTZ basis was used on S, and the cc-pVDZ basis was used on
the remaining atoms. Contour value is ±0.01 a.u. The transitions are labelled in Fig.
6.1 based on character.
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F.3.1.2 Natural Transition Orbitals for S1 XAS

(a) Hole (left) and particle (right) NTOs of the 3rd core excitation. The hole NTO is 1s of SBT .
The (α-spin) NTO weight, σ2

K , is 1.00.

(b) Hole (left) and particle (right) NTOs of the 6th core excitation. The hole NTO is 1s of ST .
The (β-spin) NTO weight, σ2

K , is 0.60.

(c) Hole (left) and particle (right) NTOs of the 7th core excitation. The hole NTO is 1s of ST .
The (α-spin) NTO weight, σ2

K , is 0.99.

(d) Hole (left) and particle (right) NTOs of the 8th core excitation. The hole NTO is 1s of SBT .
The (α-spin) NTO weight, σ2

K , is 0.61.

Figure F.6. BT-1T. Main NTOs for the first four bright core transition of the S1 XAS
calculated at the IMOM-BHHLYP level of theory at the S0 optimized geometry. The
aug-cc-pVTZ basis was used on S, and the cc-pVDZ basis was used on the remaining
atoms. Contour value is ±0.01 a.u. The transitions are labelled in Fig. 6.1 based on
character.
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(a) Hole (left) and particle (right) NTOs of the 3rd core excitation. The hole NTO is 1s of SBT .
The (α-spin) NTO weight, σ2

K , is 0.95.

(b) Hole (left) and particle (right) NTOs of the 6th core excitation. The hole NTO is 1s of ST .
The (α-spin) NTO weight, σ2

K , is 1.00.

(c) Hole (left) and particle (right) NTOs of the 7th core excitation. The hole NTO is 1s of ST .
The (β-spin) NTO weight, σ2

K , is 0.60.

(d) Hole (left) and particle (right) NTOs of the 8th core excitation. The hole NTO is 1s of SBT .
The (α-spin) NTO weight, σ2

K , is 0.62.

Figure F.7. BT-1T. Main NTOs for the first four bright core transitions of the S1 XAS
calculated at the IMOM-BHHLYP level of theory at the S1 optimized geometries. The
aug-cc-pVTZ basis was used on S, and the cc-pVDZ basis was used on the remaining
atoms. Contour value is ±0.01 a.u. The transitions are labelled in Fig. 6.1 based on
character.
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F.3.2 fc-CVS-EOM-CCSD/aug-cc-pVTZ (S)/cc-pVDZ
(remaining atoms)

The core excitation energies and oscillator strengths for BT-1T at the fc-CVS-
EOM-CCSD level of theory with the aug-cc-pVTZ basis on S and the cc-pVDZ
basis on the remaining atoms can be found in tables F.3 and F.4. The excited
state spectra are generated in two ways. First, by determining the valence excited
state and then calculating the transition moments with the core excited states
and secondly, by employing IMOM. The former procedure only yields a good
description of the transition from the core orbital to the (lowest) singly occupied
molecular orbital (SOMO). In the second approach, where IMOM is used, we
observe ⟨S2⟩ = 1.1888 for the S0 geometry and ⟨S2⟩ = 1.1793 for the S1 geometry.

Table F.3. BT-1T. 15 core excitation energies at the S K-edge and their respective
oscillator strengths for both S0 and S1 calculated at the fc-CVS-EOM-CCSD level of
theory at the S0 optimized geometry. The aug-cc-pVTZ basis was used on S, and the
cc-pVDZ basis was used on the remaining atoms. The S0 results are from Manuscript
2 (Appendix E).

S0 S1 standard CVS-EOM-CCSD S1 IMOM
Energy/eV fosc Energy/eV fosc Energy/eV fosc

2478.7693 0.0057 2474.8087 0.0000 2477.4956 0.0003
2479.0386 0.0040 2475.0780 0.0000 2477.6790 0.0000
2479.1923 0.0025 2475.2317 0.0001 2477.9573 0.0025
2479.4042 0.0074 2475.4436 0.0000 2478.5260 0.0002
2480.7483 0.0011 2476.7877 0.0000 2478.7579 0.0057
2481.4769 0.0020 2477.5163 0.0000 2478.7954 0.0006
2481.6080 0.0005 2477.6474 0.0001 2478.9493 0.0013
2481.7322 0.0032 2477.7716 0.0000 2479.1433 0.0066
2482.0228 0.0008 2478.0621 0.0000 2479.9235 0.0012
2482.3031 0.0009 2478.3425 0.0000 2480.5228 0.0000
2482.6052 0.0009 2478.6446 0.0000 2480.8678 0.0018
2482.6337 0.0001 2478.6730 0.0000 2481.0326 0.0004
2482.9595 0.0005 2478.9988 0.0000 2481.3376 0.0023
2483.7182 0.0010 2479.7576 0.0000 2481.6420 0.0000
2483.7255 0.0000 2479.7649 0.0000 2481.6976 0.0013
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Table F.4. BT-1T. 15 core excitation energies at the S K-edge and their respective
oscillator strengths for both S0 and S1 calculated at the fc-CVS-EOM-CCSD level of
theory at the S1 optimized geometry. The aug-cc-pVTZ basis was used on S, and the
cc-pVDZ basis was used on the remaining atoms.

S0 S1 standard CVS-EOM-CCSD S1 IMOM
Energy/eV fosc Energy/eV fosc Energy/eV fosc

2478.7723 0.0057 2475.4302 0.0000 2477.6905 0.0025
2478.8694 0.0040 2475.5273 0.0000 2477.7899 0.0004
2479.0172 0.0025 2475.6751 0.0001 2478.1548 0.0001
2479.1094 0.0078 2475.7674 0.0000 2478.5040 0.0007
2480.8388 0.0011 2477.4968 0.0000 2478.5256 0.0001
2481.3831 0.0038 2478.0410 0.0000 2478.7534 0.0058
2481.4011 0.0005 2478.0591 0.0001 2478.8184 0.0013
2481.5390 0.0021 2478.1969 0.0000 2478.8714 0.0070
2482.0759 0.0009 2478.7338 0.0000 2479.9204 0.0010
2482.3531 0.0008 2479.0110 0.0000 2480.5992 0.0001
2482.6751 0.0010 2479.3331 0.0000 2480.7009 0.0005
2482.7175 0.0000 2479.3754 0.0000 2480.9497 0.0018
2483.0463 0.0005 2479.7043 0.0000 2481.0660 0.0029
2483.7317 0.0000 2480.3896 0.0000 2481.6773 0.0000
2483.8102 0.0009 2480.4681 0.0000 2481.7117 0.0001

F.3.3 CVS-EOM-CCSD and CVS-EOM-CCSDR(3)/cc-pVDZ
Table F.5. BT-1T. 8 core excitation energies at the S K-edge and their respective os-
cillator strengths for S0 calculated at the CVS-EOM-CCSD/cc-pVDZ level of theory.
Excitation energies are also reported with the perturbative triples correction, i.e., the
CVS-EOM-CCSDR(3)/cc-pVDZ level of theory. The calculations were based on the S0
optimized geometry.

Energy/eV fosc

CCSD CCSDR(3) CCSD
2485.2667 2483.5301 0.003413
2485.2799 2483.3066 0.002154
2485.3961 2484.2566 0.005263
2486.1038 2485.0517 0.006771
2487.3568 2485.9656 0.002498
2487.6564 2484.9164 0.000308
2488.5034 2487.1908 0.003607
2489.1818 2486.5610 0.000000
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F.3.3.1 Natural Transition Orbitals for S0 XAS

(a) Hole (left) and particle (right) NTOs of the 1st core excitation. The hole NTO is 1s of SBT .
The NTO weight, σ2

K , is 0.78.

(b) Hole (left) and particle (right) NTOs of the 2nd core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 0.78.

(c) Hole (left) and particle (right) NTOs of the 3rd core excitation. The hole NTO is 1s of ST .
The NTO weight, σ2

K , is 0.84.

(d) Hole (left) and particle (right) NTOs of the 4th core excitation. The hole NTO is 1s of SBT .
The NTO weight, σ2

K , is 0.85.

Figure F.8. BT-1T: Main NTOs for the first four core transitions in the S0 XAS calcu-
lated at the fc-CVS-EOM-CCSD/cc-pVDZ level of theory at the S0 optimized geometry.
Contour value is ±0.01 a.u. The transitions are labelled in Fig. 4.5 based on character.
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