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A B S T R A C T   

Erosion and infrastructure in the Arctic can change the thickness of the active layer which can subsequently 
alternate the thermal-hydrological regime and change the drainage patterns on slopes. Previous studies have 
shown that drainage can either decrease due to the movement of water occurring in deeper soil layers with lower 
permeability or increase due to the formation of features like gullies and channels. 

In a field experiment conducted in Qaanaaq, Greenland, the surface topography was altered by adding 35 cm 
soil in one treatment, removing 33 cm in another, while an untreated plot measuring 10 × 10 m was maintained 
for comparison purposes. The temperature and water content of these plots were monitored in the three 
following years. Based on field measurements, a 1-dimensional model was set up in CoupModel to simulate the 
field experiment and quantify changes in the thickness of the saturated zone and drainage as a consequence of 
the treatment. 

Both field observations and simulations show that the addition and removal of soil changed the thickness of 
the saturated layer in the active layer, which changed the thermal properties in the soil and, thus, the response of 
thawing or recovery of permafrost. The simulations showed that during the summer depressions there were 
higher water contents, which accelerated warming of the soil and increased permafrost thawing of 35.7 cm in 
depth. In contrast, raising the soil surface aggregated only 19.8 cm of permafrost due to higher buffering from 
lower water contents. Changed active layer thickness altered the thickness of the saturated zone, leading to 
changed drainage patterns: In depressions, first drainage occurs three days earlier, and maximum daily drainage 
is increased by 154% as compared to ambient conditions. In contrast, raising the surface delayed the runoff from 
the plot by up to eight days, and decreased the maximum daily drainage to 72%. Effects of the treatment were 
most pronounced during the first year after the experiment, with diminishing effects during the consecutive year 
as the system equilibrated to the new state. Results from our study can advance our understanding of impacts of 
both natural and human-induced surface alterations on active layer thickening and water movement in 
permafrost-affected areas, which ultimately affect the entire ecosystem and the living conditions for local 
communities.   

1. Introduction 

During the past decades, the Arctic has been undergoing many 
environmental changes, that include increasing temperatures (IPCC, 
2021), increase in total precipitation (Box et al., 2019), and intensity of 
precipitation events (Bintanja and Selten, 2014). Permafrost, soil that 
remains below 0 ◦C for at least two consecutive years (Permafrost 
Subcommittee, 1988), is present in 26% of the northern terrestrial 

hemisphere (Obu et al., 2019) and is showing signs of warming across 
the arctic (Biskaborn et al., 2019). This leads to a deeper active layer 
(Strand et al., 2020), which in turn changes the soil characteristics and 
stability (Hjort et al., 2018). Closely connected to changes in the active 
layer are hydrological processes, which are controlled by precipitation 
and redistribution of snow (Young et al., 2013). 

Permafrost landscapes are at risk of degradation due to changes in 
the climate (Karjalainen et al., 2020; Lantz et al., 2009). Lafrenière and 
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Lamoureux (2019) summarized the interplay between geomorphology 
and hydrology and distinguishes between ‘thermal perturbation’, a 
response from changed climate conditions at the surface, changing the 
extent of soil thaw during the melt season, and ‘physical perturbation’ to 
describe “processes that result in alteration of surface materials in such 
manner that soil and surficial material is laterally dislocated or 
removed”. The latter can occur due to different forms of erosion or 
subsidence (‘lowering’ of surface topography) (Ingeman-Nielsen et al., 
2018; Lal, 2019), such as retrogressive thaw slumps (Balser et al., 2014), 
active layer detachments slides (Lewkowicz, 2007), or the building of 
foundations (‘raising’ of surface topography) (Clarke, 2007). Those 
changes can have several effects, such as increased rates of erosion 
(Schädel, 2022), ecosystem responses (Vincent et al., 2012), river- 
system sediment load (Beel et al., 2018) and increased damage to 
infrastructure located in the permafrost zone (Hjort et al., 2022; Jor-
genson et al., 2010), all resulting in challenges for local communities. 

A particular effect are changes in the hydrological processes and flow 
paths (Kurylyk et al., 2014a; Lafrenière and Lamoureux, 2019; Sjöberg 
et al., 2021). The water in permafrost areas is classified according to its 
relative position as supra-, intra-, and sub-permafrost groundwater 
(Woo, 2012). The supra-permafrost aquifer is limited by the extent of the 
active layer, and as such, relatively thin, and changes in the order of 
centimeters can have large consequences for the total drainage from the 
active layer (O'Connor et al., 2019). The flow dynamics in the active 
layer are changing, allowing different flow depths and timings, leading 
to non-linear responses between rising temperatures and permafrost 
thaw (Connon et al., 2018; Frampton et al., 2012). 

Groundwater flows in the active layer have previously been inves-
tigated in many field studies (Beel et al., 2018; Lamhonwah et al., 2017), 
with an increasing number of these studies using physical models to 
describe the drainage dynamics (Evans and Ge, 2017; Lamontagne-Hallé 
et al., 2018) and the overall permafrost hydrology (Walvoord and Kur-
ylyk, 2016). Until recently, simulating heat and water fluxes, including 
freeze-thaw dynamics under unsaturated conditions, has posed chal-
lenges for such models (Kurylyk and Watanabe, 2013). But recently, 
models have been used to investigate the supra-permafrost dynamics 
(Atchley et al., 2015; Schuh et al., 2017), however this work often lacked 
validation of the model against field observations (Kurylyk et al., 
2014b), and have only been able to present generalized tendencies. 

Using validated model simulations, Liljedahl et al. (2016) showed 
that for areas where ice wedges are found, permafrost degradation is 
associated with changes in surface runoff and conclude that increased 
variability of the surface leads to non-homogeneous snow distribution, 
and in turn, is able to significantly increase the runoff. Similarly, mea-
surements by Lafrenière and Lamoureux (2019) show that disturbances 
in the landscape can increase daily discharge by up to four times. The 
importance of the active layer thickness on the groundwater flow has 
further been demonstrated by O'Connor et al. (2019), who showed that 
besides the soil properties of the active layer, the thickness of the 
saturated zone exerts a major control on the groundwater flow. 

With the arctic warming twice as fast as the global mean temperature 
(Smith et al., 2015), a range of critical questions mentioned above 
appear unanswered, not the least in relation to existing and future 
infrastructure. Lack of field data, longer time series and impact assess-
ment of future implications of warming is of urgent need in many remote 
settlements of the Arctic. Uncertainness in relation to permafrost hy-
drology, water balance, and the links between local construction work 
and downslope implication have all been motivating factors for our 
planned work in Qaanaaq. 

In this study we investigate the temperature trends over the last 70 
years in Qaanaaq, a small settlement where soil stability and surface 
near water creates problems for infrastructure, and is considered a 
concern for people living in the town. Moderate perturbations (‘raising’ 
and ‘lowering’ of the surface) are one of the concerns, and here we 
present a field experiment, where such moderate physical perturbations 
are created under controlled conditions and the response in terms of 

subsurface/ground temperatures and the soil water contents have been 
monitored for three consecutive years (2018–2021). To quantify the 
resulting differences in drainage from the scenarios, the 1D-physical 
model COUP (Jansson, 2012) was calibrated and validated against 
field data, and subsequently used to simulate changes in the movement 
of the frost and water table, allowing to predict variations in drainage 
behavior between the scenarios. The work was made in order to address 
the following research questions:  

1. Is the climate in Qaanaaq showing signs of warming and at what 
rate?  

2. Which effects do physical perturbations have on seasonal variations 
of soil temperatures and water content?  

3. How are these variations influencing the permafrost thawing and soil 
drainage?  

4. What are the dominating parameters when simulating the impacts of 
physical perturbations on soil temperature and soil moisture with a 
1-D process-based soil model? 

2. Methods 

2.1. Field site descriptions 

The study site is located near Qaanaaq (77◦28′00′′N 69◦13′50′′W), a 
town with 619 inhabitants in 2021 (Avannaata Kommunia, 2023) 
located in NW Greenland at the Inglefield Gulf (Fig. 1). The climate is 
classified as polar tundra (Kottek et al., 2006). The climate normal 
(1991–2020) exists only for the Thule Airbase (‘Pituffik’) located ca. 
100 km further south, and represents an annual average temperature of 
− 10.2 ◦C and a reported average annual precipitation of 149.4 mm/year 
(Cappelen and Drost Jensen, 2021). A large portion of winter precipi-
tation is redistributed and blown out to sea, decreasing the snow 
thickness during winter significantly. The cold temperatures lead to the 
soil being underlain by continuous permafrost (Obu et al., 2019). The 
underlying bedrock consists of Archean gneisses, covered by Meso- to 
late Proterozoic sedimentary rock (shale, sandstone and conglomerates) 
(Dawes, 2006; Henriksen et al., 2009). The surrounding tundra soil 
consists of marine deposits and raised delta terraces that have high 
contents of finer soil material. The community is partially built on the 
alluvial fan of a river where the soil is dominantly coarse grained sand 
and gravel, making it the only larger community in Greenland that is 
built on sediment instead of hard rock. This condition, together with the 
steep relief that spans from sea level to 87 m.a.s.l., leads to specific 
problems with the infrastructure. Many houses in the city have settle-
ment problems (Hendriksen and Hoffmann, 2016), which are associated 
with the thaw of permafrost (Matzner and Borken, 2008). 

Another challenge to the infrastructure comes from the swelling of 
the local rivers that occur in some years as a result of rapid glacier thaw 
(Kondo et al., 2021), resulting in quick erosion of the banks, putting 
houses, roads, and bridges placed in the vicinity at risk. Regular exfil-
tration from the active layer occurs throughout the town at irregular 
intervals being less destructive than flooding of the river, but never-
theless problematic for the inhabitants in the form of muddy or frozen 
patches. Further problems to the local infrastructure is associated with 
the damage caused by subsidence, and the formation of ponds on the hill 
sides of buildings that are not raised, leading to damages in the building 
material and mold in the houses. (Hendriksen and Hoffmann, 2016) 
(Fig. S1). 

2.2. Field & laboratory measurements 

The surface of the slope in the east part of the town was visually 
described in 5 m intervals along a transect from the coast to 800 m 
inland with a 1 m2 frame, where soil cover, vegetation, and water tracks 
were registered. Across the slope, 29 volumetric soil samples were 
collected in September 2017 (Fig. S2) with a hammer and soil corer with 
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an inner diameter of 60 mm. To describe the heterogeneity of soil 
properties in the active layer, samples were dominantly collected at the 
depth between 0.2 and 0.3 m with irregular intervals along a transect 
normal to the slope, and seven samples were collected from a depth 
between 0.5 and 0.75 m at individual locations. To gain information for 
deeper layers, undisturbed, frozen core samples from one borehole of a 
drilling campaign in 2017 (Ingeman-Nielsen et al., 2020) were added to 
the laboratory analysis from the available core samples at the depth of 
1.43, 1.75, 2.53, 2.76, 3.28 m. All the samples were kept frozen from the 
moment of extraction until analysis in the laboratory. Porosity was 
calculated assuming the typical grain density for quartz of 2.65 kgm− 3 

(Blume et al., 2011) and water content was measured gravimetrically 
following standard procedures (Blume et al., 2011). Samples were 
subsequently freeze-dried and analyzed for soil texture, first with sieving 
components for >2 mm and consecutive analysis by laser refraction 
analysis (Malvern Mastersizer 2000). Subsamples of each probe were 
analyzed for total carbon and nitrogen content by Dumas Combustion on 
an elementary analyzer (1110CE, Thermo Electron, Milan). 

During the same field campaign in August 2017, 29 sensors (Decagon 
TE5) were installed in sensor columns consisting of six positions across 
the slope from nearshore to 600 m inland. For each column, five (QAA5 
with four) sensors were installed in depth intervals of 0.10 cm or 0.20 
cm, exceeding the thickness of the active layer during installation, 
reaching a minimum of 80 cm and a maximum of 100 cm. Those sensors 
monitored the soil temperature and (unfrozen) water content in the 
active layer during one year (Sept. 2017- Sept. 2018), before being 
removed. 

In September 2018, an experiment was established, 100 m east of the 
town on a south facing slope with a gradient of 5% and 420 m away from 
the coast. The location was chosen based on fairly homogeneous soil 
properties being representative for the slope and accessibility by 
equipment. Using an excavator, the top 10 cm of soil were removed on 
two plots each measuring 10 × 10 m. A soil pit with a depth of 30 cm was 
excavated on one plot and the homogenized soil was transferred to the 
second plot. The removed topsoil was redeposited on both plots. No 
vegetation cover was established on the plots, but carbon content in the 
top soil is assumed to represent ambient conditions. A third plot of the 
same size was marked and left unaltered as a control plot (Fig. 2). Lo-
cations and dimensions of the plots were measured by GNSS (Garmin 
GPSMAP 63S) and optical level, conducted one week after the installa-
tion to allow for initial settlement of the soil. The surface change on the 
plots were 0.33 (±0.19) m and 0.35 (±0.12) m, for the low (L) and high 
(H) plot respectively. At the center of each plot, pits were dug to collect 
volumetric soil samples (diameter 80 mm) at 0.3, 0.6, 0.9 m to test 
hydraulic conductivity (Meter, KSat) and retention parameters (Meter, 
Hydrprop2) in the laboratory. The experiment plots were equipped with 
the same type of sensor that was installed on the slope (Decagon TE5), 
monitoring the soil temperature and (unfrozen) water content at six 
depths between 0.2 m to 1.6 m, at hourly intervals in the center of the 
plot and in a distance of 1 m downslope of the plot. Five frost tubes were 
installed on each plot, allowing for manual monitoring of the frost table 
across the plots. (Fig. S3). 

Fig. 1. Location of the field site: A) Location of Qaanaaq in Greenland; B) Close up of the geological setup around the city (GEUS, 2012); C) Location of treatment 
plots (colored squares) and borehole located east of the city (Ortho photo from Asiaq, Greenland Survey). 
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2.3. Climate data 

In order to investigate long-term trends in the air temperature since 
1950, various datasets from field stations in the proximity were used 
(Cappelen and Drost Jensen, 2021; Menne et al., 2012). Time spans of 
datasets varied (Fig. S4), but made it possible to compile a continuous 
dataset of measurements for daily air temperature over the period 1950 
to 2020. All stations that were available during any given day were 
aggregated to an unweighted mean of that day, resulting in a full time 
series of averages. To control that the average is representative for each 
single station, the correlation was evaluated by the coefficient of 
determination (R2) (von Storch and Zwiers, 1999). From the daily 
average, the annual freezing and thawing degree days were calculated 
(Vaughn, 2005). Additionally, the maximum and minimum tempera-
tures of each year were calculated based on monthly averages. 

Results from other locations in Greenland suggest a change in trends 
occurring around the year 1990 (Hansen et al., 2006; Westergaard- 
Nielsen et al., 2018). Taking this into account, the time series were split 
into pre-1990 and post-1990 datasets and from thereon analyzed indi-
vidually. First-order regression functions were fitted to monthly mean 
values, and tested for significant changes over time including both 
annual, as well as seasonal (summer, winter) changes (p < 0.05). 

Meteorological driving data for the model (air temperature, relative 
humidity, precipitation and wind speed) was obtained from four 
different sources (Table 1, Fig. S5). Next to the field site (distance 32 m) 
a weather station was installed measuring air temperature, relative 
humidity, wind speed, and direction, at 2 m elevation, as well as liquid 
precipitation with a tipping bucket pluviometer 1 m above ground. The 
snow depth was measured with a sonic range sensor (SR50) and surface 
temperature with a thermistor. Data from that field site was used for the 

simulation of scenarios (2018–2021). Measurements from a weather 
station at the airport located 4.5 km W from the field site were used for 
calibration and validation (2017–2018). For the spin up period 
(2000–2017) the air temperature from the Thule Airbase, located ca. 
100 km south of the experiment location, was used. Minor data gaps 
were filled with data from the NCEP-NCAR reanalysis (Kalnay et al., 
1996). All climate drivers were comparable and no correction between 
the sources was necessary (Fig. S6). 

2.4. Modeling 

2.4.1. Setup 
In order to investigate the interactions between thawing depth, 

water level, and total runoff, a model was set up to include the water and 
heat flow processes at the field site in more detail. To simulate these 
processes, the CoupModel (Jansson, 2004), a one dimensional 
processed-based, numerical ecosystem model was used. The CoupModel 
includes a fully coupled water and heat transfer module, that has been 
successfully used in several studies investigating the subsurface pro-
cesses in the arctic (Hollesen et al., 2011; Rasmussen et al., 2018; Zhang 
et al., 2019). 

The specific model setup is a 1-dimensional column, consisting of 31 
layers with increasing thickness from 0.1 m to 2 m from surface to 
bottom, extending to a depth of 20 m. The model spun up in only two 
years running time (01.08.2015–01.08.2017). The short spin up was 
achieved by starting the model with an initial temperature profile that 
was close to measurements taken in the borehole in August 2017, thus 
omitting long runtimes to achieve the thermal state encountered at the 
beginning of the calibration period. Tests with longer spin up periods 
running from 2000 from uniform thermal conditions (av. annual 

Fig. 2. Experiment Setup in Qaanaaq with treatment plots for elevated (‘High’) plot, unaltered (‘Control’) plot, and lowered (‘Low’) plot. Top: Picture of the field 
plots; Bottom: Profile, normal to the slope, with measurements. 

Table. 1 
Sources and time spans for meteorological driving data. ‘Field Site’ is a locally installed weather station for this work, ‘Qaanaaq Airport’, is station Number 4205 
(Cappelen and Drost Jensen, 2021) and Thule Airbase is THULE OP SITE (Menne et al., 2012).  

Parameter 
Weather station Field Site Qaanaaq Airport Thule Airbase 

Temperature 03.08.2018–28.07.2021 01.01.2017–14.07.2019 04.07.2000–20.06.2018 
Relative humidity 03.08.2018–01.03.2020 01.01.2017–30.12.2019 n.A. 

Precipitation 03.08.2018–01.03.2020 01.01.2017–30.12.2019 14.07.2000–20.06.2018 
Wind speed 03.08.2018–01.03.2020 01.01.2017–30.12.2019 n.A.  
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temperature of − 11.2 ◦C) were tested, but showed no improvement of 
the calibration results (Fig. S7). Initial liquid water contents were in 
accordance with water content measured in the borehole for depth 
below 1.5 m, apart from two peaks occurring at 2 m and 3.25 m depth, 
and with the water content measured in the active layer (Fig. 3a). 

Grain size distribution (Fig. 3b) is measured at eleven depths and 
linearly interpolated in-between measurements. For the deeper layers 
(> 1 m) the grain size distribution is used to estimate the porosity and 
water retention parameters (Brooks and Corey, 1966) and saturated 
hydraulic conductivity (Fig. 3c) using pedo-functions (Rawls et al., 
1982). For the surface near layers (<1 m) water retention curves and 
hydraulic conductivity were measured. The content of organic matter 
and quartz (Fig. 3d) is used to estimate the matrix thermal conductivity 
(Fig. 3e), using the approach from (Balland and Arp, 2005). Organic 
content is calculated from the measured content of carbon by multi-
plying with the factor 2 (Pribyl, 2010) and the quartz content is esti-
mated assuming that the sand fraction of the soil contains 70% quartz 
(Garzanti, 2019). 

The following paragraph sums up key components used in the pre-
sented model. A more detailed description can be found in (Jansson, 
2004). The model calculates soil water flux qw (ms− 1) between soil 
layers assuming that the laminar matrix flow and is calculated by using 
the equation by Richards (1931): 

qw = − KH,θ

(
Δp
Δz

− 1
)

− Dv
∂cv
∂z (1) 

With KH,ϑ (ms− 1) being the unsaturated hydraulic conductivity, p the 
pressure head (cm), z the depth (m), Dv the diffusion coefficient for 
vapor (m2s− 1) and cv the concentration of vapor in the soil air (m3m− 3). 
Under frozen conditions KH,ϑ is reduced after a specified freezing func-
tion, based on the amount of ice. The model includes freeze-thaw dy-
namics that are treated analogous to drying-wetting, changing the 
hydraulic properties and takes into account both sensible and latent 
heat. 

Soil heat flux qh (Wm− 2) obey Fourier's Law and include thermal 
conductivity, based on temperature gradients (dT/dz) and convective 
flows after 

qh = − KT
ΔT
Δz

+CwTqw +LVqv (2) 

With KT being the effective thermal conductivity of the bulk soil 

(Wm− 1 ◦C− 1), Cw the heat capacity of water (Jm− 3 ◦C− 1), LV the latent 
heat of vapor (Jm− 3), and qv the vapor flux (ms− 1),. KT is calculated as 
the weighted geometric average of the constituents' conductivities. 

The lower boundary is set to a constant temperature of − 8.45 ◦C 
which was observed in local boreholes to show zero annual amplitude 
(Ingeman-Nielsen et al., 2020). The model surface uses an integrated 
coupled surface/subsurface model, which allows for meteorological 
forcing, and includes a surface energy- and mass balance including 
evaporation, snow cover and surface ponding and reduced thermal 
conductivity due to ground ice and an organic layer. 

Evaporation from the soil surface is calculated using the Penman- 
Monteith eq. (1965) using the net radiation based on the latitude and 
sunshine hours (Goudriaan and Van Laar, 2012), soil heat flux, vapor 
pressure calculated surface resistances, and several physical constants. 

During winter, snow acts as a storage for water and as a thermal 
insulator, reducing the coupling between air temperature TAir and sur-
face temperature. Precipitation is partially deposited as snow when TAir 
is below 2 ◦C and fully deposited below 0 ◦C. The amount of snow 
melting M (kg) is controlled by TAir, global radiation Ris (Jm− 2 day− 1) 
and heat flux from the soil qh(0) (Wm− 2): 

M = MTTair +MRRis +
f qhqh(0)

Lf
(3) 

With MT (kg◦C− 1 m− 2 day− 1) a function based on an empirical 
parameter mT and MR (kgJ− 1) a functions including empirical parame-
ters and the age of snow, fqh (− ) a scaling coefficient and Lf the latent 
heat of freezing (Jkg− 1). 

Measured winter precipitation is reduced by a factor f when TAir is 
below 0◦ to account for snowfall and redistribution due to strong winds. 
The factor f is found by an iterative stepwise process that compares the 
simulated to the observed snow depth at the end of winter. A value of 0.2 
was found to be best fitting. 

Prec =
{

TAir > 0◦C Prec = Precmeasured
TAir ≤ 0◦C Prec = Precmeasured⋅f

}

(4) 

When the net precipitation/melting water flux into the ground ex-
ceeds infiltration capacity within the soil, a surface pool is created, that 
may infiltrate with delay or drain as surface runoff qSurf (ms− 1) 

qSurf = asurf
(
Wpool − wmax

)
(5)  

Fig. 3. Depth specific model parameters: Initial conditions (a) after spin up (SIM) compared to measured conditions in the field (OBS). Grain size distribution (b) is 
used to estimate hydraulic conductivity (c) below 1 m, above it is based on measurements of hyd. conductivity. Estimated quartz content and measured carbon 
content (d) is used to determine bulk thermal conductivity (e) at initial conditions. 
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, where aSurf (s− 1) is an empirical coefficient, Wpool is the total amount of 
water (mm) and wmax is the specified maximum amount of water the 
surface can hold (mm). The latter is dependent on micro topography at 
the field site and is used in the calibration. 

Lateral drainage qlat (ms− 1) is calculated based on a linear model that 
allows for drainage between the saturation depth zsat (m) and the 
drainage level zp (m), taking into account the saturated hydraulic con-
ductivity KH, s (ms− 1) and thickness of each soil layer z (m) of the col-
umn. The slope at the field site is translated to the model domain by 
placing the drainage level zp (m) 20 m below the model surface and 
using a drainage distance dp of 400 m, corresponding to a slope of 0.5. 
(zp/dp). 

qlat =
∫ zsat

zp
KH,s

(
zsat − zp

)

dp
dz (6) 

At the field site only isolated small vegetation is found and on the 
treated experiment plots vegetation and roots were heavily disturbed, 
thus vegetation and roots were not included in the model. 

2.4.2. Model calibration and evaluation 
The model is evaluated based on the performance of simulated 

values (SIM) against observed values (OBS) of soil temperature (TEMP) 
and liquid volumetric water content (VWC). Goodness of fit between 
OBS and SIM is evaluated by the Nash Sutcliff Efficiency (NSE), a 
dimensionless indicator, which is the ratio between the Root Mean 
Square Error (RMSE) and the Standard deviation (SD) of the data (Nash 
and Sutcliffe, 1970) defined as: 

NSE = 1 −

∑N

i=1
(OBSi − SIMi)

2

∑N

i=1
(OBSi − SIM)

2
= 1 −

(
RMSE
SD

)2

(7) 

For the calibration period running from Sept 2017-Sept 2018, 
simulation results were compared against the average from six different 
locations separated into four different depth (0.2, 0.4, 0.6, 0.8 m). The 
model was optimized based on the means, but the variation between the 
individual stations was kept to evaluate the amplitude occurring due to 
the natural variation found at the field site. 

Based on the conceptual model, parameters that can influence the 
hydrothermal soil regime were selected, and a manual sensitivity 

analysis was performed prior to the calibration to identify and rank the 
most important parameters, by comparing the NSE of individual runs. 
The 11 most sensitive parameters (Table 2) were then used with the 
ranges set large enough to allow for physical possible values. Using a 
general likelihood uncertainty estimation calibration method as 
described by Wu et al. (2011), the model went through 20.000 simula-
tions sampling uniform-randomly through the parameter ranges speci-
fied to identify the best performing set of parameters. 

After the multi run, the ten best performing runs were selected based 
on the NSE > 0.96 and R2 > 0.97 of the temperature at 0.2 m and 0.8 m, 
respectively. All ten runs were subsequently used for scenario runs to 
account uncertainty of the model runs. 

2.4.3. Model scenarios 
To simulate the altered active layer thickness the model was split up 

in three scenarios at 01.09.2018 (Fig. 4). For the scenario ‘high sce-
nario’, three new soil layers (thickness each 0.1 m) were added on the 

Table 2 
Parameters used for calibration and selected parameter ranges.  

Parameter Value Function Ref. 

Name Symbol/ 
Unit 

Min Start Max   

HighFlowDampC cθ,I [%] 5 30 40 Dampening factor corresponding to the blockage of ice in the high flow 
domain. 

1 

C frozen max dampening Cmd [− ] 0.2 0.9 0.9 Frozen Surface Dampening Function - Reduce thermal cond. at the 
surface 

2 

C frozen surface 
correlation 

Cf [◦C− 1] 0.2 0.2 0.8 Frozen Surface Dampening Function - Reduce thermal cond. at the 
surface 

2,3 

Melt CoefGlobRad mT [kgJ− 1] 0.5 ×
10− 7 

1.5 ×
10− 7 

4.5 ×
10− 7 

Control snow melt velocity as function of global radiation 1 

Crit Snow Depth zcov [m] 0.01 0.01 0.4 Thickness of full snow, accounts for barrier between Tair and Tsoil. Field 
Observations 

Organic layer thickness zhum [m] 0.06 0.1 0.1 Thickness of humus layer for therm prop., accounts for barrier between 
Tsurface and Tsoil. 

Field 
Observations 

Freezepoint F0 d3 [− ] 2 10 10 Freezing function – connecting liquid water content to change of energy 
storage 

2 

Freezing start temp tf [◦C] -1 0 0 Freezing function – freezing point depression Field 
Observations 

Albedo Dry Soil adry [%] 10 35 35 Albedo of Dry Soil 4 
CloudFmean nc [− ] 0.2 0.2 0.9 Mean cloudiness as fraction Analysis of 5 
Max Surface Excess sexcess [mm] 1 2 3 Maximum water deficit at the surface, used in the PM equation formula 

for the ET 
2 

References for parameter ranges: 1) (Jansson, 2012); 2) (Wu et al., 2011); 3) (Zhang et al., 2018); 4) (Dobos, 2020); 5) (Kalnay et al., 1996) 

Fig. 4. Model setup scheme. The ten best performing runs from 01.08.2015 to 
31.08.2018 were used to present average numbers used in the study. On 
31.08.2018, the model was stopped and final readings were extracted. Layers 
are added/removed at the top of the model to create the two scenarios. The 
model is restarted on 01.09.2018 with the cell specific mean of the final reading 
as initial conditions and is run with the parameter sets of the ten best per-
forming runs. 
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top with the soil conditions being equal to the previously topmost layer. 
Similarly, to simulate decreased active layer thickness due to erosion, 
three layers were removed from the original model, so that a previously 
covered soil layer became the surface layer making up the ‘low sce-
nario’. A further scenario without any changes was also kept as the 
‘control scenario’. The initial conditions (temperature and water con-
tent) of the scenario runs were set identical to the final conditions for the 
run up until 31.08.2018. 

3. Results 

3.1. From observations 

3.1.1. Climate trends in Qaanaaq 
Each of the six different climate stations correlated well to the 

calculated mean (R2 > 0.99), with the exception of the climate station 
located in Thule Airbase, which diverted during the year 2011 thus 
reducing the coefficient of determination to 0.98. (Fig. S4). Despite the 
diversion in 2011, the climate means are used below to evaluate the 
climate trend in Qaanaaq. 

For the first period, from 1950 until 1990, the mean annual tem-
perature increased from − 11.5 ◦C to − 10.2 ◦C (+1.3 ◦C), corresponding 
to an annual change of +0.033 ◦C per year. The warmest month in every 
year was either July or August and the coldest month was December, 
January or February. Over 40 years, the summer months (July and 
August) showed an increase in air temperature from 11.1 ◦C to 15.2 ◦C 
(+4.1 ◦C), while the winter (December, January, February) cooled from 
− 35.2 ◦C to − 38.3 ◦C (− 3.1 ◦C). 

The second period, stretching from 1990 until 2020, kept the overall 
annual trend (+0.047 ◦C/a), increasing from − 10.2 ◦C to − 8.8 ◦C 
(+1.4 ◦C). Warmest and coldest month remained the same as before, but 
the trend reversed: The average temperature during the warmest month 
decreased from 15.2 ◦C to 11.5 ◦C (− 3.7 ◦C), but for the coldest month 
the temperatures got warmer, increasing from − 38.3 ◦C to − 31.2 ◦C 
(+7.1 ◦C). (Fig. 5, top). 

The ratio of thawing to freezing degree days (Fig. 5, bottom) con-
firms the warming trend since 1990. Between 1950 and 1990 the ratio 

was at average at − 0.08 with values <− 0.11 only in 1957 and 1988. For 
the period after 1990, the average was − 0.11, indicating longer and 
warmer thawing phases with especially the years between 2005 and 
2012 having low ratios below − 0.13, exceeding values that have only 
occurred three times before (1957, 1988, 2003). 

3.1.2. Surface and soil textures 
The surface was in places covered by tundra vegetation with a height 

of 10–15 cm and dominated by the following plant species: Salix arctica, 
Vaccinum uliginosum, Polygonum viviparum, while in other places, only 
rocks and pebbles cover the ground. In the lower part of the slope (200 m 
until from the coast), the surface cover was dominated by grass and 
individual hummocks. The soil shows signs of erosion in the form of 
larger cracks in the soil and active layer detachment faults occurring 
along a line normal to the slope 40 m from the coast (Fig. S1). Up the 
slope, the vegetation becomes sparser, and moss and pebbles dominate 
the ground. The hillslope is characterized by widespread occurrences of 
water tracks and rock lines of up to 1 m depth that occur on average 
every 20 m and were running parallel to the slope. These water tracks 
were filled with pebbles (up to 30 cm in diameter) and sometimes sealed 
with a fine sediment at the bottom. 

Grain size distribution (Fig. 6) showed that the soil along the slope 
was largely dominated by fine-medium sand, and classified as silty sand 
with a total sand content >50%. Clay content in the top 3 m remained 
<8% for all samples. The average porosity was 35%, but exceeding 64% 
at individual locations, in coarse sand. The slope could be split into a 
fine-grain lower slope near the sea dominated by silt and clay, and a 
coarse-grain upslope area, more dominated by sand (Fig. S8). In the 
coarse dominated area soil pipes are found in the active layer, consisting 
of small pebbles and coarse sand, that allow for rapid water transport in 
lateral direction. 

3.1.3. Regional soil thermal-hydrological regime 
Soil temperatures in the active layer for the year 2017–2018 (Fig. S9) 

showed temperatures in the surface near soil (20 cm) ranging from 
− 26.8 ◦C in the winter to +10.6 ◦C during the summer months. Intraday 
variations between the different locations lay within 3.7 ◦C during the 

Fig. 5. Compiled temperature indexes for 70 years in Qaanaaq, based on six climate stations in the area. Top: Annual average air temperature (black), av. tem-
perature of the warmest month (red) and the coldest month (blue). Trend lines are linear polynomial functions (p-tested for significance: Ns, p > 0.05; * p ≤ 0.05; ** 
p ≤ 0.01; ***p ≤ 0.001; **** p ≤ 0.0001) split in 1990. Bottom: Annual ratio of thawing degree days to freezing degree days and Gaussian running mean for the 
period of 50 years. Y line at 0.08 as the average value for 1950–1990. 
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winter months and 4.4 ◦C during the summer months. Measurements of 
the soil water content indicate that maximum saturated water content 
exceeded 40% at some locations, but mostly remained between 26% and 
35% during the thawed periods. A dedicated peak at the beginning of 
summer in response to snowmelt occurs on some surface near sensors, 
but dissipates within 4–5 days. 

Time-lapse pictures and reports from the local population indicate 
that snow thickness rarely exceeds 0.5 m and most of the year barely 
covers the ground. The observed strong sea winds (velocity > 10 m/s, 
direction SE) in the area exceed threshold wind speeds of 9.9 m/s that 
are reported to redistribute even wet snow (Li and Pomeroy, 1997). The 
small topographic changes lead to a heterogeneous snow cover, with 
only depressions being snow covered throughout the winter. After the 
snowmelt and during intense rainfalls (i.e. saturation capacity of soil is 
exceeded) the soil becomes saturated and overland flow is occurring. 
This overland flow weakens the top soil and has been observed to 
contribute to erosion (Fig. S1). Parts of the slope are further drained by 
rock lines, moving water rapidly downslope in the form of surface flow. 

3.1.4. Active layer thickness 
Interpolation from soil temperature measurements on the slope 

(Fig. S10) allowed for the delineation of the active layer thickness for the 
period 15.08.2017 until 16.08.2018, which could be verified against 
steel rod measurements conducted on the measurements of solid ice in 
piezometers (Fig. S11). In 2017, freezing of the active layer began bot-
tom up at the end of August, but the majority of freezing occurred top 
down to a depth of 1.00 to 1.50 m from 06.09.17 until 10.10.17. 
Thawing of the active layer began on 29.05.2018 for all locations and 
exceeded maximum thawing depth between 1.66 m and 2.15 m (mean 
= 1.88 m) at different locations on the slope at the end of August. 
Analysis of temperature loggers from nearby boreholes conclude similar 
maximum active layer thickness between 1.74 and 2.21 m (Ingeman- 
Nielsen et al., 2020). 

3.1.5. Results of the field experiment 
The change of the surface into a high plot (H) and low plot (L) had an 

effect on the thermal-hydrological regime of the soil when compared to 
the control plot (C) right from year one. Differences are illustrated by 

Fig. 6. Porosity and grain size distribution measured on 29 samples from the active layer collected across the field side (+). For the specification in the model 
unweighted depth averages for the depth intervals 0.0–0.24; 0.25–0.49; 0.50–0.74; 0.75–1.00 where calculated (o). Sample locations are shown in Fig. S2 and 
geographical distribution of the GSD in Fig. S8. 
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Fig. 7. Time series of soil temperature at 60 cm measured with installed soil sensors at the center of the high, control and low plot. Gray line shows daily air 
temperature at 2 m measured in a distance of 35 m to the experiment plots. 
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comparing the temperature and soil moisture at 60 cm depth in the three 
plots (Fig. 7, Table 3). At 60 cm depth H thawed 9 days earlier, and L 
thawed 7 days later than C, which is in line with the longer period of the 
snow. During the summer, H was 1.7 ◦C warmer than C, and the daily 
amplitude was 20% larger. L and C plot behaved very similarly during 
the summer. 

Winter temperatures at L remained on average 2.8 ◦C warmer and 
the intra daily amplitude was 30% smaller than in the other plots. 
Winter temperatures at C and H had similar intra daily variation, with H 
being on average 0.6 ◦C cooler. Interpolations of the soil thermal regime 
(Table 4) indicated that in response to the surface change of 0.35 m, the 
H plot aggregated 0.33 m of permafrost in the first year and remained 
stable for the second year. On the L plot, the surface change of 0.33 m 
thawed 0.20 m permafrost in the first year and 0.28 m in the second year 
(Fig. S12). Water content during the summer did not differ significantly 
between the different plots and variations lay within 4%. During winter, 
unfrozen water content on the H plot was 5% lower than the other plots 
indicating that the water from the deposited soil had drained before 
freezing up in September. 

3.1.6. Calibration / Validation results 
The model performance (Fig. 8) for the soil temperature was 

acceptable with NSE reaching values >0.93 for both the calibration and 
the validation period. The simulation of soil moisture proved to be more 
challenging, but a match with the NSE > 0.88 for the calibration period, 
and NSE > 0.71 for the validation period could be achieved, with the 
exception of the water content at 1.2 m during the validation period, 
which only exceeded 0.63 (Table 5). The one poor performing point at 
1.2 m achieved a value of NSE = 0.63. At this one point, the thawing of 
the soil is simulated to happen later than observed, which produced an 
offset during a period of one week, thus deteriorating the NSE value. The 
poorer match of water content compared to temperature is often 
observed in model studies (e.g. Okkonen et al. (2017)) and is related to 
the multitude of process involved in the water movement, and the rapid 
changes in the near surface layers, which are influenced by melting, 
evaporation, surface pooling. Furthermore, the performance of water 
content simulation is closely tied to the correct description of the soil 
water retention curve (Dye et al., 2009). We relate deviation in the 
model performance to omission of complex snow dynamics and het-
erogeneity. The water retention was primarily assessed by grain size 
distribution or measurement of point samples collected in the field. The 
described high heterogeneity of silt content in the active layer created a 
challenge for setting up a field representative model. To account for site- 
specific heterogeneity and model uncertainty a common practice is to 
select a set of best performing model runs to investigate effects (Jansson, 
2012; Wu et al., 2011), in the current study 10 runs are selected and used 

for the consecutive scenario analysis. 

3.2. Model scenario results 

The model is used to simulate the depth to the frost table (i.e. 
thickness of the active layer) and the depth to a free water table (i.e. 
saturated zone) and the resulting total runoff, separated into drainage 
through soil and surface runoff for the three scenarios high (H), control 
(C) and low (L). 

3.2.1. Active layer thickness and water table 
The maximum active layer thickness responded to the change in 

surface by aggregating new permafrost in the H scenario and thawing 
permafrost in the L scenario (Fig. 9). The quantification of this change in 
permafrost showed that in one year after the treatment the frost table 
moved up 19.8 cm in the H plot in response to a 30 cm change in surface, 
corresponding to 66%. For year two, the maximum active layer thick-
ness was 18.0 cm, indicating that the equilibration to the new surface 
elevation happened roughly within one year (assuming similar climate 
the two years). On the L plot, the lowering of the surface by 30 cm 
yielded a thaw of permafrost exceeding 35.68 cm, thus 119% of the 
surface change in year one and a change of 39.18 cm (130%) in year 
two, even increasing thaw response in the permafrost. 

A free water table (i.e. above the frost table) appeared at different 
dates and depths between the scenarios, and followed the frost table 
with thickness of ca. 10 cm until the beginning of August, when 
maximum active layer thickness was reached and the water table did not 
follow the frost table any longer. The water table was less affected by the 
changed surface elevation and the initial conditions were quickly 
changed by the first inflow of water from snowmelt occurring as soon as 
a free aquifer formed in late June. 

The different response of the frost table and the water table resulted 
in variations of the duration and maximum thickness of the perched 
supra permafrost aquifer between the different scenarios (Table 6). In 
year one after the treatment (2019), the opening of the aquifer occurred 
first in L three days later in C and further eight days later in H, despite 
that water table was 47 cm closer to the surface in H than in L during the 
time of opening. In the following year (2020) the supra permafrost 
aquifer opened within three days of each other, with only C being three 
days earlier. The depth at which the water table formed moved down-
wards due to lower precipitation in later summer of 2019, but differ-
ences between the scenarios remained comparable to 2019. 

The maximum thickness of the aquifer occurred usually towards the 
end of august, with the only exception in C in 2020, when maximum 
thickness occurred on 04.08.2020. The general trend showed that in H 
the aquifer was 5 and 8 cm thinner compared to C in 2019 and 2020 
respectively and L was 5 and 3 cm thicker for the two years. 

3.2.2. Runoff Patterns 
The accumulated annual surface runoff was dominated by large 

flows at the beginning of summer (15.06.19 until 25.06.19) where 12.4, 
14.2 and 15.1 mm runoff accumulated in the H,C and L scenario 
respectively. On all plots, 0.3 mm of surface runoff was equally noted 
after the complete freezing of the active layer at the end of October, 
when a short period with temperatures above 0 ◦C (24.10.19–26.10.19) 
allowed the melting of snow, and thus surface runoff. 

Table 3 
Monitored temperatures in 60 cm depth at the center and downslope of the treatment plots for the year 2019.  

Measurement High Control Low 

Center Downslope Center Downslope Center Downslope 

Thawing [Date] 30.05.19 05.06.19 08.06.19 06.06.19 15.06.19 08.06.19 
Freezing [Date] 29.10.19 n.a. 10.11.19 04.11.19 n.a. 01.11.19 
Summer Average Temperature [◦C] 4.81 n.a. 3.10 3.67 2.77 3.80 
Winter Average Temperature [◦C] − 22.20 − 19.83 − 21.64 − 21.27 − 19.10 − 21.63  

Table 4 
Interpolated maximum active layer depths in the center of the experiment plots 
and change to thawing depth of the control plot.  

Year Measurement [cm] High Control Low 

2019 
Max Thawing Depth 180 213 233 
Difference to control plot 33 – − 20 

2020 
Max Thawing Depth 164 197 225 
Difference to control plot 33 – − 28  
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Accumulated drainage in the year one after the treatment was 33 mm 
lower for the H scenario than for the other scenarios, an effect of the 
relative lower water table at the beginning of the year in this scenario, 
thus removing water stored in the soil (Fig. S15). For the following year, 
accumulated surface runoff, drainage, and total runoff were comparable 
and within 5 mm of each other. 

Although the accumulated values did not differ significantly, the 
daily drainage pattern between the scenarios differ in form of intensity 
and frequency (Fig. 10): The earlier thawing of the active layer to the 
depth of water saturated sediments in L allows for drainage above 2 mm 

to occur three days earlier than in C and ten days earlier than in H. The 
thicker saturated zone further allowed for higher daily drainage, with 
maximum flow in the L plot exceeding twice the max drainage in the H 
plot for the first year. For year two after the change, the difference be-
tween H and L became non-significant, but noted as the maximum 
drainage in the H plot was 2.1 mm less than at C and 1.7 mm higher at L 
(Table 7). This shift in frequency and intensity of drainage is expressed 
in the frequency distribution of drainage events. For all scenarios, small 
events (<0.5 mm/d) dominated the drainage with 362 for L, 149 in C 
and 196 in H. Intermediate drainage events (2–4 mm/d) occur 1.6 times 

Fig. 8. Calibration results for temperature and water content at 20, 40, 60, 80 cm. Shown in the gray shaded area, are measurements from 6 field locations rep-
resenting natural variation occurring on the slope. Shown in the red shaded area is the model uncertainty based on 10 best performing model runs, based on Monte 
Carlo GLUE calibration of 11 parameters. See Fig. S14 for validation results. 
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more often in the H scenario than in the L case. But L showed fewer, 
more intense events with daily drainage exceeding 17.6 mm/day. 

4. Discussion  

4.1.1. Climate changes in Qaanaaq 
The annual air temperature in Qaanaaq has increased 0.38 ◦C per 

decade from 1950 until 2020, which is aligned with observations for the 
entirety of Greenland, which has been reported to be 0.37 ◦C per decade 
for the period between 1961 and 2015 (Morice et al., 2021). The 
warming rate has increased from 0.33 ◦C per decade before 1990 to 

0.48 ◦C per decade after 1990, where both values are on the lower end of 
the rate of change predicted by the CMIP5, RCP4.5 scenario (Smith 
et al., 2015), but reflect the acceleration of warming. 

Analysis of seasonal data from the Qaanaaq and Thule area reveals 
that warmer winters are balanced by colder summers for the period 
1990–2020. The importance of seasonal patterns in climate trends in 
Greenland was also observed by Westergaard-Nielsen et al. (2018), who 
highlighted that significant variations exist not only seasonally, but also 
regionally across Greenland. 

Changes in the ratio of thawing and freezing degree days are 
important for assessing the risk of permafrost thawing. The ratio has 
increased significantly by a factor of 1.39 for the period 1990–2017 
compared to a reference period from 1952 to 1990, which is likely to 
lead to a warmer and thicker active layer. This fits with analysis from 
Vikhamar-Schuler et al. (2016), who showed that 43% of the most 
extreme values of positive degree days occurred in the period 
2000–2014 (total period 1894–2014) for eleven stations representing 
the Nordic arctic region. 

The analysis stretching from 1950 until today roughly correlates 
with the time of permanent settlement in Qaanaaq, which began in 1953 
(Hastrup, 2017), and the increase in thawing degree days points to that 
the active layer today exceeds thickness larger than in the last 70 years. 
This active layer thickening and the observed accelerated warming in-
creases the risk that problems related to warming, which already exist 
today, are likely to become more severe in the future in Qaanaaq. 

The effects of warming have already been observed in Qaanaaq in 
surface elevation changes of ice caps (Saito et al., 2016), leading to an 

Table 5 
Statistical Performance Values (NSE) for the model run. NSE is marked with 
asterisk: ‘*’ very good, ‘**’ good, ‘***’ acceptable,’****’ unsatisfactory (cate-
gories from Ritter and Muñoz-Carpena (2013)).   

Depth [cm] Temperature Water content 

Calibration 

20 0.93* 0.88** 
40 0.95* 0.92* 
60 0.96* 0.95* 
80 0.94* 0.93* 

Validation 

30 0.93* 0.71*** 
60 0.95* 0.80** 
90 0.96* 0.78*** 
120 0.94* 0.63****  

Fig. 9. Simulated depth to water (blue) and frost (black) level for the three scenarios in 2019 and 2020 and resulting difference in active layer thickness between the 
scenarios and changed thickness of the supra-permafrost aquifer (shaded area). Difference is relative to average active layer thickness from previous year. 

Table 6 
Dimensions of the perched supra permafrost aquifer in the model for the year 2019 / 2020.  

Year Duration Max Thickness 

Measurement High Control Low Measurement High Control Low 

2019 

Depth Originating [cm] 32 53 79 Date 25.08 25.08 14.08 
Opening 24.06 17.06 14.06 Depth Water Table [cm] 85 100 131 
Closing 11.09 12.09 12.09 Depth Frost Table [cm] 95 115 151 
Duration [days] 79 85 89 Maximum Thickness [cm] 10 15 20 

2020 

Depth Originating [cm] 50 75 99 Date 23.08 04.08 27.08 
Opening 02.07 29.06 02.07 Depth Water Table [cm] 85 95 130 
Closing 03.09 07.09 04.09 Depth Frost Table [cm] 92 110 148 
Duration [days] 63 70 64 Maximum Thickness [cm] 7 15 18  
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increase in glacial runoff and increasing the risk of flooding (Kondo 
et al., 2021). Observed beginning active layer detachment faults in the 
area around Qaanaaq show the beginning of accelerated erosion, which 
are expected with increasing air temperatures (Rowland et al., 2010). 
The slope on which the town and the experiment is located is not very 
steep, but the combination of the absence of continuous vegetation and a 
high content of coarse soil material is known to be vulnerable for erosion 
(Hao et al., 2021). 

4.1.2. Active layer thickness and water table 
The field experiment and the model scenarios in this study confirm 

that the change of the surface topography of 30 cm can create a marked 
response in the depth to permafrost. During the winter months, only 
protected depressions remain covered with snow for extended periods of 
time with more than a few cm of snow that is considered important as 
insulation for low air temperatures (Goncharova et al., 2019). The 
insulation and water storage from the snow in the actual experiment was 
about 30 cm and influenced the hydrothermal dynamics through the 
winter, and during the thawing phase in the beginning of summer. 
During the summer, the thickness of the saturated zone varied between 
the experimental plots according to the overall net positive water bal-
ance (precipitation>evaporation) and contrasting depth to permafrost 
(functioning as a hydraulic barrier). The difference in thickness of the 
saturated zone, and the associated changes in the bulk thermal proper-
ties of the soil (Farouki, 1981), leading to different propagation of 
thermal signals from the surface, thus temperatures at the base of the 
active layer that control the thaw/aggregation of permafrost. 

The relation of snow and the active layer thickness has been well 
described by Atchley et al., 2016. This effect was also a major contrib-
utor to differences between observed and simulated responses of the 
treatment; in the field experiment during winter months and spring, the 
L plot was observed to be filled with snow. The insulation from that 
additional snow was evident as warmer temperatures during winter and 

reduced diurnal variations. The opposite was seen for the H plot with no 
snow cover at all. The combination of effects led to new permafrost 
being aggregated faster than existing permafrost thawing that in the 
field experiment. 

In the model simulations, the variability of snow was not included in 
the models different scenarios, leading to the thermal conditions in the 
soil being the dominating effect. High thermal conductivity in the L 
scenario from a thick saturated layer, and a water table being located 
closer to the warming up of the surface allowed for rapid warming at the 
active layer base, thawing the permafrost. The thinner saturated layer in 
the H scenario and the larger distance between surface and water table 
slowed down the aggregation of permafrost. 

The effect of reduced heat transfer buffer in the active layer has been 
described by Wang et al. (2018) on natural thaw slumps. They related 
similar effects to changes in water flow, but also to the depletion of 
organic carbon from destroyed plant material. This process is also likely 
to have occurred in the presented experiment. The relevance of water 
content and movement for the thawing of permafrost has also been 
shown in respect to fires (Zipper et al., 2018), where the reduction of 
groundwater recharge reduced the adjective heat transport in the active 
layer. The effects observed in the field experiment, including snow 
accumulation, as well as observations from model simulation, with the 
effect of changes in thermal properties of the soil have been described by 
Lafrenière and Lamoureux (2019), who further explain the importance 
of hydrological connectivity, which explains that the water table in 
active layer faults is kept stable due to sources from the catchment. This 
stabilization of the water table has both been observed in the field 
experiment and replicated in the model simulations. 

4.1.3. Runoff and implications for the local hydrological regime 
Lateral soil drainage only occurs when the soil is thawed, a hydraulic 

gradient exists, and a saturated layer is formed (Quinton et al., 2009). As 
shown, the perturbation of the surface alters the timing and depth of a 
thawed active layer and the thickness of a saturated layer, effectively 
controlling the transmissivity of the supra-permafrost aquifer and thus 
the flux that can potentially occur in the active layer. As a result, flows in 
response to precipitation events in the summer were larger in the L 
scenario compared to the C scenario or the H scenario. In the H scenario, 
flow is more gradually distributed over the year. The decrease of daily 
drainage in the H scenario, is larger than the increase in the L scenario, 
compared to the control, indicating that the control is already close to 
the maximum possible drainage the hydraulic gradient of 0.05 permits. 

From the model scenarios, where influx from precipitation and 
temperature to the system were kept identical, several effects can be 

Fig. 10. Simulated drainage separated into surface runoff (top), drainage (middle) and total runoff (bottom) for the summer in year 2019 (left) and 2020 (center), for 
the high (blue), control (red) and low (green) scenario (Fig. S16 for graphs split by scenario). In shaded gray is measured precipitation. Right column shows the 
frequency distribution of daily drainage. 

Table 7 
Drainage from active layer in the years 2019/2020.  

Year Measurement High Control Low 

2019 
Begin drainage 24.06 17.06 14.06 
max. daily drainage [mm/d] 7.3 10.1 15.6 
acc. total runoff [mm] 176 206 210 

2020 
Begin drainage 02.07 30.06 01.07 
max. daily drainage [mm/d] 15.5 17.6 19.3 
acc. total runoff [mm] 200 196 204  
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observed: (1) The relatively lower water table at the beginning of the 
thawing period in the H scenario reduces the total runoff, as the low 
water content prohibits drainage, until infiltration into the soil raises the 
water content to saturation. (2) Ignoring the redistribution of snow, the 
active layer at L thaws earlier and leads to an earlier occurrence of 
drainage, with the inverse effect for H site. (3) Throughout the year, 
drainage remains lower at H site, than at the other scenarios, as the 
transmissivity is the limiting factor for the drainage. (4) After larger 
precipitation events, the overall higher transmissivity in the L scenario 
allows for higher daily drainage flow. (5) During the second year, sim-
ulations suggest that above-mentioned effects have disappeared, as the 
water table in the model has reached a new steady state. 

To understand the ecosystem interactions with the water-soluble 
nutrients (such as nitrate), it is important to distinguish between sur-
face flow and drainage, as the latter interacts with roots and microor-
ganisms, moving nutrients and carbon within the soil (Rowland et al., 
2010; Vonk and Gustafsson, 2013). Also the timing during the year 
(Lacroix et al., 2022), and movement velocity of nutrients (Pedersen 
et al., 2022), need to be considered when understanding the importance 
of water movement for the ecosystem. In the model scenarios, all com-
ponents (runoff/drainage, timing, velocity) were influenced by the 
change of the surface, highlighting the importance of surface topog-
raphy for the ecosystem. Thawing of the transition layer has occurred on 
the L plot in the field experiment and the model scenario. The faster flow 
in the L scenario can also have physical effects, when water is resur-
facing at a later point, where flow of water can initiate and accelerate 
erosion (Fortier et al., 2007). For the town of Qaanaaq, this means that 
even small pits dug for construction can exacerbate the existing prob-
lems with surface water degrading roads and houses in the city. 

4.1.4. Shortcomings and future research needs 
The combination of a field experiment with a location specific 

physical model gained new insights in the quantification of soil drainage 
following erosion events. The role of snow in the propagation of tem-
perature and its effect on the water movement in the soil was explored in 
one-dimension but with a lateral drainage (pseudo two-dimensional). 
The effects of the treatments on the active layer thickness were 
different in model and observations, but can be explained by the insu-
lating effect of snow. The use of a snow distribution model (e.g. Li and 
Heap (2014)) may come as great aid in simulating the three-dimensional 
redistribution of snow. 

The use of the one-dimensional model has the inherent shortcoming 
of neglecting three-dimensional effects. Although the relatively large 
size of the experiment plots diminished boundary effects on the center of 
the plots, differences in the flow regimes around the plots indicate that 
the hydrology in the vicinity was affected by the plots, by routing water 
flows towards the low plot and around the high plot. The choice of 10 m 
width was in accordance with the mean observed width of erosion 
gullies of 9.2 m (Dube et al., 2020), and the surface change of 30 cm is 
comparable to natural thaw slumps (Wang et al., 2018) and excavations 
made in the community. The experiment setup thus allows for com-
parison to natural erosion features of a similar size, as well as con-
struction features in town. Larger erosion features, such as slope 
disturbances (Lamoureux et al., 2014), or the formation of thermokarst 
(Osterkamp et al., 2009) exhibit different processes such as tunneling 
(Fortier et al., 2007). 

This work investigates effects from erosion and infrastructure under 
a current climate and does not take into account future changes in 
temperature and precipitation patterns. Using future climate scenarios 
like Copernicus Climate Change Service, C. D. S (2021) to investigate the 
development of surface changes is likely to produce new knowledge 
with relevance to the processes in periglacial environments and the local 
community in Qaanaaq. 

5. Conclusion 

The town Qaanaaq in NW Greenland is located on a hill and surface 
runoff. Therefore, flooding and water damage have often been seen in 
downslope areas even after minor construction work. Analysis of tem-
perature observations from 1950 to 2020 reveal a warming trend of 
0.38 ◦C per decade with the strongest warming in the 1990s and mainly 
in winter. 

The field experiment and the model work show that physical 
topography changes of 30 cm can change the active layer depth and 
thereby the hydrological conditions. The discrepancy between changes 
in the frost table compared to the relatively smaller responses of the 
water table, result in different drainage patterns: From field and model 
results, we conclude that a minor lowering of the surface (30 cm), 
drainage occurs earlier in the year, and with higher intensity events. In 
contrast, raising the surface level leads to later and slower drainage. 
Also, the propagation of heat at the beginning of summer was shifted by 
several days, and model simulations showed drainage from the scenarios 
occurring with an offset of one week between the scenarios. 

Both thickness of the supra permafrost aquifer and drainage behavior 
of the active layer are linked to other processes, such as snow cover, 
plant growth, water availability, nutrient transport and erosion. While 
the current study focuses on processes under the current climate, the 
effects observed are all expected to become more extreme under a 
warming climate and potentially affect larger areas of the landscape. 
This increased relevance and urgency calls for more research into the 
role of snow and the combined effort of physical and thermal 
perturbations. 

The additional effect of snow is complex as it is determined by the 
timing of snowfall and redistribution with the wind. The results repre-
sented here, show that the response of permafrost to surface alteration 
may be different, depending on the snow cover. The resulting changes in 
the thaw depth and water flow mean that even minor construction in 
town can lead to water flow and flooding downhill and that meltwater 
management should be an integrated part in any construction work in 
town. A one-dimensional model, as used in this study may provide 
projections on the potential risk assessment of water flow, but our work 
also shows that a three-dimensional model including snow is recom-
mended to provide a better understanding on water flow downhill a 
construction site. 
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Lamontagne-Hallé, P., McKenzie, J.M., Kurylyk, B.L., Zipper, S.C., 2018. Changing 
groundwater discharge dynamics in permafrost regions. Environ. Res. Lett. 13 (8) 
https://doi.org/10.1088/1748-9326/aad404. 

Lamoureux, S.F., Lafrenière, M.J., Favaro, E.A., 2014. Erosion dynamics following 
localized permafrost slope disturbances. Geophys. Res. Lett. 41 (15), 5499–5505. 

Lantz, T.C., Kokelj, S.V., Gergel, S.E., Henry, G.H., 2009. Relative impacts of disturbance 
and temperature: persistent changes in microenvironment and vegetation in 
retrogressive thaw slumps. Glob. Chang. Biol. 15 (7), 1664–1675. 

Lewkowicz, A.G., 2007. Dynamics of active-layer detachment failures, Fosheim 
peninsula, Ellesmere Island, Nunavut, Canada. Permafr. Periglac. Process. 18 (1), 
89–103. 

Li, J., Heap, A.D., 2014. Spatial interpolation methods applied in the environmental 
sciences: a review. Environ. Model. Softw. 53, 173–189. https://doi.org/10.1016/j. 
envsoft.2013.12.008. 

Li, L., Pomeroy, J.W., 1997. Probability of occurrence of blowing snow. J. Geophys. Res.- 
Atmos. 102 (D18), 21955–21964. 

Liljedahl, A.K., Boike, J., Daanen, R.P., Fedorov, A.N., Frost, G.V., Grosse, G., 
Hinzman, L.D., Iijma, Y., Jorgenson, J.C., Matveyeva, N., Necsoiu, M., Raynolds, M. 
K., Romanovsky, V.E., Schulla, J., Tape, K.D., Walker, D.A., Wilson, C.J., Yabuki, H., 
Zona, D., 2016. Pan-Arctic ice-wedge degradation in warming permafrost and its 
influence on tundra hydrology. Nat. Geosci. 9 (4), 312–318. https://doi.org/ 
10.1038/ngeo2674. 

Matzner, E., Borken, W., 2008. Do freeze-thaw events enhance C and N losses from soils 
of different ecosystems? A review. Eur. J. Soil Sci. 59 (2), 274–284. https://doi.org/ 
10.1111/j.1365-2389.2007.00992.x. 

Menne, M.J., Durre, I., Korzeniewski, B., McNeal, S., Thomas, K., Yin, X., Anthony, S., 
Ray, R., Vose, R., Gleason, B., 2012. Global Historical Climatology Network-Daily 
(Version 3.24). GHCND:GLW00017605. https://doi.org/10.7289/V5D21VHZ 2020- 
03-03. 

Morice, C.P., Kennedy, J.J., Rayner, N.A., Winn, J.P., Hogan, E., Killick, R.E., Dunn, R.J. 
H., Osborn, T.J., Jones, P.D., Simpson, I.R., 2021. An Updated Assessment of Near- 
Surface Temperature Change from 1850: the HadCRUT5 Data Set. J. Geophys. Res.- 
Atmos. 126 (3) https://doi.org/10.1029/2019jd032361. 

Nash, J.E., Sutcliffe, J.V., 1970. River flow forecasting through conceptual models part 
I—A discussion of principles. J. Hydrol. 10 (3), 282–290. 

Obu, J., Westermann, S., Bartsch, A., Berdnikov, N., Christiansen, H.H., Dashtseren, A., 
Delaloye, R., Elberling, B., Etzelmüller, B., Kholodov, A., Khomutov, A., Kääb, A., 
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