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A B S T R A C T

This paper presents a new algorithm for solving the general state function based flash problem. The algorithm
uses the canonical variables to the state function to solve the equation of state. Doing so moves some of the
complexity of the flash problem to the equation of state solver, effectively simplifying the phase-split problem.

A two-phase example is described and examined over a wide range of temperature and pressure conditions.
A multiphase (up to four-phase) mixture is used as a demonstration of the method for solving multiphase
flash problems. It is demonstrated that the solution algorithm takes a similar CPU-time to that used for
solving conventional flash problems. The proposed algorithm will help to robustly solve general, difficult flash
problems commonly encountered in modern process and reservoir simulations.
1. Introduction

The majority of reservoir and process simulation tools rely on
numerical solutions to the phase equilibrium problem to predict how
the reservoir or process will operate. The conventional example is
isothermal, isobaric flash. In this context flash refers to the calculation
of what phases will form and how the chemical components will split
into these distinct phases at equilibrium.

The flash problem is generally solved by using stability analysis and
phase split algorithms of Michelsen [1,2] in an alternating manner,
although the exact solution strategy may vary. The stability analysis
determines whether the system energy (typically the Gibbs energy) can
be lowered by the formation of a new phase. The phase-split finds a
local equilibrium point based on the current number of phases and
sufficient constraints to define the problem (e.g. total molar amount of
each component, temperature, and pressure). Overall stability analysis
ensures that the global minimum will be located. For isothermal, iso-
baric flash, Michelsen [1,2] suggested using stability analysis as the first
step, followed by phase-split. Later, Michelsen [3] refined the solution
strategy for two-phase isothermal flash and suggested using phase-split
in the beginning to avoid stability analysis in situations where it is
not really needed. This solution strategy for two-phase isothermal flash
was also recommended in his monograph [4] for blind calculations. For
dynamic simulations, other variations also exist [5].

As well as isothermal, isobaric flash there are a number of processes
where the temperature or pressure are unknown. Furthermore, condi-
tions where there are more phases than components are degenerate in
the 𝑃𝑇 space and require an additional extensive variable to be speci-
fied (e.g. isenthalpic expansion of a liquid refrigerant to a vapour–liquid
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mixture). Such cases are often encountered during simulation and
can require special treatment. It is necessary that modern simulators
can solve flash problems at specifications other than the conventional
isothermal, isobaric flash in a robust manner without significantly
hindering the speed of the simulation.

When the variables for these flash problems correspond to the
canonical variables[6] of a state function they are referred to as state
function flash problems. There are a number of different techniques to
solve these state function flash problems. A commonly used algorithm
for solving flash problems at non-isothermal or non-isobaric specifica-
tions (i.e. not at (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠)) is to repeatedly solve the (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) flash
problem using existing algorithms, with the additional specifications
updated in another loop. A particularly attractive formulation can be
posed as a maximisation in the additional specifications of the state
function in an outer loop. This is often referred to as Q-function
maximisation and described by Michelsen [7]. In the same article a
method directly applying the Newton–Raphson method to the equilib-
rium conditions is described, with the additional specifications used as
constraints to the problem. This method is convergent in most cases
but requires a backup nested loop in cases where it is non-convergent.
A detailed procedure for (𝐻𝑠, 𝑃𝑠, ⃖⃗𝑧) flash utilising both of these methods
is described by Paterson et al. [8].

A number of other solution procedures are available to solve the
state function based flash problems. The first multiphase implementa-
tion was presented by Michelsen [9], this demonstrated the use of a
first order direct substitution algorithm combined with a second order
minimisation (using a penalty function for the constraints). The first
vailable online 16 March 2023
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order direct substitution method is well suited to problems which are
almost ideal solutions. However, even for these problems there can be
a number of challenges associated with narrow boiling fluids, some
of which are addressed by Zhu and Okuno [10,11]. These papers use
a nested loop procedure when the direct substitution method is not
convergent and propose a method to combine stability analysis with the
phase split calculation. One drawback of all methods utilising the direct
substitution type algorithms is that they are first order methods and
therefore the rate of convergence is only linear for non-ideal mixtures,
and divergent for highly non-ideal mixtures. As the critical point is ap-
proached the rate of convergence becomes intolerably slow, requiring
thousands of iterations to find the solution to a reasonable tolerance.
The rate of convergence is enhanced in the (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) flash problem
through the use of dominant eigenvalue acceleration techniques [12,
13] as proposed by Michelsen [2]. However, since the state function
problems are not posed as minimisations, acceleration increases the
likelihood of non-convergence.

One thing that all these methods have in common is that they
use an equation of state (EoS) which is solved at a given (𝑇 , 𝑃 , ⃖⃗𝑛).
This is often not the natural formulation for the most commonly used
EoS’s, where (𝑇 , 𝑉 , ⃖⃗𝑛) are the natural variables. In this work we use
canonical variables for the state function of the flash problem and
natural variables for the selected equation of state. The flash problem
is essentially a minimisation of the state function at fixed canonical
variables. The natural variables, appearing in the natural formulation
of the equation of state, are essentially the canonical variables of the
state function based on which the equation of state is obtained. The
distinction between the variables for the state function of the flash
problem, the flash formulation, and the thermodynamic model was
discussed recently by Medeiros et al. [14].

An alternative approach, proposed here, to dealing with these state
function based flash problems is to use the canonical variables of the
state function to solve the EoS. This is what is already done for the
(𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) problem, where the EoS is solved using the flash specifica-
ions variables (but is not often applied to other flash specifications).
he volume in these EoS’s is iteratively solved to match the specified
ressure. The variables of the EoS are thus transformed to (𝑇 , 𝑃 , ⃖⃗𝑛)

together with the derivative properties. This particular formulation has
the advantage that most solutions are well approximated by an ideal
solution (i.e. the fugacity coefficients are functions only of temperature
and pressure, not of mole numbers).

Extending this to other flash specifications has been investigated for
specific cases. Brantferger et al. [15] proposed the use of the canonical
variables of the entropy (𝐻𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) to solve the EoS in a reservoir
simulation. This method was further developed by Sun et al. [16],
Chempath et al. [17] who made the method much more robust. The
isochoric-isoenergetic flash problem (𝑈𝑠, 𝑉𝑠, ⃖⃗𝑧𝑠) was solved via direct
entropy maximisation by Castier [18] and more recently by Smejkal
and Mikyska [19]. Recently Nichita [20] proposed a number of dif-
ferent algorithms for solving the flash problems using the equation of
state solved at a given (𝑇 , 𝑉 , ⃖⃗𝑧), this allowed for use of ideal solution
approximations which converged rapidly as well as Newton iterations.
Furthermore, an attempt at unifying the (𝑇𝑠, 𝑉𝑠, ⃖⃗𝑧𝑠), (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) and the
(𝑈𝑠, 𝑉𝑠, ⃖⃗𝑧𝑠) flash problems was presented by Smejkal and Mikyška [21].

In this work we will look at six different state function based flash
problems. It will be demonstrated that all of these can be solved in a
unified framework. This framework will be based on the conventional
phase-split equations of Michelsen [2] and using the stability analy-
sis of Michelsen [1]. The application of this unified framework has
already been derived for the modified RAND formulation [22,23] in
the thesis of the same author Paterson [24], however this method has
not been demonstrated in any work. Early results for the conventional
framework have also been presented [25]. This work is the first full
demonstration of a unified framework using the flash specification
variables to directly solve the equation of state.
2

Table 1
Flash problem specifications with corresponding state function and the variables used
for the EoS. Subscript j indicates that the variable is specific to each phase.

Flash specifications State function to minimise Variables for solving the EoS

𝑇𝑠 , 𝑃𝑠 , ⃖⃗𝑧𝑠 𝐺 𝑇𝑗 , 𝑃𝑗 , ⃖⃗𝑛𝑗
𝑇𝑠 , 𝑉𝑠 , ⃖⃗𝑧𝑠 𝐴 𝑇𝑗 , 𝑉𝑗 , ⃖⃗𝑛𝑗
𝐻𝑠 , 𝑃𝑠 , ⃖⃗𝑧𝑠 −𝑆 𝐻𝑗 , 𝑃𝑗 , ⃖⃗𝑛𝑗
𝑆𝑠 , 𝑃𝑠 , ⃖⃗𝑧𝑠 𝐻 𝑆𝑗 , 𝑃𝑗 , ⃖⃗𝑛𝑗
𝑆𝑠 , 𝑉𝑠 , ⃖⃗𝑧𝑠 𝑈 𝑆𝑗 , 𝑉𝑗 , ⃖⃗𝑛𝑗
𝑈𝑠 , 𝑉𝑠 , ⃖⃗𝑧𝑠 −𝑆 𝑈𝑗 , 𝑉𝑗 , ⃖⃗𝑛𝑗

The novelty of this work is: the presentation of a new unified
framework for six different state function problems; the application
of this framework to a number of challenging examples; proposed
algorithms for solving the EoS at the canonical variables of the state
function; and derivation of how to convert from the natural variables of
the EoS to each of the other state function problems. This work focuses
on the use of the cubic EoS’s SRK [26] and PR [27], though much of
it is equally applicable to other EoS’s. The proposed algorithms can fit
easily into existing simulation frameworks through minor changes to
the phase-split and equation of state implementations, this will provide
useful alternatives to existing implementations for cases where other
techniques can struggle (e.g. for mixtures which are narrow boiling).
When applied in a simulation it is assumed that sufficiently accurate
initial estimates will be available to avoid most convergence problems.
This implementation is only possible if a thermodynamically consistent
framework is applied to the given problem (i.e. the equilibrium solver,
density, energy, and entropy are from the same equation of state).

2. State function flash

There are a number of different specifications which correspond to
the minimum of a state function which are of practical interest. Many
of these were investigated by Michelsen [7]. The canonical variables
and state functions are described in Table 1.

There are other state function expressions but they are generally not
of practical interest and are not considered here. For the minimisation
of the Gibbs energy (i.e. (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) specification), we can write the
roblem as:

in𝑄 =
∑

𝑖

∑

𝑗
𝑛𝑖,𝑗 ln 𝑓𝑖,𝑗

s.t. 𝑛𝑖,𝑗 ≥ 0, ∀𝑖, 𝑗
∑

𝑗
𝑛𝑖,𝑗 − 𝑧𝑖 = 0, ∀𝑖

(1)

ith 𝑓𝑖,𝑗 the fugacity of component 𝑖 in phase 𝑗.
The function to minimise, 𝑄, is essentially the reduced Gibbs energy

𝐺∕𝑅𝑇 ) with a number of ideal terms neglected. These ideal terms will
ot influence the resulting gradient or Hessian. This is only true in the
bsence of chemical reactions, if chemical reactions are present then
lternative formulations are possible which will give similar results
22,23].

Since we traditionally solve the EoS at a specified temperature, pres-
ure and mole numbers (𝑇 , 𝑃 , ⃖⃗𝑛), two of the canonical variables of the
ibbs energy are immediately satisfied (the temperature and pressure,
oth of which are intensive properties of the system). The remaining
ndependent variables are the mole numbers of each component in each
hase.

In a similar manner to Eq. (1) it is possible to solve all of the state
unction problems given in Table 1 using a general formulation:

in𝑀 =
∑

𝑖

∑

𝑗
𝜅𝑖,𝑗𝛾𝑖,𝑗

s.t. 𝜅𝑖,𝑗 ≥ 𝑐𝑖,𝑗 , ∀𝑖, 𝑗
∑

𝜅𝑖,𝑗 − �̃�𝑖 = 0, ∀𝑖
(2)
𝑗
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Table 2
Extensive variables and intensive conjugates for state function based flash problems. The EoS is solved at different specifications for each
problem.
Flash specification State function ⃖⃗𝜅 ⃖⃗𝛾 EoS specification

𝑇𝑠 , 𝑃𝑠 , ⃖⃗𝑧𝑠 𝐺 ⃖⃗𝑛𝑗 ⃖⃗𝜇𝑗 𝑇𝑗 , 𝑃𝑗 , ⃖⃗𝑛𝑗
𝑇𝑠 , 𝑉𝑠 , ⃖⃗𝑧𝑠 𝐴 ⃖⃗𝑛𝑗 , 𝑉𝑗 ⃖⃗𝜇𝑗 ,−𝑃𝑗 𝑇𝑗 , 𝑉𝑗 , ⃖⃗𝑛𝑗
𝐻𝑠 , 𝑃𝑠 , ⃖⃗𝑧𝑠 −𝑆 ⃖⃗𝑛𝑗 ,𝐻𝑗 ⃖⃗𝜇𝑗∕𝑇𝑗 ,−1∕𝑇𝑗 𝐻𝑗 , 𝑃𝑗 , ⃖⃗𝑛𝑗
𝑆𝑠 , 𝑃𝑠 , ⃖⃗𝑧𝑠 𝐻 ⃖⃗𝑛𝑗 , 𝑆𝑗 ⃖⃗𝜇𝑗 , 𝑇𝑗 𝑆𝑗 , 𝑃𝑗 , ⃖⃗𝑛𝑗
𝑆𝑠 , 𝑉𝑠 , ⃖⃗𝑧𝑠 𝑈 ⃖⃗𝑛𝑗 , 𝑆𝑗 , 𝑉𝑗 ⃖⃗𝜇𝑗 , 𝑇𝑗 ,−𝑃𝑗 𝑆𝑗 , 𝑉𝑗 , ⃖⃗𝑛𝑗
𝑈𝑠 , 𝑉𝑠 , ⃖⃗𝑧𝑠 −𝑆 ⃖⃗𝑛𝑗 , 𝑈𝑗 , 𝑉𝑗 ⃖⃗𝜇𝑗∕𝑇𝑗 ,−1∕𝑇𝑗 ,−𝑃𝑗∕𝑇𝑗 𝑈𝑗 , 𝑉𝑗 , ⃖⃗𝑛𝑗
The state function, 𝑀 , and its extensive variables ⃖⃗𝜅, their intensive
conjugates ⃖⃗𝛾, and the inequality constraints are given in Eq. (3) based
on the terms in Table 2. For each of these problems the EoS is solved
at the canonical variables of the state function.

The inequalities then depend on the whether the specification is a
mole number, volume, energy (𝐻 or 𝑈) or entropy.

𝑖,𝑗 =

{

0, for 𝜅𝑖,𝑗 = 𝑛𝑖,𝑗 ,∀𝑖, 𝑗
𝑏𝑗 , for 𝜅𝑗 = 𝑉𝑗 ,∀𝑗

(3)

here 𝑏𝑗 is the co-volume of phase j. For the energy (H or U) and
ntropy the constraint can vary depending on how the reference state
sed for the property. Ideally a reference at a point with a lower energy
nd entropy would be chosen to avoid crossing zero during iterations
as this can complicate selection of the dependent phase and can lead
o problematic round-off).

In the iterative solution schemes discussed below it is possible for
he pressure to be negative, this can easily be handled by the EoS
s will be discussed below. For temperature there are often bounds
n the ideal gas heat capacity correlation, care must be taken that
ny extrapolations give physically meaningful results. Similarly many
oS’s are not well suited to negative temperatures or temperatures close
o 0 K (or to very high temperatures). An EoS employing complex
umbers was used by Castier [18] to avoid the barrier with negative
emperature. The same author also investigated very high temperature
nd noted that the isochoric heat capacity could become negative. This
as not found in any of the examples reported here. In this work
sing the cubic EoS’s along with suitable bounds on the ideal gas heat
apacity negative isochoric heat capacities are avoided. A properly
eveloped EoS should always return a positive isochoric heat capacity
n its stable region.

One novelty of this work is to show that the EoS can be solved at
ach of these state-function canonical variables (see Table 2). This can
e done relatively easily for cubic EoS’s, though for more complex EoS’s
his could be computationally more demanding. We assume that the
oS is a function of the residual Helmholtz energy, while this is not
equired of the EoS, most modern models are. The solution strategy is
iscussed in a section below. However, first assuming that the EoS is
olved at the canonical variables to the state function it is possible to
rrive at a general scheme for the minimisation of state function based
lash problems (2).

To eliminate the equality constraints in Eq. (2), the extensive vari-
ble, 𝜅𝑖,𝑗 , present in the greatest amount for each phase is selected as
ependent through:

𝑖,𝐽 (𝑖) = 𝑧𝑖 −
∑

𝑗≠𝐽 (𝑖)
𝜅𝑖,𝑗 (4)

here 𝐽 (𝑖) represents the phase with extensive variable 𝜅 present in the
reatest amount for component 𝑖. The number of variables is therefore
educed from 𝑁𝑒𝑁𝑝 to 𝑁𝑒(𝑁𝑝 −1) where 𝑁𝑒 is the number of extensive
ariables in one phase (𝑁𝑒 = 𝑁𝑐 for (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) flash) and 𝑁𝑝 is the

number of phases. Setting the variables in such a way ensures that
floating point round-off errors are minimised and is commonly done
for isothermal flash in compositional simulation [28].

The gradient of this general state function is

𝑔 = 𝛾 − 𝛾 (5)
3

𝑘,𝑗 𝑘,𝑗 𝑘,𝐽 (𝑘)
and the Hessian

𝐻𝑘𝑗,𝑚𝑛 =
𝜕𝛾𝑘,𝑗
𝜕𝜅𝑚,𝑛

−
𝜕𝛾𝑘,𝐽 (𝑘)
𝜕𝜅𝑚,𝑛

(6)

with both the Hessian and the gradient found, the Newton step for any
of the state function based flash problem defined in Eq. (2) is:

𝛥⃖⃗𝜅 = −𝐇−1 ⃖⃗𝑔 (7)

This leads to a simple procedure to solve the phase split problem for
any state function based flash specification. Commonly available quasi-
Newton solvers can be applied to ensure that the step generated is
towards the minimum of the state function, Eq. (2).

The proposed procedure is suitable only for second order minimisa-
tion of the state function. In isothermal isobaric flash it is common to
use a first order and a second order approach. The first order approach
uses an ideal solution approximation, which is primarily useful when
the EoS are solved at 𝑇 , 𝑃 specifications.

The full details of the implementation for this work are given in
Section 5. In general, through suitable corrections to trace components,
rapid convergence is obtained using only a second order method. While
the proposed method leads to a very simple second order minimisation
it does require that the EoS be solved at different state function vari-
ables (i.e. the complexity of the problem is moved from the flash to the
EoS).

3. Solving the EoS at state function variables

Most modern EoS’s are functions of the residual Helmholtz energy
of the system. For this section we will assume this to be the case here.
The Helmholtz energy can be written as:

𝐴(𝑇 , 𝑉 , ⃖⃗𝑛) = −𝑃𝑉 +
𝑁𝑐
∑

𝑖
𝜇𝑖𝑛𝑖 (8)

where we can describe the chemical potential as:

𝜇𝑖 = 𝑅𝑇
(

ln(𝑥𝑖𝑃 �̂�𝑖)
)

+ ℎ𝑖𝑔𝑖 − 𝑇 𝑠𝑖𝑔𝑖 (9)

This description is sufficient to carry out all of the specified state
function based flash calculations.

The aim of solving the EoS is to find the condition which minimises
the state function corresponding to the variables (given in Table 2).
If 𝑇𝑗 , 𝑉𝑗 , ⃖⃗𝑛𝑗 are known the result is immediately available as an explicit
function. For each of the other specifications it is necessary to solve the
EoS for 𝑇 or 𝑉 , or both. The general procedure is to find all possible
roots, (or only the roots which appear stable), compare the value of
the state function at each root, and select the root which corresponds
to the smallest value of the state function given in 1.

3.1. Solving for 𝑉

The most well known case is where the (𝑇 , 𝑃 , ⃖⃗𝑛𝑗 ) are known and it
is necessary to solve for 𝑉𝑗 . The state function to minimise is the Gibbs
energy. The solutions to the problem are:

𝑃𝑠 − 𝑃𝑗 = 𝑃𝑠 +
𝜕𝐴
𝜕𝑉

= 0 (10)

There are two common ways of solving this problem. The first is to
rewrite the pressure equation in the EoS as a polynomial in the volume
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Fig. 1. Pressure - volume isotherms for mixture example 1 at various temperatures.

(or a density). This can be solved using an explicit solver in the case
of a cubic EoS, or using an iterative method for general equations of
state. Such procedures for common EoS’s are described by Michelsen
and Mollerup [4].

If the problem cannot be written (or it is chosen not to) as a polyno-
mial in the volume then it can be necessary to find all reasonable roots
to the equation. In general, it is necessary only to find a ’liquid-like’
and ’vapour-like’ root. To find these roots Newton’s method requires
suitable initial estimates which can, for example, be an ideal gas initial
estimate (𝑉 = 𝑛𝑅𝑇 ∕𝑃 𝑠𝑝𝑒𝑐) and an estimate closer to the co-volume of
the mixture 𝑉 = (𝐵 + 0.5𝐵 𝑇

∑𝑛𝑐
𝑖 𝑥𝑖𝑇𝑐 𝑖

) [4]. In this equation 𝐵 is the co-
volume (using the conventional combining and mixing rules for a cubic
this is 𝐵 =

∑𝑛𝐶
𝑖 𝑛𝑖𝑏𝑖).

For the cubic EoS a typical series of isotherms is presented in Fig. 1.
The volume is scaled by the co-volume parameter. It is clear that there
can be up to three real roots. The middle root being mechanically
unstable (𝜕𝑃∕𝜕𝑉 > 0). If a negative pressure is specified then there
are two or zero roots, in the case there are two roots only the smallest
is mechanically stable. If there are no roots for the EoS at a negative
pressure then issues with the stability analysis of Michelsen [1] are
encountered (this is discussed in the solution strategy and results).

3.2. Solving for 𝑇

Though not as common as solving for pressure there are a few
authors who have solved the cubic EoS for the temperature at a
specified internal energy [18,19] for entropy maximisation. To the
authors’ knowledge this has not been done for isochoric, isentropic
flash (𝑆𝑠, 𝑉𝑠, ⃖⃗𝑧𝑠). There are two cases where the temperature alone must
be solved for, when maximising entropy ((𝑈𝑠, 𝑉𝑠, ⃖⃗𝑧𝑠) flash) and when
minimising the internal energy of the system ((𝑆𝑠, 𝑉𝑠, ⃖⃗𝑧𝑠) flash) as noted
in Table 2. The equations which must be satisfied at the solution are

𝑈𝑗 − 𝑈 𝑠𝑝𝑒𝑐 =
𝜕 𝐴
𝑇

𝜕 1
𝑇

− 𝑈 𝑠𝑝𝑒𝑐 = 0 (11a)

𝑆𝑠𝑝𝑒𝑐 − 𝑆𝑗 =
𝜕𝐴
𝜕𝑇

+ 𝑆𝑠𝑝𝑒𝑐 = 0 (11b)

In this case 𝑈 𝑠𝑝𝑒𝑐 is used to represent the specified internal energy for
the EoS solver. It should be noted that 𝑈 𝑠𝑝𝑒𝑐 is not equal to 𝑈𝑠 which
is the internal energy of the system for the flash problem, they are the
same only if there is one phase. The temperature derivatives of these
equations are then 𝐶 and 𝐶 ∕𝑇 respectively. Given an equation of
4

𝑣 𝑣
state where there is no condition where 𝐶𝑣 < 0 then there will only
be a single root to the problem. This can be observed in Figs. 2(a) and
2(b) which shows isochores for example 1. These figures demonstrate
that (in normal temperature bounds) the functions are monotonic.
This monotonicity means that solving these problems using iterative
methods (e.g. a bounded Newton solver) will be relatively simple (in
comparison to non-monotonic cases). Furthermore, the behaviour of
the isochores does not change significantly when changing from the
very high densities (i.e. volume close to the co-volume) to low densities,
this again is an indication that relatively simple algorithms will be able
to solve these problems.

3.3. Solving for both 𝑇 and 𝑉

The final case is when both temperature and pressure are unknown.
This is the case for isobaric isenthalpic (𝐻𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) and isobaric isen-
tropic (𝑆𝑠, 𝑃𝑠, ⃖⃗𝑧𝑠) flash. Direct minimisation of the enthalpy for the
isobaric, isentropic flash problem has not been done before to the
authors’ knowledge. The equations which must be satisfied for isobaric
isenthalpic flash are:

𝑈𝑗 + 𝑉 𝑃 𝑠𝑝𝑒𝑐 −𝐻𝑠𝑝𝑒𝑐 =
𝜕 𝐴
𝑇

𝜕 1
𝑇

+ 𝑉 𝑃 𝑠𝑝𝑒𝑐 −𝐻𝑠𝑝𝑒𝑐 = 0 (12a)

𝑃 𝑠𝑝𝑒𝑐

𝑇
−

𝑃𝑗

𝑇
=

𝜕 𝐴
𝑇

𝜕𝑉
+ 𝑃 𝑠𝑝𝑒𝑐

𝑇
= 0 (12b)

To obtain a symmetric matrix of derivatives it is useful to use as
variables 1∕𝑇 and 𝑉 . The 1∕𝑇 derivative of Eq. (12a) is
𝜕𝑈𝑗

𝜕 1
𝑇

= −
𝐶𝑣

𝑇 2
(13)

the volume derivative of Eq. (12b) is

𝜕 − 𝑃𝑗
𝑇

𝜕𝑉
= − 1

𝑇
𝜕𝑃
𝜕𝑉

(14)

The final derivative is the 1∕𝑇 derivative of Eq. (12b) (which is the
same as the 𝑉 derivative of Eq. (12a)).
𝜕𝑈
𝜕𝑉

= 𝑇 𝜕𝑃
𝜕𝑇

− 𝑃 + 𝑃 𝑠𝑝𝑒𝑐 (15)

The isobaric isentropic flash problem is very similar. The equations to
be satisfied are

𝑆𝑠𝑝𝑒𝑐 − 𝑆𝑗 = 𝑆𝑆𝑝𝑒𝑐 − 𝜕𝐴
𝜕𝑇

= 0 (16a)

𝑃 𝑠𝑝𝑒𝑐 − 𝑃𝑗 =
𝜕𝐴
𝜕𝑉

+ 𝑃 𝑠𝑝𝑒𝑐 = 0 (16b)

The second derivative to Eq. (16a) with respect to 𝑇 is 𝐶𝑣∕𝑇 . The
second derivative of Eq. (16b) with respect to volume is − 𝜕𝑃

𝜕𝑉 and the
final derivative (𝑉 derivative of Eq. (16a) and 𝑇 derivative of Eq. (16b))
is − 𝜕𝑃

𝜕𝑇 .
It is immediately noticeable that the derivatives for both of these

problems are very similar, and that from an implementation point of
view there is not much difference between them. For the general EoS
there can be any number of roots. This is even the case if the isochoric
heat capacity is positive. This can be understood by investigating the
equation for the isobaric heat capacity.

𝐶𝑟
𝑝 = 𝐶𝑟

𝑣 − 𝑇
( 𝜕𝑃
𝜕𝑇

)2 ( 𝜕𝑃
𝜕𝑉

)−1
− 𝑅

𝑛𝐶
∑

𝑖=1
𝑛𝑖 (17)

Through proper selection of the limits of the EoS, or a suitable func-
tional form of the alpha function negative heat capacities can be easily
avoided (and are uncommon in practice). However, when the cubic EoS
has three real roots the middle one will have 𝜕𝑃

𝜕𝑉 > 0 and therefore
the second term in Eq. (17) is negative. The sign of the isobaric heat
capacity therefore depends on the values of the residual and ideal gas
contributions in the unstable region. It is possible to find examples
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Fig. 2. T-U and T-S isochores for example 1 at various volumes.
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here the relative value of each of these becomes similar and this
an lead to instances where the sign will change multiple times, which
ould lead to any number of possible roots to the EoS at a specified
𝐻𝑗 , 𝑃𝑗 , ⃖⃗𝑛𝑗 ) and (𝑆𝑗 , 𝑃𝑗 , ⃖⃗𝑛𝑗 ).

Though this issue does occur during iterations it does not necessarily
ead to a breakdown of the numerical algorithm. The solution to the
lash problems requires that the mixture is thermodynamically stable
as tested by stability analysis). As such if an intermediate result finds
solution which is in the unstable region where 𝜕𝑃

𝜕𝑉 > 0 then it will
be found to be intrinsically unstable and a new phase introduced. At
the final solution the mixture will be intrinsically stable and therefore
the result cannot lie in the unstable region of the EoS. This requires a
robust stability analysis tool.

When the temperature and volume are not known there are a large
number of possible initial estimates. For this work it was decided that
the first initial estimate would be taken with the volume slightly larger
than the co-volume 𝑉 = 1.1𝐵. With the volume held constant the
temperature was found using Eq. (11b) for the (𝑆, 𝑃 , ⃖⃗𝑧) problem or
Eq. (11a) for the (𝐻,𝑃 , ⃖⃗𝑧) flash problem with 𝑈 = 𝐻 − 𝑃𝑉 . Then
the full system of equations ((12a) and (12b) or (16a) and (16b)) was
solved simultaneously using Newton’s method with line search ensuring
that the norm of the system was reduced at each iteration. If too many
iterations were used or the method broke down a backup using a nested
loop was used. This solves for the temperature in an inner loop with
Eqs. (11a) and (11b) and for the volume in the outer loop.

The second initial estimate was taken as an ideal gas. The volume
is calculated as 𝑉 = 𝑛𝑅𝑇 ∕𝑃 where 𝑇 is either the result of the
first initial estimate or, if the first initial estimate was not reasonable
(i.e. outwith the bounds of the ideal gas heat capacity equation), then
the upper bound of the ideal gas heat capacity was used for 𝑇 . The
same procedure was used to solve for the volume and temperature as
was used for the first initial estimate.

Although the methods presented here are relatively rapid and reli-
able it is often better to use an initial estimate from a previous iteration.
So long as the EoS is continuous this will help ensure that the numerical
procedure is always convergent using suitable numerical methods.

Figs. 3(a) and 3(b) show the entropy and enthalpy isobars at a
number of different pressures. For Fig. 3(a) at low pressures there
can be three roots. At moderate pressures (10 bar) there is only a
single root, which corresponds to a mechanically unstable solution
(i.e. 𝜕𝑃∕𝜕𝑉 > 0) in the enthalpy region 0 K< 𝐻∕𝑅 <200K. The function
has three identical roots at the critical point, and at high pressure the
function becomes monotonic. The isobars in Fig. 3(b) are more non-
linear, and the results reflect this with a slower convergence rate and
more iterations required to find the result to the same tolerance. There
are large regions in both figures at low pressure where there exists three
5

roots, two of which are mechanically unstable. I
4. Solution strategy

The flash solution strategy given here is based on that of Michelsen
[7]. The Wilson K-factor correlation is used to provide initial estimates.
The fugacity coefficients are:

ln �̂�𝑣
𝑖 = 0

ln �̂�𝑙
𝑖 = ln

(𝑃𝑐𝑖
𝑃

)

+ 5.373(1 + 𝜔𝑖)
(

1 −
𝑇𝑐𝑖
𝑇

) (18)

For the non-isothermal problems polynomial correlations were used to
find the ideal gas enthalpy and entropy (these were ignored in the
isothermal problems). Though Wilson’s correlation often matches the
energy of mixtures quite accurately it does not match liquid volumes
(which are evaluated as zero). These zero volumes cannot be used
with most EoS’s since the volume must be larger than the co-volume
𝑉 > 𝐵. To avoid this problem the volume of both the liquid and vapour
phases was increased by 𝐵 + 0.5𝐵 𝑇

∑𝑛𝑐
𝑖 𝑥𝑖𝑇𝑐 𝑖

. Of course this leads to a
thermodynamically inconsistent ideal solution model which is solved
using the method of Paterson et al. [8] (this reference applies only to
isenthalpic flash but was extended to the other state function problems
for this work). The estimated volume and energy (or entropy) of each
phase was used as initial estimate for the second order minimisation
procedure.

After initialisation second order minimisation was used with the
gradient (Eq. (5)) and Hessian (Eq. (6)) as described in this paper
using the full equation of state. This is the same procedure for all
state function based problems. Quasi Newton methods were used to
guarantee convergence. In this work the modified Cholesky algorithm
In this work the Hessian was forced to be positive definite during
decomposition [29].

The modified Cholesky factorisation ensures that the generated step
is always descending in the objective function. A simple line-search (of
bisecting the step) is used to ensure that each step leads to a reduction
in the objective function. In the following results where iteration num-
bers are reported one iteration are counted as the decomposition of the
Hessian. The solution was considered to be found when ‖ ⃖⃗𝑔‖ < 10−10.
To make the scale of 𝑔 similar for all problems the error was multiplied
by 1∕𝑇 in the (𝑆𝑠, 𝑉𝑠, ⃖⃗𝑧) and (𝑆𝑠, 𝑃𝑠, ⃖⃗𝑧) problems where the chemical
otential is used in the gradient instead of the chemical potential
ivided by the temperature.

The inequality constraints are met following the evaluation of the
ull Newton step. To avoid the amount of a component in a phase
f zero or less, a maximum step size was set as −𝛥𝑛𝑖,𝑗 ≤ 0.999𝑛𝑖,𝑗 so
hat the molar amount of a component was decreased by a maximum
f three orders of magnitude in a single step (this is also applied to
he dependent phase 𝑛𝑖,𝐽 (𝑖)). Unfortunately this limitation can lead to
ntolerably slow convergence in some cases (e.g. when the current
esult is many orders of magnitude away from the final solution).

𝜇𝑖,𝑗 − 𝜇𝑖,𝐽
| > 3 a K-value type update (as described
n cases where | 𝑅𝑇 𝑅𝑇
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Fig. 3. T-H and T-S isobars for example 1 at various pressures. The isobars are monotonic above 45.6 bar.
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by [8]) is used. This finds how the equilibrium K-values change with
the Newton step, then update the mole numbers of the problematic
component in each phase using the K-value relation. Finally the volume
constraint was not violated by evaluating the co-volume term from
the EoS following the Newton update to the mole numbers 𝑣𝑙𝑖𝑚 =
∑

𝑖(𝑛𝑖,𝑗 + 𝛥�̂�𝑖,𝑗 )𝑏𝑖, where 𝛥�̂� is the change in molar flow modified to
account for the inequality constraints. Similar to the mole numbers the
maximum volume change in a single Newton step was set to a change
of three orders of magnitude.

Once the phase-split problem was solved stability analysis is carried
out on the resulting equilibrium phases. The method is as described
by [1] using pure component initial estimates along with the liquid and
vapour root of the Wilson K-factor correlation. A trial phase which is at
the same temperature and pressure as the existing phases but can cause
a reduction in the Gibbs energy will also cause a reduction in all of
the other state functions. The only cases where more detailed stability
analysis is necessary will be when the problem is degenerate in the
𝑃 , 𝑇 , ⃖⃗𝑛 space (more phases than components). Unfortunately this type
of stability analysis is not well suited to mixtures where the equilibrium
pressure is negative. If the equilibrium pressure is negative it can be
difficult to initialise the trial phases, as such the calculation was skipped
and assigned as a failed data-point (the number of failures is reported
for all calculations). Development of a stability analysis algorithms
which can cope with negative pressures is expected to resolve most
of these issues, but is outwith the scope of this work. Other failures
occurred when the minimisation procedure did not converge to the
given tolerance. Changes to the tolerance of solution or changes to
the bit-width of the variables used to solve the problem (or other
techniques to minimise round-off) can be used to resolve these issues,
this was not done here as a switch to the backup method was seen as
preferable. The use of a backup method follows the recommendations
of Michelsen [30].

One problem which is difficult to overcome in the conventional
flash framework is that the introduction of an incipient trial phase is
generally done in a non-zero amount. Following this introduction of
a non-zero phase amount the trivial solution (i.e. removing the phase
just introduced) will lead to a reduction in the objective function being
minimised and can be the direction found by the method described
here. This problem of introducing a phase in a non-zero amount is not
inherent to the conventional approach and can be overcome (though it
requires considerable more complexity Michelsen [31]). Alternatively
the phase-split equations based on the modified RAND framework do
not suffer from this problem [24].

5. Results

The first example is the full phase-envelope for the mixture de-
scribed in example one, a seven component natural gas mixture (see
6

Appendix B). A region of 100 K< 𝑇 < 300 K and 1 bar< 𝑃 < 100 bar d
Table 3
Summary of results for example one. Average iterations and computational time for
one flash calculations.

Specifications Average no. iterations Average time (μ𝑠) Number of failures

(𝑇𝑠 , 𝑃𝑠 , ⃖⃗𝑧) 6.75 60.3 6
(𝑇𝑠 , 𝑉𝑠 , ⃖⃗𝑧) 7.82 56.2 107
(𝑈𝑠 , 𝑉𝑠 , ⃖⃗𝑧) 7.84 73.5 90
(𝑆𝑠 , 𝑉𝑠 , ⃖⃗𝑧) 11.05 129.8 467
(𝑆𝑠 , 𝑃𝑠 , ⃖⃗𝑧) 9.66 286.9 12
(𝐻𝑠 , 𝑃𝑠 , ⃖⃗𝑧) 7.35 88.7 9

was split into 501 equidistant points in pressure and temperature. Each
of these was solved using the procedure detailed above for the (𝑃𝑠, 𝑇𝑠, ⃖⃗𝑧)
flash problem. The volume, energy, and entropy of the resulting equilib-
rium solution was saved and used to specify the constraints for the each
of the five remaining state function flash problems. This example is
used to investigate the efficacy of the proposed algorithm. The number
of iterations to solve each of the state function flash problems are given
in Fig. 4.

For the (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧) there were 6 specifications where there were
failures. The number of failures and computational time for the average
phase-split calculation is reported in Table 3. These times are found
using an AMD Ryzen 9 4900HS processor running code written in For-
tran, compiled with gfortran. The problem which required the largest
average number of iterations was (𝑆𝑠, 𝑉𝑠, ⃖⃗𝑧) flash, however the problem

hich was the most computationally demanding was the (𝑆𝑠, 𝑃𝑠, ⃖⃗𝑧) flash
roblem. This problem required more than double the computational
ime of the others. This was due to the additional complexity of solving
he EoS at the state function variables requiring significantly more CPU
ime to obtain a solution to the required tolerance. In spite of the com-
lexity of solving the EoS at (𝐻𝑠, 𝑃𝑠, ⃖⃗𝑧) specifications the computational
ime is only slightly greater than the simpler, isothermal problems. Note
hat the method as recommended by Michelsen [30] indicates that use
f second order methods is as good as (or better than in some cases) the
onventional first order methods. The results given in Table 3 are of a
imilar order of magnitude to those achieved by the well-tested solution
trategies. Using the two-phase flash solution strategy as proposed by
ichelsen and Mollerup [4] (i.e. first using first-order methods with

econd order only used the solution is not rapidly found with a trust
egion method used for guaranteeing convergence) for the (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧)
pecifications as given here, a speed-up of approximately 30% was
chieved compared to the solution strategy proposed here (the cause
f this difference has not been investigated).

There were a total of approximately 76,000 two-phase tempera-
ure and pressure specifications meaning the failure rate is between
.01% and 0.6%. For the pressure specifications (𝑇𝑠, 𝑃𝑠, ⃖⃗𝑧), (𝑆𝑠, 𝑃𝑠, ⃖⃗𝑧),
𝐻𝑠, 𝑃𝑠, ⃖⃗𝑧)) the main cause of failures was due to problems with intro-

uction with small amounts of a new phase following stability analysis.
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Fig. 4. Scatter plots showing the iterations to solve the flash problem for example one.
In some cases the new phase is immediately removed because it is intro-
duced in a finite amount which causes an increase in the state function
energy when compared to the trivial solution. For (𝑆𝑠, 𝑃𝑠, ⃖⃗𝑧) there were
6 further failed points and for (𝐻𝑠, 𝑃𝑠, ⃖⃗𝑧) there were 3 further failed
data points. For (𝑇𝑠, 𝑉𝑠, ⃖⃗𝑧) flash there were 104 failures, for (𝑈𝑠, 𝑉𝑠, ⃖⃗𝑧)
there were 87 and for (𝑆𝑠, 𝑉𝑠, ⃖⃗𝑧) there were 464. The larger number of
failures for volume specifications than pressure specifications is due to
the limitations in the stability analysis utilised in this work. If a stability
7

analysis which could handle negative pressures was used then the
results would be more similar to those for pressure based specifications.

The second example used in this work is to demonstrate the mul-
tiphase capabilities of the method. This is a five-component mixture
containing hydrogen sulfide, carbon dioxide and three hydrocarbons,
given in Appendix B. At low temperatures the hydrogen sulfide and
carbon dioxide both form their own near-pure liquid phases resulting
in up to four phases (hydrocarbon-rich liquid, H2S-rich liquid, CO2-
rich liquid, and a vapour phase). These single component rich phases
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Fig. 5. Convergence of multiphase mixture. The breaks in the lines in Fig. 5(a) occur when a new phase is introduced (and therefore the error increases).
often lead to numerical difficulties and have a wide range of conditions
where they are near critical with the other liquid or vapour phases.

The first results demonstrate the quadratic convergence for mul-
tiphase flash problems. The error, molar averaged temperature (𝑇 =
∑

𝑗 𝛽𝑗𝑇𝑗 ) and molar averaged pressure are given in Fig. 5 (these con-
verge to the same value at the solution). The initial split from the
Wilson K-factors is VLE at 𝑇 = 135 K and 𝑃 = 2.998 bar. Following
solution of the equilibrium problems the split results in a hydrocarbon
rich vapour and a hydrogen sulfide rich liquid. A hydrocarbon rich
liquid phase is then introduced from stability analysis and equilibrium
again found. Finally a carbon dioxide rich phase is introduced following
stability analysis and becomes a near pure phase. The final split results
in four phases. A vapour with 99% methane, and three liquid phases
one with 90% hydrogen sulfide, one with 90% of C1 to C3 and a final
phase with 89% carbon dioxide. The molar fraction of the phases are
𝛽𝑣 = 0.60, 𝛽𝐻2𝑆 = 0.27, 𝛽𝐻𝐶 = 0.11, and 𝛽𝐶𝑂2

= 0.02. The conditions for
the other state functions to be initialised are then 𝑉 ∕𝑅 = 25.523 K∕Pa,
𝐻∕𝑅 = −351.7 K, 𝑆∕𝑅 = 14.55 and 𝑈∕𝑅 = −428.2 K. All of the
specifications converge within 28 iterations. The main difference in rate
of convergence is due to the different initialisations from the Wilson
K-factor approximation which is best suited to (𝑇 , 𝑃 , ⃖⃗𝑧) specifications.

Similar to example one, a temperature range of 130 K< 𝑇 <150K
and 1< 𝑃 <10 bar was scanned using 501 equidistant steps in both
pressure and temperature (around a quarter of a million specifications).
Unfortunately for the volume specifications there are a huge number
of failures (between 20% and 40%). This occurs most frequently when
8

there is not a vapour phase. At a given volume specification the com-
pressibilities of the different fluids vary significantly leading to many
intermediate results with negative pressures which are abandoned. The
results for the pressure type specifications are presented in Fig. 6.

In the scanned region, excluding failed specification points, there
are 107,162 two-phase flash problems, 67,719 three-phase flash prob-
lems, and 75,955 four-phase flash problems. The computational time
and average iterations are given in Table 4. The necessary number of
iterations is much larger than for example one. This is in part due the
more difficult nature of the problem and in part due to there being more
phases which are each introduced individually and therefore require
more iterations. The computational time is significantly increased even
though there are fewer components, this reflects the difficulty of solving
the EoS, particularly at the (𝑆, 𝑃 , ⃖⃗𝑧) specifications. Finally there are
far more failed data points even for the pressure specifications. This is
again in part due to the difficulty of introducing a phase directly to the
second order phase split calculation in the conventional framework and
since there are far more phases introduced it is more likely that these
issues are encountered. In real applications most of these issues could
be avoided through the use of initial estimates from previous results.
Any remaining issues could be solved by utilising a nested robust solver
and solving the resulting maximisation as done by Michelsen [7].

6. Conclusions

In this work a recently proposed framework derived for the modified
RAND algorithm is applied to the more conventional flash framework.
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Fig. 6. Scatter plots showing the iterations to solve the flash problem for example two. The small blue region with 0 iterations in Figs. 6(b) and 6(c) corresponds to where the
isothermal isobaric flash failed to find a solution. The maximum number of iterations of all methods was 35.
Table 4
Summary of results for example two. Average iterations and computational time for
one flash calculation.

Specifications Average no. iterations Average time (μ𝑠) Number of failures

(𝑇𝑠 , 𝑃𝑠 , ⃖⃗𝑧) 14.137 100.6 165
(𝑆𝑠 , 𝑃𝑠 , ⃖⃗𝑧) 16.645 643.5 1642
(𝐻𝑠 , 𝑃𝑠 , ⃖⃗𝑧) 16.067 174.4 2733

The framework allows for the direct, unconstrained minimisation of a
number of different state function flash problems. This is done by solv-
ing the EoS at the canonical variables of the state function. A derivation
is given for the general structure of the problem and it is applied to six
different state function problems. Unconstrained minimisation is used
in each case and a fairly robust procedure is demonstrated for both
two-phase and multiphase flash problems.

Though the method results in a simple unconstrained problem,
much of the complexity is moved to solving the EoS. For multiphase
problems this can lead to larger CPU-times. This additional cost comes
with the benefit of a simple minimisation procedure for the flash
problem. The algorithms provide alternative solutions to complex flash
problems which can cause failures for other algorithms in reservoir and
process simulations.
9
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Table A.5
Derivatives of the EoS necessary for the Hessian matrix with different
flash specifications.

Flash type Derivatives

(𝑇 , 𝑃 , ⃖⃗𝑛)
(

𝜕𝜇𝑖

𝜕𝑛𝑘

)

𝑇 ,𝑃 ,𝑛𝑚,𝑚≠𝑘

(𝑇 , 𝑉 , ⃖⃗𝑛)
(

𝜕𝜇𝑖

𝜕𝑛𝑘

)

𝑇 ,𝑉 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕𝜇𝑖

𝜕𝑉

)

𝑇 ,⃗𝑛
(

𝜕−𝑃
𝜕𝑛𝑘

)

𝑇 ,𝑉 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕−𝑃
𝜕𝑉

)

𝑇 ,⃗𝑛

(𝐻,𝑃 , ⃖⃗𝑛)
(

𝜕(𝜇𝑖∕𝑇 )
𝜕𝑛𝑘

)

𝐻,𝑃 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕(𝜇𝑖∕𝑇 )
𝜕𝐻

)

𝑃 ,⃗𝑛
,

(

𝜕(−1∕𝑇 )
𝜕𝑛𝑘

)

𝐻,𝑃 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕(−1∕𝑇 )
𝜕𝐻

)

𝑃 ,⃗𝑛

(𝑆, 𝑃 , ⃖⃗𝑛)
(

𝜕𝜇𝑖

𝜕𝑛𝑘

)

𝑆,𝑃 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕𝜇𝑖

𝜕𝑆

)

𝑃 ,⃗𝑛
,

(

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑃 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕𝑇
𝜕𝑆

)

𝑃 ,⃗𝑛

(𝑆, 𝑉 , ⃖⃗𝑛)
(

𝜕𝜇𝑖

𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕𝜇𝑖

𝜕𝑆

)

𝑉 ,⃗𝑛
,
(

𝜕𝜇𝑖

𝜕𝑉

)

𝑆,⃗𝑛
(

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕𝑇
𝜕𝑆

)

𝑉 ,⃗𝑛
,
(

𝜕𝑇
𝜕𝑉

)

𝑆,⃗𝑛
(

𝜕(−𝑃 )
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕(−𝑃 )
𝜕𝑆

)

𝑉 ,⃗𝑛
,
(

𝜕(−𝑃 )
𝜕𝑉

)

𝑆,⃗𝑛

(𝑈, 𝑉 , ⃖⃗𝑛)
(

𝜕(𝜇𝑖∕𝑇 )
𝜕𝑛𝑘

)

𝑈,𝑉 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕(𝜇𝑖∕𝑇 )
𝜕𝑈

)

𝑉 ,⃗𝑛
,
(

𝜕(𝜇𝑖∕𝑇 )
𝜕𝑉

)

𝑈,⃗𝑛
(

𝜕(−1∕𝑇 )
𝜕𝑛𝑘

)

𝑈,𝑉 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕(−1∕𝑇 )
𝜕𝑈

)

𝑉 ,⃗𝑛
,
(

𝜕(−1∕𝑇 )
𝜕𝑉

)

𝑈,⃗𝑛
(

𝜕(−𝑃∕𝑇 )
𝜕𝑛𝑘

)

𝑈,𝑉 ,𝑛𝑚,𝑚≠𝑘
,
(

𝜕(−𝑃∕𝑇 )
𝜕𝑈

)

𝑉 ,⃗𝑛
,
(

𝜕(−𝑃∕𝑇 )
𝜕𝑉

)

𝑈,⃗𝑛

Appendix A. Derivatives for second-order flash algorithms from a
Helmholtz energy based EoS

To minimise 𝑀 in Eq. (2) using a second order method, it is
ecessary to calculate the gradient vector and Hessian matrix of 𝑀 with

respect to the extensive variables, ⃖⃗𝜅. The gradients are easily evaluated
as the intensive variables corresponding to ⃖⃗𝜅. The Hessian matrix is

ore complex involving the following derivatives for each phase:
(

𝜕𝛾𝑖
𝜕𝜅𝑘

)

𝑆1 ,𝑆2 ,𝜅𝑚,𝑚≠𝑘
(19)

or simplicity, we drop the phase index 𝑗 in all the variables (𝛾, 𝜅, 𝑆1,
2). 𝑆1 and 𝑆2 are the specification variables for the EoS other than ⃖⃗𝑛 as
iven in Table 2 (in the case of (𝑇 , 𝑃 , ⃖⃗𝑛 flash 𝑆1 would be temperature
r pressure and 𝑆2 the other. In the case of 𝑈, 𝑉 , ⃖⃗𝑛 flash 𝑆1 and 𝑆2
ill not be present since the 𝜅𝑚,𝑚≠𝑘 constitutes the full set of remaining
ariables).

It is discussed in the book of Michelsen and Mollerup [4] how to ef-
iciently calculate these derivatives for (𝑇 , 𝑃 , ⃖⃗𝑛) and (𝑇 , 𝑉 , ⃖⃗𝑛) based flash
rom an EoS expressed in (𝑇 , 𝑉 , ⃖⃗𝑛). We show here how the other neces-

sary derivatives can be obtained from an EoS expressed in (𝑇 , 𝑉 , ⃖⃗𝑛).
Table A.5 lists the derivatives needed for the Hessian matrices

or the six flash specifications. These derivatives are constructed with
espect to a maximum of three types of variables: the mole numbers
⃖⃗ ; 𝑆1 if it is extensive; and 𝑆2 if it is extensive. As a results (𝑉 , 𝑇 , ⃖⃗𝑛),
𝑃 ,𝐻, ⃖⃗𝑛) and (𝑃 , 𝑆, ⃖⃗𝑛) specifications have 1 additional row/column in
heir Hessian matrices (compared to (𝑇 , 𝑃 , ⃖⃗𝑛)), and (𝑉 ,𝑈, ⃖⃗𝑛) and (𝑉 , 𝑆, ⃖⃗𝑛)
pecifications have 2 additional rows/columns.

The difficulty in expressing the derivatives lies mainly in how to
onvert a derivative at constant 𝑆1 and 𝑆2 where at least one of them
s not (𝑇 , 𝑉 ), to a derivative at constant 𝑇 and 𝑉 , which are easily
btained from a (𝑇 , 𝑉 , ⃖⃗𝑛)-based EoS. The necessary conversions are
escribed for the (𝑇 , 𝑃 , ⃖⃗𝑛) case by Michelsen and Mollerup [4]. Here we
escribe the four cases: constant 𝐻 and 𝑃 ; constant 𝑆 and 𝑃 ; constant 𝑆
nd 𝑉 ; and constant 𝑈 and 𝑉 . To do so we utilise the following relations
n the transformations to the derivatives at constant 𝑇 and 𝑉 :
(

𝜕𝛾𝑖
)

=
(

𝜕𝛾𝑖
)

+
(

𝜕𝛾𝑖
) (

𝜕𝑍
)

(20)
10

𝜕𝜅𝑘 𝑋, ⃖⃗𝑌 𝜕𝜅𝑘 𝑍, ⃖⃗𝑌 𝜕𝑍 𝜅𝑘 , ⃖⃗𝑌 𝜕𝜅𝑘 𝑋, ⃖⃗𝑌
(

𝜕𝑍
𝜕𝜅𝑖

)

𝑋, ⃖⃗𝑌
= −

(

𝜕𝑋
𝜕𝜅𝑖

)

𝑍, ⃖⃗𝑌
(

𝜕𝑋
𝜕𝑍

)

𝜅𝑖 , ⃖⃗𝑌

(21)

or derivatives at constant 𝑇 and 𝑃 , constant 𝑆, 𝑉 , and constant 𝑈 , 𝑉
ne transformation using (20) is sufficient. For derivatives at constant
, 𝑃 , and constant 𝐻 , 𝑃 , two transformations are necessary. We can
tilise the symmetry of the Hessian matrix to reduce the number of
erivatives which must be expressed (this is also evident from the
axwell relations). In particular, the derivatives of 𝜇𝑖 or 𝜇𝑖∕𝑇 with

espect to variables other than mole numbers can be replaced by
heir symmetric counterparts. This means it is essentially necessary to
xpress only the derivatives of 𝜇𝑖 with respect to 𝑛𝑘, and the derivatives
f 𝑇 and 𝑃 with respect to ⃖⃗𝜅. Instead of presenting all of the derivatives,
e exemplify below the most essential transformations.

.1. (𝑇 , 𝑃 , ⃖⃗𝑛) canonical variables

For this classical Gibbs energy minimisation problem the canonical
ariables are (𝑇 , 𝑃 , ⃖⃗𝑛). We have ⃖⃗𝛾 = ⃖⃗𝜇 and ⃖⃗𝜅 = ⃖⃗𝑛, 𝑋 = 𝑃 , 𝑍 = 𝑉 , and
⃖⃖⃗ = (𝑇 , 𝑛𝑘,𝑘≠𝑖). The necessary derivatives are:
(

𝜕𝜇𝑖
𝜕𝑛𝑘

)

𝑇 ,𝑃 ,𝑛𝑚,𝑚≠𝑘
=
(

𝜕𝜇𝑖
𝜕𝑛𝑘

)

𝑇 ,𝑉 ,𝑛𝑚,𝑚≠𝑘
+
(

𝜕𝜇𝑖
𝜕𝑉

)

𝑇 ,⃗𝑛

(

𝜕𝑉
𝜕𝑛𝑘

)

𝑇 ,𝑃 ,𝑛𝑚,𝑚≠𝑘
(22)

here from Eq. (21) we have

𝜕𝑉
𝜕𝑛𝑘

)

𝑇 ,𝑃 ,𝑛𝑚,𝑚≠𝑘
= −

(

𝜕𝑃
𝜕𝑛𝑘

)

𝑇 ,𝑉 ,𝑛𝑚,𝑚≠𝑘
(

𝜕𝑃
𝜕𝑉

)

𝑇 ,⃗𝑛

(23)

A.2. (𝑆, 𝑉 , ⃖⃗𝑛) and (𝑈, 𝑉 , ⃖⃗𝑛) canonical variables

If the canonical variables are (𝑆, 𝑉 , ⃖⃗𝑛), we have ⃖⃗𝛾 = ( ⃖⃗𝜇,−𝑃 , 𝑇 ),
⃖⃗𝜅 = (⃖⃗𝑛, 𝑉 , 𝑆), 𝑋 = 𝑆, 𝑍 = 𝑇 , and ⃖⃖⃗𝑌 = (𝑉 , 𝑛𝑘,𝑘≠𝑖). Using Eq. (20), we
ave
𝜕𝜇𝑖
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
=
(

𝜕𝜇𝑖
𝜕𝑛𝑘

)

𝑇 ,𝑉 ,𝑛𝑚,𝑚≠𝑘
+
(

𝜕𝜇𝑖
𝜕𝑇

)

𝑉 ,⃗𝑛

(

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
(24)

with

(

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
= −

(

𝜕𝑆
𝜕𝑛𝑘

)

𝑇 ,𝑉 ,𝑛𝑚,𝑚≠𝑘
(

𝜕𝑆
𝜕𝑇

)

𝑉 ,⃗𝑛

(25)

Similarly we have
(

𝜕𝑃
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
= −

(

𝜕𝑃
𝜕𝑛𝑘

)

𝑇 ,𝑉 ,𝑛𝑚,𝑚≠𝑘
−
( 𝜕𝑃
𝜕𝑇

)

𝑉 ,⃗𝑛

(

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
(26)

wo other independent derivatives in the Hessian are
𝜕𝑇
𝜕𝑆

)

𝑉 ,⃗𝑛
= 𝑇

𝐶𝑣
(27)

𝜕𝑇
𝜕𝑉

)

𝑆,⃗𝑛
= −

(

𝜕𝑆
𝜕𝑉

)

𝑇 ,⃗𝑛
(

𝜕𝑆
𝜕𝑇

)

𝑉 ,⃗𝑛

(28)

he remaining derivatives are found from their equivalent counterparts
wing to the Maxwell relations:
( 𝜕𝑃
𝜕𝑆

)

𝑉 ,⃗𝑛
=
( 𝜕𝑇
𝜕𝑉

)

𝑆,⃗𝑛
(29)

(

𝜕𝜇𝑘
𝜕𝑆

)

𝑉 ,⃗𝑛
=
(

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
(30)

(

𝜕𝜇𝑘
𝜕𝑉

)

𝑆,⃗𝑛
= −

(

𝜕𝑃
𝜕𝑛𝑘

)

𝑆,𝑉 ,𝑛𝑚,𝑚≠𝑘
(31)

he derivation is nearly identical if the canonical variables are (𝑈, 𝑉 , ⃖⃗𝑛).
e just have ⃖⃗𝛾 = ( ⃖⃗𝜇∕𝑇 ,−𝑃∕𝑇 , 1∕𝑇 ), ⃖⃗𝜅 = (⃖⃗𝑛, 𝑉 , 𝑈 ), 𝑋 = 𝑈 , 𝑍 = 1∕𝑇 , and

⃖⃖⃗𝑌 = (𝑉 , 𝑛 ).
𝑚,𝑚≠𝑘
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Table B.6
Thermodynamic properties.

Component T𝑐 (K) P𝑐 (bar) 𝜔 ⃖⃗𝑧 example one ⃖⃗𝑧 example two

C1 190.56 45.99 0.0115 0.943 0.66
C2 305.32 48.72 0.0995 0.027 0.03
C3 369.83 42.479 0.1523 0.0074 0.01
n-C4 425.12 37.96 0.2002 0.0049 0
n-C5 469.7 33.6997 0.2515 0.0027 0
n-C6 507.6 30.2496 0.3013 0.001 0
N2 126.2 33.9996 0.0377 0.014 0
CO2 304.12 73.37 0.225 0 0.05
H2S 373.1 90.0 0.1 0 0.25

A.3. (𝑆, 𝑃 , ⃖⃗𝑛) and (𝐻,𝑃 , ⃖⃗𝑛) canonical variables

If the canonical variables are (𝑆, 𝑃 , ⃖⃗𝑛), we have ⃖⃗𝛾 = ( ⃖⃗𝜇, 𝑇 ), ⃖⃗𝜅 = (⃖⃗𝑛, 𝑆).
Since both 𝑆 and 𝑃 need to be replaced in the application of Eq. (20),
we need to set 𝑋 = 𝑆, 𝑃 sequentially in two transformations. These
two 𝑋 values correspond to 𝑍 = 𝑇 , 𝑉 and ⃖⃖⃗𝑌 = (𝑛𝑚,𝑚≠𝑘), (𝑇 , 𝑛𝑚,𝑚≠𝑘)
respectively:
(

𝜕𝜇𝑖
𝜕𝑛𝑘

)

𝑆,𝑃 ,𝑛𝑚,𝑚≠𝑘
=
(

𝜕𝜇𝑖
𝜕𝑛𝑘

)

𝑇 ,𝑃 ,𝑛𝑚,𝑚≠𝑘
+
(

𝜕𝜇𝑖
𝜕𝑇

)

𝑃 ,⃗𝑛

(

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑃 ,𝑛𝑚,𝑚≠𝑘
(32)

ote that the first term on the RHS of Eq. (32) is found from Eq. (22).
e further have

(

𝜕𝜇𝑖
𝜕𝑇

)

𝑃 ,⃗𝑛
=
(

𝜕𝜇𝑖
𝜕𝑛𝑘

)

𝑉 ,⃗𝑛
+
(

𝜕𝜇𝑖
𝜕𝑉

)

�⃗�

( 𝜕𝑉
𝜕𝑃

)

𝑇 ,⃗𝑛
(33)

ote that Eq. (33) is already found from the classical EoS expressions.
he mole number derivatives of the temperature are found as

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑃 ,𝑛𝑚,𝑚≠𝑘
= −

(

𝜕𝑆
𝜕𝑛𝑘

)

𝑃 ,𝑛𝑚,𝑚≠𝑘
(

𝜕𝑆
𝜕𝑇

)

𝑃 ,⃗𝑛

(34)

with
(

𝜕𝑆
𝜕𝑛𝑘

)

𝑃 ,𝑛𝑚,𝑚≠𝑘
=
(

𝜕𝜇𝑘
𝜕𝑇

)

𝑃 ,⃗𝑛
(35)

s found in Eq. (33). It should be noted that

𝜕𝜇𝑘
𝜕𝑆

)

𝑉 ,⃗𝑛
=
(

𝜕𝑇
𝜕𝑛𝑘

)

𝑆,𝑃 ,𝑛𝑚,𝑚≠𝑘
(36)

inally, the entropy derivative of the temperature is easily obtained:

𝜕𝑇
𝜕𝑆

)

𝑃 ,⃗𝑛
= 𝑇

𝐶𝑃
(37)

A similar procedure can be used to find the derivatives if the canonical
variables are (𝐻,𝑃 , ⃖⃗𝑛). In this case we have ⃖⃗𝛾 = ( ⃖⃗𝜇∕𝑇 , 1∕𝑇 ), ⃖⃗𝜅 =
(⃖⃗𝑛,𝐻). We need to set 𝑋 = 𝐻,𝑃 sequentially in two transformations,
orresponding to 𝑍 = 𝑇 , 𝑉 and ⃖⃖⃗𝑌 = (𝑛𝑚,𝑚≠𝑘), (𝑇 , 𝑛𝑚,𝑚≠𝑘).

Appendix B. Example properties

The thermodynamic properties used by the SRK EoS and the com-
positions of examples one and two are given in Table B.6. The ideal gas
heat capacity correlation is:

𝐶𝑝∕𝑅 = 𝐶1 + 𝐶2𝑇 + 𝐶3𝑇
2 + 𝐶4𝑇

3

Its parameters were fitted to the ideal gas correlations for each com-
ponent given in the DIPPR database between 1 K and 1000 K. The
parameters are reported in Table B.7
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Table B.7
Ideal gas heat capacity parameters.

Component 𝐶1 𝐶2 ×103 (K−1) 𝐶3 ×106 (K−2) 𝐶4 ×109 (K−3)

C1 4.0048 −2.326 14.58 −5.954
C2 4.8501 −5.538 44.35 −24.83
C3 6.2445 −7.209 68.76 −40.06
n-C4 8.5802 −9.466 88.11 −51.32
n-C5 10.59 −12.66 109.0 −63.4
n-C6 12.5564 −14.87 130.1 −75.17
N2 3.5005 −0.212 0.7425 −0.06596
CO2 3.5324 −0.3056 15.3 −10.18
H2S 4.0036 −0.4324 3.641 −2.484
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